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Load Frequency Control for Multi-area Power Systems:
a New Type-2 Fuzzy Approach based on

Levenberg–Marquardt Algorithm

Abstract

In this study, a new fuzzy approach is proposed for load frequency control (LFC)

of a multi-area power system. The main control system is constructed by use of

interval type-2 fuzzy inference systems (IT2FIS) and fractional-order calculus.

In designing the controller, there is no need for the system dynamics, there-

fore the system Jacobian is obtained by a multilayer perceptron neural network

(MLP-NN). Uncertainties are modeled by IT2FIS, and for training fuzzy param-

eters, Levenberg Marquardt algorithm (LMA) is used, which is faster and more

robust than gradient descent algorithm (GDA). The system stability is studied

by Matignon’s stability method under time-varying disturbances. A compari-

son between the proposed controller with type-1 fuzzy controller on the New

England 39-bus test system is also carried out. The simulations demonstrate

the superiority of the designed controller.

Keywords: Levenberg-Marquardt Algorithm, LFC, MLP-NN, Type-2

Fuzzy

1. Introduction

The LFC problem is critical for the healthy operation of power systems.

Keeping frequency at the rated value and tracking load changes on time, es-

pecially during dynamic changes of generation and consumption illustrates the

importance of LFC. Preserving frequency of a system at a rated value after5

small-signal disturbances like load interruption, preserving the power exchange

between the neighboring control areas in a large-scale system, and preserving
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generation of each unit at a specific value are achieved via LFC in power system

through the governor and the secondary control in case of larger disturbances.

Moreover, nowadays, renewable resources cause high fluctuations in power10

generation and frequency variation, considering the changes in the climate and

the unknownness of the production rate. Considering the output uncertainty

and intermittency of renewable resources, including the wind, the more use and

influence of these resources can create a major challenge for frequency reliabil-

ity and stability. Consequently, addressing this issue is essential to increase the15

influence rate of these resources in the network. In this regard, serious consider-

ation is made towards the methods of frequency control and network stability.

In addition to the influence of renewable resources, load changes cause changes

and frequency fluctuations, where the power system is expected to remain stable

after frequency stabilization. So far, various studies have been carried out on20

LFC [1–14].

The electric vehicles are used in [1] for LFC in a robust manner and pro-

posed combined model of electric vehicles. With the advent of intelligent con-

trol, optimal responses were obtained with respect to conventional LFC. LFC

with the intelligent PI is performed, using the genetic algorithm, bat algorithm,25

fuzzy logic, and artificial neural networks (ANN) by considering uncertainty

and disturbances in [2–5]. A LFC with parametric and nonlinear uncertainty is

examined in [2] and [3] by using adaptive fuzzy logic. A fuzzy control on the

bases of bacterial tuning method is considered in [4] for designing LFC. Also,

optimal PID is proposed in [5] by using a fuzzy differential algorithm.30

Various fuzzy logic techniques have been studied for LFC in recent years

[6, 7]. A straightforward and systematic method is developed in [6] to model

the neural adaptive back-stepping control in chaotic systems with uncertainty

by using the input-output data from the underlying dynamic systems. An adap-

tive approach is proposed in [8] to control the conventional PI and optimal LFC35

in which the control parameters in valid conditions by using a Sugeno-type fuzzy

system. However, these conventional controllers, have some disadvantages; con-

stant controllers are designed for normal operating conditions, and thus the
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control performance decreases under variable operating conditions. Also, con-

trollers like sliding mode controller cannot converge in a limited time and sys-40

tem parameters should be measured which degrades the control performance in

complex systems with a variety of parameter estimations. Besides, in complex

systems, the effect of chattering increases oscillation and instability of the sys-

tem. Recently, a large number of studies have addressed the fractional-order

PID (FOPID) due to its proper performance. This method is employed on45

various engineering and control problems [9–14]. Furthermore, different studies

have been conducted to determine the FOPID parameters [15–22]. Recently,

researchers have focused on using fuzzy logic controllers to improve the FOPID

performance with fuzzy methods. As a result, satisfactory results were obtained

from the FOPID application to nonlinear systems, which encouraged researchers50

to further use these controllers.

In our proposed control design, interval fractional-order type-2 fuzzy based

on LMA (IT2FOFPID-LMA) is presented to LFC. Unlike previous studies, sys-

tem dynamics are uncertain. The main controller is optimized by LMA. The

robustness against uncertain parameters and independence to the plant model55

comparative the most important property of the proposed controllers. The pro-

posed method is in the continuation of our previous works [23, 24] to improve the

controller for controlling the frequency of a two-area system. In [23, 24], GDA

was used for training and optimization. But slow speed requiring determin-

ing training rate and sensitivity to initial conditions are the shortcomings that60

motivated us to use LMA. Although other optimization methods based on the

second-order Taylor series resolve problems of gradient descent, they require cal-

culating the Hessian matrix. In addition, in our proposed method, the FOPID

controller is used instead of conventional PID to improve performance. Due

to presence of the FOPID, there are a large number of adjustable parameters;65

thus, LMA is used for optimization, which is more robust and faster compared to

similar methods such as Newton-Gauss. In our proposed method, fuzzy neural

networks (FNN) have been optimized using LMA showing better performance

compared to error back-propagation based on gradient descent. The proposed
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controller is compared with well-known controllers that are frequently used in70

the frequency regulation problem including PID and type-1 fuzzy inference sys-

tem (T1FIS). Recently, various IT2FIS have been developed, but most of these

controllers are designed for a particular case of nonlinear systems that it is

difficult to be reformulated for our plant [25].

In the remaining, the motivation and main characteristics of the controller75

are presented in section 2. The controller theory and the method used to train

the parameters are discussed in section 3. The suggested structure including

MLP-NN, Jacobian and its training method are presented in section 4. Sections

5, 6 and 7 present system model, simulation and conclusion, respectively.

2. Motivation and main characteristics80

The interconnected case study system includes different areas which are con-

nected through high voltage transmission lines. LFC in each area not only

controls frequency but also the power transfer between areas. Since frequency

violations in power system affect performance, safety, reliability and efficiency of

the power system and excess frequency violation degrades the power electronics85

equipment, resulting in overloaded transmission lines, LFC is important.

2.1. In terms of reliability

(1) The presence of renewable energy and load changes causes intense volatility

in the actual power production of the power system. Considering equation

of motion 2H d∆f
dt +D∆f = ∆Pm−∆Pe, a change in the power ‘∆Pm−∆Pe’90

leads to changes in the frequency and may result in inertial response.

(2) Uncertainty of the total generation because of increasing the generation

capacity of renewable resources and establishing an imbalance between the

mechanical power driving the generators and electrical power.

2.2. In terms of control for frequency stabilization95

Regarding the uncertainty caused by fluctuations in renewable energy sources,

including wind power, and in order to maintain frequency control, conventional
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controllers fail to have a suitable performance against nondeterministic systems.

Although features such as resistance to system gain changes and disturbance

elimination are among the FO controller characteristics, which can distinguish100

them from conventional controllers, our proposed controller is used along with

the IT2FIS to overcome the constraints, including uncertainly.

The main characteristics of this study are as follows:.

� The system is modeled with the MLP-NN.

� A LFC on the basis of IT2FOFPID-LMA is designed.105

� Parameters of the controller are adjusted using IT2FIS and trained using

LMA.

� Stability of the controller is studied using Matignon’s stability theorem.

� The suggested controller is robust against time-varying disturbances.

� The proposed method is online, and adaptable that can adapt itself with110

the uncertain condition of the system.

� It is independent of system dynamics and its convergence speed is fast.

� It can be used in a system including nonlinearity, generation rate con-

straint and governor deadband.

In the following section, definitions and theories of FO, IT2FIS and LMA115

are presented first, and then, the proposed structure is described.

3. The Proposed theorem

3.1. Preliminaries

Conventional PID has three gains, but if it is considered to be FOPID, it

becomes as represented in Eq. (1), having 5 degrees of freedom. Therefore,120
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FO is more efficient than the conventional PID controller and has thus become

popular in the industry [26].

C(s) = kp + kiD
−α
t e+ kdD

α
t e (1)

where Dα
t and D−αt are differentiator and integrator, t is limit of the operator

and α is the FO. In addition, kp, ki and kd are constants, e = y− ŷ is the error

signal and y, ŷ are the desired value and estimated value, respectively. Operator125

Dα
t is defined as follows [27]:

Dα
t =





dα

dtα α > 0

1 α = 0

∫ t
a
(dτ)−α α < 0

(2)

The details of Eq. (2) are given in [28–31]. Various definitions have been

proposed for FO. The Caputo and RL are the most important definitions of FO

integrator based on the combination of fractional-order integral and integer-

order differentiation. The Caputo definition is more popular in practical appli-

cations, because, in this definition, the initial and boundary conditions have a

physical concept [32]. In this paper, Caputo definition is given as [33]:

Dα
t f(t) =





1
Γ(m−α)

∫ t
0

f(m)(τ)
(t−τ)α+1−m dτ m− 1 < α < m

dm

dtm f(t) α = m

(3)

Equation. (3) is adopted from the Cauchy formula in which m is the integer

value and Γ represents Gamma function which is as follows [32]:

Γ(z) =

∫ ∞

0

tz−1e−tdt (4)

Since the FO operator is of infinite dimension, it requires high order approx-130

imation with a limited frequency range. Various approximation methods for FO

operator exists including Matsuda [32], Carlson [33] and Oustaloup [34].
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Using the Caputo and RL definition to design a FOPID controller, the fol-

lowing integral operator is given for the FO integral:

RL
c Iαt f(t) =

1

Γ(α)

∫ t

c

f(τ)

(t− τ)1−α dτ

for m− 1 < α < m.135

Oustaloup approximation:

The filter is comprised of multiple compensators and has multiple poles and

zeros around the frequency operating points, and it is one of the most well-

known approximation methods [35]. In order to simulate and implement the

method in MATLAB, the FO should be approximated with the integer-order.140

To this end, FO Modeling and Control (FOMCON) toolbox in MATLAB is

used. Its transfer function sα is defined as Eq. (5) [34–36]:

sα = C0

N∏

k=1

s+ ωzn
s+ ωpn

(5)

where, C0, ωzn and ωpn are gain, zero and pole and its value in the frequency

range of (ωl ωh) is [35]:

ωpn = ωl(
ωh
ωl

)
k+N+1+α

2
(2N+1)

ωzn = ωl(
ωh
ωl

)
k+N+1−α

2
(2N+1) (6)

C0 = ωαh

where (2N + 1), represented filter order, ωh/ωb is upper/lower frequency145

band.

Proper performance of the FO controllers having more degrees of freedom

has attracted attention in many applications in industry such as electrochem-

istry and electric circuits, and it is additionally combined with fuzzy logic to

improve performance further. A large number of studies have investigated the150

performance of PID/FOPID in terms of reference tracking [13, 14]. Considering
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the advantages of IT2FIS, this paper combines IT2FIS and FO controller for

LFC to improve the overall performance.

3.2. IT2FIS Theory

In the design of LFC using control methods, efficiency and robustness should155

be balanced. The performance of simple classic controllers is not acceptable in

the power system with nonlinear dynamics, uncertainties, variable and uncertain

load. If the parameters of the LFC system are adjusted on the basis of clas-

sical trial-and-error approaches, its dynamic performance would be degraded

in a wide range of performance and different load scenarios. Furthermore, the160

mathematical dynamics of the plant is not reliable in most of practical condi-

tions. Accordingly, neuro-fuzzy approaches have been presented. But, these

methods cannot withstand noise, uncertainty, and changes of parameters [37].

This study presented IT2FIS based controller. This controller performs better

than T1FIS. The proposed controller is adaptive and can adapt to changes. The165

proposed controller is an improved development of the conventional PID and

T1FIS [14]. Because of that, the performance is compared with these controllers.

Furthermore, the PID and T1FIS are frequently used in the frequency regula-

tion problem. Fuzzy systems are either type-1 or type-2 where in this paper,

IT2FIS is used. The rules and membership function (MF) IT2FIS and T1FIS170

are considered to be same. But, T1FIS is not able to model uncertainties. The

wide operational region, increased efficiency and reduced steady-state error and

more uncertainty coverage are the reasons why IT2FIS is selected. IT2FIS was

proposed by professor Zadeh in 1975 [38] in which, only type reduction block

has been added. MF of the T1FIS is a crisp value. However, MF of IT2FIS, is175

fuzzy with two upper and lower MFs called µ̄ ˜̃F
(x, u) and µ ˜̃F

(x, u), respectively.

˜̃F is type-2 MF that is written as µ ˜̃F
(x, u), where x ∈ X,u ∈ Jux ⊆ [0, 1] and

0 ≤ µ ˜̃F
(x, u) ≤ 1 is defined in Eq. (7) [34]:

˜̃F =

{
(x, µ ˜̃F

(x))|x ∈ X
}

=

{∫

x∈X

[ ∫

u∈Jux⊆[0,1]

fx(u)

u

]/
x

}
(7)
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Figure 1: left) The T1FIS MF and right) IT2FIS MF with an uncertain deviation

As shown in Fig. 1, T1FIS includes no uncertainty, and for input, there

exists a crisp value but in IT2FIS, there exists an interval for input, as shown in180

Fig. 1, which is obtained by shifting points of the Gaussian function to the left

and right. There exists interval MFs for the input. Type-2 Gaussian function

is described as follows [38]:

µ ˜̃F
(x, u) = exp

(
− 1

2
(
x−m
σ

)2

)
, m, σ = 1, 2 (8)

Here, m and σ represent the adjustable center and radius of the Gaussian

function, respectively. The rules are: [39]185

Rn: if x1 is ˜̃Fn1 and x2 is ˜̃Fn2, then y is Y

Where Rn is the MF of the nth rule and x1 and x2 are inputs, and Y is

the output parameter that is trained. There are various methods to reduce

type, which has been mentioned in [39]. In this paper, the center-of-set (COS)

method is used [40].190

The structure of the IT2FIS is shown in Fig. 2 which includes five layers:

� Input layer: input of this layer is the output of the FO controller.

� Fuzzifier layer: converts crisp input to a fuzzy set. To reduce the uncer-

tainties, measurement noise and disturbances are used.
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� Fuzzy inference engine: this layer combined the fuzzy rules and the input195

fuzzy set is converted to the output one.

� Type reduction layer: to decrease the computational cost, T1FIS is used

instead of IT2FIS.

� Defuzzifier layer: converts the fuzzy set to a crisp vector.

Fuzzifier

Rules

Defuzzifier

Inference

Type-
reducer

Type-2 input 
fuzzy sets

Type-2 output 
fuzzy sets

Crisp input

Crisp output

Type- 
reduced set

Figure 2: The block diagram of an IT2FIS [39]

This paper employs a IT2FIS and assumed the system dynamics to be un-200

certain. The IT2FIS can model more uncertainty compared to T1FIS; since it

is adaptive; it can adapt itself to new conditions.

3.3. Levenberg–Marquardt Algorithm Theory

There are various methods for training the network among which gradient de-

scent and Levenberg–Marquardt (LM) are the most well-known and applicable205

ones. A back-propagation method using gradient descent approach is employed

to reduce the squared error between the reference and target outputs, and LMA

is used in the optimization of nonlinear functions. LMA is a combination of

gradient descent and Newton-Gauss for reducing error. As the value of the pa-

rameter gets far from its optimal value, gradient descent operates, and when210
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it is close to the optimal value, the Newton-Gauss method operates. Gradient

descent is slow but with stable convergence. The Newton-Gauss method has a

high convergence rate, which can resolve slow convergence of the gradient de-

scent [41]. Therefore, these two methods are combined as the most efficient and

fastest training method, which is used in this paper. Although this combined215

method is slower than the Newton-Gauss method, it is faster than gradient de-

scent. Solving nonlinear regression problems and finding minimum optimal of

square functions F (x0, x1, ..., xN ) = ΣMi=0f
2
i (x0, x1, ..., xN ) is one of the most

important application of LM method. LM is more robust than GDA and it can

converge to the global minimum by selecting arbitrary initial conditions despite220

having several minimums [42]. In this paper, considering the advantages of LMA

and drawbacks of error back-propagation based on gradient descent [43], LMA

is used to increase convergence rate, reliability, and robustness of the controller.

4. Structure of the Proposed Method

The MLP-NN is used for model estimation. Simplicity and good estimation225

accuracy are the features of MLP-NN. The bipolar sigmoid activation function

is used for neurons of the middle layer and the gradient descent technique is

used for tuning the weights of MLP-NN. Section 4.1. describes details of the

model. For activation function of the IT2FIS, Gaussian MF is used. The weights

are trained using the LMA which converges better compared to similar methods230

such as Newton and it is trained such that our objective that is making frequency

changes zero, is realized. To reduce the system type, the COS method is selected.

The controller weights are trained adaptively and online which increases speed

and enhances the performance of the controller. Also, the FO structure is used

considering its more degrees of freedom compared to the conventional controllers235

that increase performance of the system. Details of the structure are presented

in the subsequent sections.

Following, the designed control strategy is illustrated. The schemed control

is depicted in Fig.3. The main idea is that FNN parameters are tuned so that
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Plant

ANN

+
-

ΔfType - II 
Fuzzy

e

+

e

IT2FOFPID-LMA

U(t)

t
D e

t
D e

Figure 3: The proposed control structure

frequency deviation is converted to zero level. Following, the tuning laws of240

FNN are illustrated.

4.1. Structure of the MLP-NN

In this paper, a simple MLP-NN is used for online modeling of the plant. In

recent years some new methods have been presented for online estimation time-

varying nonlinear systems such as time-delay neural network [44] and fuzzy245

controller [45]. MLP-NN is used to model the system which employs the ap-

proximated model to obtain system Jacobian. In Fig. 4, u(t− zi), i = 1, .., n

are inputs of ANN and zi represents delay.

w1
11, w

2
12, ..., w

1
1n ; are the corresponding parameters of the first neuron in

hidden layer.250

w1
21, w

1
22, ..., w

1
2n; are the corresponding parameters of the second neuron in

hidden layer.

w1
h1, w

1
h2, ..., w

1
hn; are the corresponding parameters of the hth neuron in

hidden layer.

w21, w22, ..., w2h; are the corresponding parameters of the output.255

The output of the suggested ANN is written as (see Fig.4):
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......

Output

w21

w22

w2h

oh

o1

o2

w1
hn

w1
21

u(t - z1)

u(t – z2)

u(t - zn)

Figure 4: MLP-NN structure for system modeling

nti = w1
iU

oi = g(nti), i = 1, ..., h (9)

where,

w1
i = [w1

i1, w
1
i2, ..., w

1
in] (10)

g(nti) =
1− exp(−nti)
1 + exp(−nti)

The output of the ANN ‘y’ would be as:260

y = w2o (11)

where,
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o = [o1, o2, ..., oh]T

w2 = [w21, w22, ..., w2h] (12)

The parameters of this ANN are tuned considering:

E =
1

2
e2
est =

1

2
(yd − y)2 (13)

where y/yd represent the real/estimated outputs. The updating law is:

w2(t+ 1) = w2(t) + ηeesto (14)

Weights adaptive law of the first layer is:

w1
i (t+ 1) = w1

i (t) + ηeestġ(nti)w2iU (15)

where w1
i is the vector of weights for ith neuron. w2i is the vector of weights265

for ith neuron in the output layer. ġ(nti) is the differentiation of g(nti) with

respect to the input nti . η is constant.

4.2. System Jacobian

After obtaining the model, the system Jacobian is calculated as follows:

∂∆f

∂uc
=

(
[w1

11, w
1
21, ..., w

1
h1]diag[ġ(nt1), ..., ġ(nth)]w2

)
(16)

4.3. Suggested IT2FIS270

The structure of the IT2FIS is presented in Fig. 5. M represents number of

rules, and number of inputs of the network which is assumed to be 3 [38, 46].

Forward output of the controller is obtained using the following steps:

- Firing fuzzy rules are as Eq. (18):

µ̄ ˜̃F
(x, u) = exp(−||X − Ck||

2

σ̄2
k

) (17)
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Figure 5: IT2FIS structure [42].
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µ ˜̃F
(x, u) = exp(−||X − Ck||

2

σ2
k

) (18)

k = 1, ...,M

where, X(t) = (∆f(t), Dα
t ∆f(t), D−αt )T is the input vector and σi and Ci275

are width and center of the Gaussian function.

- The fuzzy system Output ‘uc’ based on COS order-reduction is as Eq. (19)

[36]:

yl,r =





yl =
∑L
n=1 f̄

nyn∑L
n=1 f̄

n+
∑N
n=L+1 f

n +
∑N
n=L+1 f̄

nyn∑L
n=1 f̄

n+
∑N
n=L+1 f

n

yr =
∑R
n=1 f

nȳn∑R
n=1 f

n+
∑N
n=R+1 f̄

n +
∑N
n=R+1 f

nȳn∑R
n=1 f

n+
∑N
n=R+1 f̄

n

(19)

where, f̄n, fn are the firing levels, and ȳn, y
n

are the consequent output,

and N is the rules number. The numerical output (crisp) of the IT2FIS is as280

follows:

y =
yl + yr

2
(20)

4.4. Learning based on Error Back-Propagation and Levenberg–Marquardt for

the Fuzzy Controller

This section describes tuning on bases of LMA. For initiation, the cost func-

tion is considered to be:285

E =
1

2
e2 =

1

2
(∆f)2 (21)

In order to train the fuzzy system, LMA is used. LMA is similar to the

Newton-Gauss method, and does not require calculating the Hessian matrix,

and it’s benefits from the high-speed feature of the second-order methods. The

Hessian matrix is written as Eq. (22) [41]:

H = JTJ (22)
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And the gradient is calculated as follows:290

g = JT e (23)

where J denotes the Jacobian matrix. The LMA employs the following

procedure described by Eqs. (24-27) to approximate the Hessian matrix.

Q(k) = (JTJ + µI)−1 (24)

Therefore, the algorithm used to adjust the weights (rules parameters) would

be as follows:

ωt+1 = ωt − (JTt Jt + µI)−1Jte (25)

I represents the identity matrix, µ is a combination coefficient.295

Equation (25) is converted to Newton-Gauss for small values of µ as Eq. (26).

ωt+1 = ωt − (JTt Jt)
−1Jte (26)

and it is converted to gradient descent for large values of µ as Eq. (27):

ωt+1 = ωt − αgt (27)

where α = 1
µ .

Equation. (25) is rewritten as in Eq. (28) to guarantee that the calculation

is stabilized.

wt+1 − wt = −[JTJ + µdiag(JTJ)]−1Jte (28)

A solution has been presented by Jupp and Vozoff (1975) to enhance stability. In

this solution, the algorithm is modified by singular value decomposition (SVD).

SVD is used to divide a matrix of dimension M×N into three arbitrary matrices

with the following relationship:

J = USV T (29)
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where U is a matrix of dimension M × N which is an eigenvector from data,

V is a N × N matrix from parameter space, and S is N × N diagonal matrix

representing the square root of J .

S = diag(σ1, σ2, ...., σi), σ1 ≥ σ2 ≥ ...σi (30)

Reference [47] has used a N ×N diagonal matrix P which its components are

defined in Eq. (31) to define the damping parameter in LMA.

Pi =
z2H
i

z2H
i + λ2H

(31)

where zi is a ratio between the diagonal elements of S , H is an integer

defined as 2 in the algorithm and λ is error level which is user-defined and

should be selected as large value that decreases as the solutions model’s error

decreases at every iteration. The modified solution of LMA using SVD as in

Eq. (32) is obtained using the damping matrix as follows:

∆w = V PS+UT e (32)

where S+ is N×N matrix with 1
Si
, (i = 1, 2, ..., N) as its component values [47].300

LMA steps are represented in a flowchart shown in Fig. 6 [41]. Et is the sum

of squared error.

In order to find ∂∆f
∂∆w , chain differentiation is used as:

J =
∂∆f

∂uc

∂uc
∂y

∂y

∂w
(33)

where y is output of the ANN, uc is the control signal, and ∂∆f
∂∆uc

is the

system Jacobian is obtained from Eq. (16), and:305

E =
1

2
e2 =

1

2
(∆f)2 ⇒ ∂E

∂∆f
= ∆f

uc = y ⇒ ∂uc
∂y

= 1 (34)

y = wT ξ ⇒ ∂y

∂w
= ξ

18Jo
ur

na
l P

re
-p

ro
of



Journal Pre-proof
Start

Error evaluation

Initialize the weights and 
the parameters

Compute the Jacobian matrix

Compute: 

End

/   

T 1 T

t 1 t t t t
(J J I) J e


   

t
E

t 1 t
E E




t 1
E

 t 1 t
E E




t 1 max
E E




t t 1
  

t
,m 1 

m m 1 

0 10

t t 1
  

m 5 m 5

Figure 6: Levenberg-Marquardt algorithm flowchart [41]

19Jo
ur

na
l P

re
-p

ro
of



Journal Pre-proof
In order to study stability, considered the following for:

Dα
t x(t) = Ax(t) +Bu(t) (35)

y(t) = Cx(t)

where, u ∈ Rr, x ∈ Rn and y ∈ RP are input, state vectors and system

output.

Equation (35) with (0 < α < 1) is stable if Matignon stability criterias are

satisfied [30]310

According to Matignon stability theory, the sufficient and necessary condi-

tion for stability of H(s) = Z(s)
P (s) is as follows:

|arg(eig(A))| > α
π
2

(36)

where eig(A) is eigenvalues of matrix A.

When σ = 0, the system is unstable and if α = 1, according to the classic

control theory, the system pole lies on the left side of the imaginary plane and315

it is stable.

Lemma: consider the FO system as Eq. (37) [27]:

Dα
ω = f(ω) (37)

where 0 < σ < 1 and ω ∈ Rn. By solving f(ω) = 0, equilibrium points of α

are calculated.

The stability of equilibrium points are ensured if eigenvalues of λj , (j =

1, 2, ..., n) meet the below conditions :

| arg(eig(J))| = | arg(λj)| > α
π

2
, j = 1, 2, ..., n (38)

where J = ∂f
∂w is the Jacobian matrix and n is the maximum number of320

poles pi.

According to the given lemma and stable relationship in Eq. (38), if poles of

the system are inside the stability area in Fig. 7, the closed-loop system is stable.
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Figure 7: Stable region illustration for commensurate-order systems

On the other hand, eigenvalues of Jacobian of the closed-loop system satisfy the

mentioned conditions in Eq. (38), and the closed-loop stability diagram shows325

that the system is stable.

5. Model of the Studied System

The suggested controller is tested on a power system with two-areas. Fig-

ure. 8 represents a schematic of the two-area power system. The system in-

cludes two LFC areas with several generators in each area. All generators of330

an area are represented by an equivalent generator. Each area has a number

of re-heated steam turbines. In a system with multi-areas, besides adjusting

frequency in the same area, the power between areas should be adjusted at a

predetermined value; in other words, ∆Ptie should be very small or zero so that

economic power distribution is observed. Then for stabilization, an area control335

error (ACE) signal is used which is the power difference between area load and
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Area 1 Area 2

tie
P

Figure 8: Block diagram of a power system with two-area

generation defined as for the control area i as follows:

ACEi = ∆Ptie + βi∆fi, i = 1, 2

Dynamic equations of frequency changes are as follow [23]:

∆ḟi = − 1

TPi

(
∆fi +KPi(∆Ptie,i + ∆PGi + ∆PDi)

)
+

1

TGi
∆PCi (39)

Dynamics of the turbine are described as follows:

∆ṖGi = − 1

TTi
(∆PGi + ∆PRi) (40)

Dynamic of the re-heated turbine is described in Eq. (41):340

∆ṖRi = − 1

TGiRi
(∆fi +KRiRi∆XGi) +

1

TRi
(∆XGi −∆PRi) (41)

The power exchange between areas i and j is:

∆Ṗ ijtie = KSij(∆fi −∆fj) (42)

Parameters and variables are listed in Table 1.

Remark 1:

It’s worth to mention that to simplify the implementation of the fuzzy-based

controller, the rule database and structure in our suggested method are fixed.345
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Table 1: Power system parameters for ith area

Parameters Description

∆fi(t) Frequency deviation

∆XGi(t) Governor valve position

∆PDi(t) Load disturbance

∆Ptie,i(t) Tie-line power flow

∆PGi(t) Generator output power

ACEi Area control error

Ri Drooping characteristic

KRi Re-heat turbine gain

KPi Power system gain

TRi Re-heat turbine time constant

TTi Turbine time constant

TPi Power system time constant

KSij Interconnection gain between control areas

TGi Thermal governor time constant

βi Frequency bias factor

To improve the estimation performance, some self-structuring fuzzy systems

have been introduced [48]. For future studies, the suggested controller can be

developed by the use of self-structuring fuzzy systems.

6. Simulation Results

This section investigates the proposed controller’s performance using simu-350

lations. The test system is a re-heated two-area power system shown in Fig. 9.

This structure is comprised of two layers using sigmoid activation function. A

set of 15 fuzzy rules is used to map the input variables for applying the fuzzy

logic to each area. The number of rules is 9. A back-propagation algorithm

based on gradient descent method is used to train the network. The PID con-355

troller is tuned via trial and error. The designed control method is compared
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with internal model control based PID (IMC-PID). A second-order model is

employed to approximate the transfer function of power system. The process

of tuning the IMC-PID is given in the following [49, 50]: The system model is

split in two parts:360

Ω(s) = Ωa(s)Ωb(s)

where Ωa indicates the minimum phase, and Ωb indicates the non-minimum

phase. IMC controller is written as:

Φa(s) = Ω−1
a ×

1

(αs+ 1)n

where α represents an adjustable parameter and n shows the degree of Ωa.

Then IMC control scheme for rejecting disturbance is written as:

Φb(s) =
θ1(s) + θ2s+ ...+ θms+ 1

(β(s) + 1)m

where β is the disturbance rejection parameter, m represents the number of

poles of Ω and θ1, θ2, ..., θm should meet the following:

(1− Ω(s))(Φa(s)Φb(s))|s=0

The following is used to obtain the feedback controller:

M(s) =
Φa(s)Φb(s)

1− Ω(s)Φa(s)Φb(s)

The PID parameters are adjusted using the Maclaurin series and extending365

M(s). To compare the proposed controller with IT2FPID based on GDA

(IT2FPID-GDA) and other controllers fairly, IT2FOFPID-LMA controller is

optimized in the same condition. For IT2FOFPID-LMA the best gains are de-

rived as Kp = 10, Ki = 10, Kd = 10, α = 0.5 for areas 1,2. Also, the width of

the Gaussian function are considered σ̄ = 10 , σ = 1, respectively. The gains of370

IMC-PID and PID are given in Table 2.

The description of simulation conditions is provided in Table 3. The pro-

posed method is further compared with some well-known controllers that are
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Table 2: Controller Parameters

Area IMC-PID PID

1 Kp=4.80, Ki=6.30, Kd=1.440 Kp=2.370, Ki=0.680, Kd=0.170

2 Kp=7.40, Ki=9.10, Kd=2.50 Kp=1.990, Ki=0.759, Kd=0.186

frequently used in the frequency regulation problem such as PID and IT2FIS.

To study the robustness, two cases are considered for simulations. Also, the375

error integral criteria is used for evaluation.

Table 3: Nominal parameter of power system

Parameters Value

TTi 0.30 s

TPi 20 s

TRi 10 s

TGi 0.080 s

βi 0.425 p.u.MW/Hz

Ksij 0.545 p.u/MW

Ri 2.40 Hz/p.u.MW

KPi 120 Hz/p.u

Case 1: In case 1, time-varying disturbance as ∆PD = |sin(t)| is considered

in both areas of the system. Frequency changes and control trajectorys of the

closed-loop system with IT2FPID-GDA, IT2FOFPID-LMA and PID in areas 1

and 2 are depicted in Figs. 10-12.380

We see that our proposed method, IT2FOFPID-LMA, yields better tran-

sient response and stability compared to other methods; in other words, it has

a shorter settling time. Furthermore, oscillation in our proposed method of

IT2FOFPID-LMA becomes stable after 30s while in other methods, oscillations

of the control trajectory continue.385

Case 2: In this case, the time-varying disturbance is not considered at

the system output. Frequency changes in areas 1 and 2 with IT2FPID-GDA,
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Figure 9: Multi-area LFC with the proposed controller
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Figure 11: Case 1: Frequency changes with disturbance; area 2
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Figure 13: Case 2: Frequency changes without disturbance; area 1

IT2FOFPID-LMA, PID and IMC-PID are shown in Figs. 13 and 14. We see

that in our proposed method, frequency oscillations have 10% overshoot and

become stable after 8s which is better than other controllers. This indicates390

the superiority of our proposed method, which becomes stable with a quick and

small oscillation.

Moreover, the control trajectory of areas 1 and 2 are shown in Figs. 15 and

16, respectively. We see that the control trajectory of our proposed method

in both areas becomes stable without any oscillations, while changes of control395

signal of the other controllers are oscillatory.

Changes of the power exchange between areas ‘∆Ptie’ in cases 1 and 2 are

shown in Figs. 17 and 18, respectively. We see that ∆Ptie our proposed con-

troller stabilizes smoothly without any oscillations but it oscillates in other

control methods.400

To evaluate the robustness, error integral criteria is used. The evaluation

indexes are defined as:
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Figure 14: Case 2: Frequency changes without disturbance; area 2
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Figure 15: Case 2: Control trajectory without disturbance; area 1
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Figure 16: Case 2: Control trajectory without disturbance; area 2
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Figure 18: Case 2: Changes of the tie-line power without disturbance

ITAE =

∫ ∞

0

t|e(t)|dt

ISE =

∫ ∞

0

e2(t)dt (43)

IAE =

∫ ∞

0

|e(t)|dt

In order to investigate the performance, values of ITAE, ISE and IAE mea-

sures are represented in both areas for all controllers, and the results are given

in Figs. 19 and 20, and Tables 4 and 5.405

Table 4: Comparison of performance index values with disturbance (case 1)

Controllers ITAE1 ITAE2 ISE1 ISE2 IAE1 IAE2

IT2FPID-GDA 1.759 1.060 0.869 0.4627 0.82360 0.4029

IT2FOFPID-LMA 0.7969 0.280 0.329 0.4830 0.210 0.260

IMC-PID 2.860 1.890 1.279 1.90 1.980 1.679

PID 1.649 0.810 0.5340 1.171 0.890 0.949
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Table 5: Comparison of performance index values without disturbance (case 2)

Controllers ITAE1 ITAE2 ISE1 ISE2 IAE1 IAE2

IT2FPID-GDA 0.630 1.10 0.70 0.4626 0.6336 0.502

IT2FOFPID-LMA 0.620 0.389 0.150 0.283 0.110 0.1966

IMC-PID 1.8749 0.70 0.890 1.89 0.5526 1.034

PID 0.949 0.7095 0.3348 1.171 0.6646 0.8551

Figure 19: The error integral criteria for areas 1, 2 in case 1

Results of the performance measures show that ITAE changes in our pro-

posed controller are smaller than other controllers. For additional comparison,

characteristics of the transient response for the controllers in areas 1 and 3 are

listed in Tables 6 and 7. According to Table 6, the overshoot of our proposed

controller is 0.61, which is the smallest value among all controllers. Further-410

more, by applying a time-varying disturbance at the system output (case 1),

minimum overshoot is obtained by our proposed controller which is also better

in terms of settling time and rise time.

In order to study the stability of our designed FO controller, Matignon’s
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Figure 20: The error integral criteria for areas 1, 2 in case 2

Table 6: Comparison of performance of the system with disturbance (case 1)

Controllers Ts1(s) Ts2(s) Tr1(s) Tr2(s) OS1(%) OS2(%)

IT2FPID-GDA 24 21 0.767 0.438 0.680 0.610

IT2FOFPID-LMA 21 19 0.80 0.794 0.725 0.602

IMC-PID 17 21 0.031 0.161 2.45 1.468

PID 19 23 1.055 1.08 0.526 0.581

stability theorem is used. For a FO system, stability conditions are slightly415

different. The imaginary diagram is shown in Fig. 21 which is stable for α =

1. To demonstrate stability of the proposed controller, Nyquist and Nichols

diagrams of the proposed controller are given in Figs. 22 and 23. We see in

Fig. 22, the Nyquist diagram does not encircle (−1, j0). According to Nyquist

stability theorem z = n + p, since n and p are zero, the closed-loop transfer420

function has no zero on the right plane, and it is stable. Moreover, in the

Nichols chart in Fig. 23, the controller bands do not include (−180◦, 0) and the

system is therefore stable.
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Table 7: Comparison of performance of the system without disturbance (case 2)

Controllers Ts1(s) Ts2(s) Tr1(s) Tr2(s) OS1(%) OS2(%)

IT2FPID-GDA 17 18 1.443 1.383 0.6169 0.6759

IT2FOFPID-LMA 15 14 0.901 1.1589 0.739 0.610

IMC-PID 18 19.29 0.540 0.6369 61.70 56.80

PID 26 27.30 13.687 4.044 -2 7.290

We see the trajectory of the output has been converged to the reference

trajectory, in finite time, and the control signal has a smooth and reasonable425

shape with small oscillations.

Consider the following original equation to obtain FOMCON:




a1D

nα
t y(t) + a2D

(n−1)α
t y(t)+. . . +anD

α
t y(t) + an+1y(t) = b1D

mα
t v(t)

+b2D
(m−1)α
t v(t)+. . . +bmD

α
t v(t) + bm+1v(t)

(44)

Assuming zero initial condition for input and output signals and calculating

the Laplace transform of the above equation, we have:

G(s) =
b1s

mα + b2s
m−1α+ ...+ bms

α + bm+1

a1snα + a2s(n−1)α + ...+ ansα + an+1
(45)

Its stability diagram is obtained as in Fig. 21 using the FOMCON toolbox.430

Such the system is usually known as commensurate order systems.

The transfer function is:

FOTF =
324s2.8 + 324s1.9 + 1200s1.8 + 324s+ 1200s0.9 + 1200

0.144s4 + 2.7s3 + 13.238s2 + 20.68s+ 1
(46)

For the practical study, the designed controller is used for LFC of standard

39-bus New England system. This system includes 10 generators, 19 loads, 12

transformers, and 34 transmission lines that are divided into three areas as rep-435

resented in Fig. 24. Also, conventional power generation (CPG) and loads value

are given in Table 8. Stucture of control area i = 3 is presented in Fig. 25. The
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Figure 21: FO system stability region
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Figure 22: Nyquist diagram for FO system
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Figure 23: Nichols diagram for FO system

important physical restrictions including generation rate constraint (GRC) and

deadband of the governor are considered. In this system, the main simulation

parameters of the generator are adopted from [51]. The generators G1, G9 and440

G4 are responsible for frequency in the areas 1, 2 and 3, respectively. For more

comparison, the T1FIS is designed and frequency changes of the designed con-

troller in three areas are compared with that of the T1FIS, and the results are

shown in Figs. 26-28. The T1FIS if-then rules are given in Table 9, where we

use Negative (N), Positive (P ), Zero (Z), Medium (M) and Small (S).445

The literature review demonstrates that researchers have selected in general

0.01 step load disturbance, but in this paper, a step load increasing of 0.9 p.u. at

areas 1 and 3 is considered with nonlinear constraints. As shown in Figs. 26-28,

when our proposed controller is used, settling time is shorter than T1FIS. Also,

we see from deviation responses that the overshoot is large in case of T1FIS.450

Despite the restrictions and nonlinearities of the power system, our proposed

method outperforms the T1FIS in all three areas. Also, the proposed controller

results are found to be satisfactory despite the disturbance.
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Table 8: Conventional power generation and loads values in areas 1-3

Area

1 2 3

CPG 134.570 MW 106.381 MW 163.90 MW

Loads 329.249 MW 74.0510 MW 182.010 MW

Table 9: If-then rules for T1FIS

ACE ∆ACE Kp Ki

N P M S

N Z M S

N N S M

Z N S S

Z Z S H

Z P S S

P N S S

P Z S S

P P M S
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Figure 24: Single-line diagram of 39-bus power system
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Figure 26: Frequency changes for the New England test system; area 1
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Figure 27: Frequency changes for the New England test system; area 2

39Jo
ur

na
l P

re
-p

ro
of



Journal Pre-proof
���������	
 �
 �
 

 �
 �



�� ������	

�
�
�
�
�
���
�
���
�
��
�

��
�


�
�

��
�

�

�������������������������

Figure 28: Frequency changes for the New England test system; area 3

7. Conclusions

For performance improvement and robustness of power systems against fre-455

quency fluctuations caused by load changes, a new FO fuzzy method is proposed.

For reducing sensitivity to parameter changes of the system, system dynamics

are considered to be unknown, and MLP-NN is used to obtain Jacobian of the

approximation model. IT2FIS is used to model the uncertainty, and fuzzy pa-

rameters are trained using LMA, which has better efficiency and performance460

in terms of speed and robustness compared to similar methods.

Simulation results show that our proposed controller improves the perfor-

mance of the control system significantly by tuning parameters of the control

system. Since IT2FIS has more adjustable parameters, it thus improves system

efficiency; also, it is proper for uncertainties and slow speed is compensated by465

training the LMA. The proposed IT2FOFPID-LMA is compared with IT2FPID-

GDA, IMC-PID and PID controllers, and a time-varying disturbance is applied
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at the output to study the robustness of our proposed method. Error integral

criteria is used for assessment. The main limitation of the proposed control

system in practical applications is its more complexity in contrast to another470

simple controller such as PID. To show the effectiveness of the designed con-

troller on practical application, the New England 39-bus test system is used. A

comparative study among T1FIS and our proposed controllers is carried out in

this paper by considering 0.9 p.u. step load changes in areas 1 and 2. Simula-

tions verifies that our designed controller is better and more robust compared475

to the other controllers. For future studies, the designed control method will

further be tested for even larger-scale test systems by considering demand re-

sponse programs and the impact of existing large-scale wind turbines in the

LFC of a multi-area power system. Also, Mittag-Leffler stability is investigated

in our future studies.480
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Highlights

• A new simple fractional-order type-2 fuzzy control system is proposed

for LFC.

• The dynamics of the plant are assumed to be uncertain.

• The parameters of the fuzzy controller are tuned based on the Levenberg-

Marquardt algorithm (LMA).

• Unlike the other similar methods, the Jacobian of the plant is not re-

quired.

• The proposed controller produces better performance as compared to the

other three controllers.
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