Cumulative Damage and Life Prediction Models for High-Cycle Fatigue of Metals: A Review
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Abstract: Fatigue design of engineering structures is typically based on lifetime calculation using a cumulative damage law. The linear damage rule by Miner is the universal standard for fatigue design even though numerous experimental studies have shown its deficiencies and possible non-conservative outcomes. In an effort to overcome these deficiencies, many nonlinear cumulative damage models and life prediction models have been developed since; however, none of them have found wide acceptance. This review article aims to provide a comprehensive overview of the state-of-the art in cumulative damage and lifetime prediction models for endurance based high-cycle fatigue design of metal structures.
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1. Introduction

The concept of cumulative fatigue damage calculation dates back to the 1920s when the idea of linear fatigue damage accumulation was first published by [1]. In 1945, the same hypothesis was formulated by Miner [2], which is now widely known as the Palmgren–Miner rule, the linear damage rule (LDR), or simply as Miner’s rule. Miner’s rule is based on the hypothesis that the fatigue damage is equal to the accumulated cycle ratio, expressed as

\[ D = \sum \frac{n_i}{N_i} \]  

(1)

\(D\) is the damage (where \(D\) equal to unity theoretically corresponds to failure), and \(n_i\) and \(N_i\) are the number of applied cycles and the number of cycles to failure for the \(i_{th}\) constant amplitude stress level \(\sigma_i\), respectively. Miner’s rule has become the industry standard for fatigue design of metal structures based on the endurance approach due to its intrinsic simplicity. It has been adopted in leading design standards for steel structures such as EN 1993-1-9:2005 [3], DNVGL-RP-C203:2016 [4], and BS 7608:2014 [5].

A comprehensive overview and critical review of different fatigue testing programs and their results was published by Schütz [6]. The testing programs revealed that large discrepancies exist between experimental lifetimes and those predicted by Miner’s rule. Lifetime predictions tend to be conservative for low-to-high (\(\sigma_1 < \sigma_2\)) loading sequences and non-conservative for high-to-low loading sequences (\(\sigma_1 > \sigma_2\)). For random load spectra, factors of 10 and more on the non-conservative side were not uncommon. Thus, despite its wide use, Miner’s rule is known to exhibit a number of drawbacks. The main deficiencies are its load level independence, load sequence independence, and lack of accounting for load interaction effects due to crack tip plasticity [7]. Schijve [8] also mentions its inability to account for the contribution to fatigue damage of cycles that have
a stress amplitude below the endurance limit, which has been addressed in two ways. The first is referred to in literature as the modified Miner’s rule where the S–N curve is simply extended from the knee point with the same slope as the original curve. The second method is Haibach’s approach, which suggests to extend the S–N curve from the knee point with a slope equal to \(-1/(2m - 1)\). The parameter \(m\) is the slope factor of the S–N curve when expressed as \(\sigma = bN^{-1/m}\). It has however been shown that both methods tend to be non-conservative in most variable amplitude experiments (e.g., Sonsino et al. [10], Sonsino et al. [11], and Schoenborn et al. [12]). To overcome this, He et al. [13] proposed the cumulative fatigue damage saturated model in which a critical number of cycles of below the fatigue limit in one block exists. When the value is exceeded, the remaining cycles below the fatigue limit become harmless. Liu et al. [14] proposed a modified Miner damage accumulation algorithm for both pure and corrosion fatigue that considers load interaction effects by introducing the effective stress ratio concept \(R_{eff}\) from the Willenborg–Chang fracture mechanics model [15] into Miner’s rule.

In order to overcome the shortcomings inherent to the linear damage accumulation rule, a wide range of nonlinear damage accumulation models has been developed. In 1998, a comprehensive review on cumulative fatigue damage and life prediction theories was published by Fatemi and Yang [7]. Since then, a significant number of new nonlinear damage models have been published. A number of review papers have been published discussing some of the models. Santecchia et al. [16] published a review on fatigue life prediction methods for metals, Bandara et al. [17] on fatigue failure predictions for very high-cycle fatigue, and Jimenez-Martínez [18] on fatigue damage assessment of offshore structures under stochastic loadings. However, the topic of nonlinear cumulative damage models for endurance based fatigue design has not been thoroughly reviewed. The aim of this paper is to present a comprehensive review of nonlinear fatigue damage accumulation models primarily published after 1998 to extend the work of Fatemi and Yang [7]. The present review mainly focuses on high-cycle fatigue, but models developed for low-cycle fatigue that formed the basis for future works on high-cycle fatigue are also considered. A few models developed before 1998 that are fundamental as an introduction to recent works are also included. Fatemi and Yang [7] categorized the reviewed theories and models in six categories: (a) linear damage rules, (b) nonlinear damage curve and two-stage linearization methods, (c) life curve modification methods, (d) approaches based on crack growth concepts, (e) continuum damage mechanics models, and (f) energy-based theories. Note that there is no clear boundary between these categories and other categorizations have also been proposed (e.g., Zhu et al. [19]). For this review article, the authors decided to use the categorization proposed by Fatemi and Yang [7]. Damage models that may fall into different categories are assigned a category based on their theoretical basis or their role in the development of subsequent models. In this article, cumulative damage models based on crack growth concepts are not discussed as the focus of the review lies on cumulative damage models for high-cycle fatigue design based on the endurance approach. The authors do not claim this review to be exhaustive but it constitutes a representative overview of the state of the art.

### 2. Nonlinear Damage Curve and Two-Stage Linearization Models

#### 2.1. Historical Introduction

In 1948, Richart and Newmark [20] introduced the damage curve concept correlating damage to the cycle ratio with the goal to overcome the shortcomings of the LDR. They speculated that the \(D-r\) curves (with \(r\) the cycle ratio \(n/N\)) should be dependent on the stress level. Based on this concept, as well as empirical evidence, the nonlinear damage rule (NLDR) was proposed by Marco and Starkey [21]. The NLDR expresses the damage as a power function which is load-dependent:

\[
D = \sum \left( \frac{n_i}{N_i} \right)^{x(\sigma_i)}
\]  

(2)
The value of the exponent $x$ is a function of the stress amplitude. Obviously Miner’s rule is a special case of Equation (2) where $x$ is equal to one for all $\sigma_i$. The damage curve concept is illustrated in the right part of Figure 1. It shows how the damage is accumulated in a $D$-$r$ diagram for both the LDR and the NLDR. Figure 1 shows that the predicted number of cycles to failure is lower in the case of nonlinear damage accumulation as the accumulated $n/N \approx 0.7$ when the damage $D = 1$, while $n/N = 1$ when the damage $D = 1$ in the case of linear damage accumulation.

![Figure 1. Linear damage rule (LDR) (left) versus nonlinear damage rule (NLDR) (right) for a high-to-low loading sequence. The red dot indicates the point of failure.](image)

Langer [22], and later Grover [23], suggested that damage accumulation should be analyzed using two LDRs. In 1960, Grover suggested a two-stage linear damage rule based on observations from a fracture mechanics viewpoint. The first stage represents the crack initiation stage and the second stage represents crack propagation. Grover’s work was qualitative and did not provide a quantitative formulation for separation of the total life into initiation and propagation stages. In 1966, Manson [24] proposed the double linear damage rule (DLDR) based on Grover’s work. In 1967, Manson et al. [25] changed the viewpoint of the DLDR such that the concept of crack initiation and propagation in the literal sense is altered to represent two effective phases of the fatigue process. The alteration implied that the DLDR became material and load dependent, which overcame some of the limitations of their original proposal. Manson and Halford [26] experimentally compared the DLDR with Miner’s rule and found that Miner’s rule resulted in an average overestimation of 37% compared to an average overestimation of 12% for the DLDR.

Shortly after proposing the DLDR, Manson and Halford [26] proposed the damage curve approach (DCA) which is also based on the damage curve concept of Marco and Starkey [21]. Marco and Starkey [21] did not provide a specific functional form for the exponent $x(\sigma_a)$ which severely limits its practicality. Based on an empirically formulated effective crack growth model, Manson and Halford [26] proposed an analytical formulation for the damage curve. The damage model for a multi-level loading sequence can be expressed as

$$
\left[ \left( \frac{n_1}{N_1} \right)^{\alpha_{1,2}} + \frac{n_2}{N_2} \right]^{\alpha_{2,3}} + \frac{n_3}{N_3} \right]^{\alpha_{3,5}} + \ldots + \frac{n_{i-1}}{N_{i-1}} \right]^{\alpha_{i-1,i}} + \frac{n_i}{N_i} = 1 \quad \text{with} \quad \alpha_{i-1,i} = \left( \frac{N_i}{N_{i-1}} \right)^{0.4} (3)
$$

where $1, 2, \ldots, i-1, i$ are the sequence numbers of the load components. Manson and Halford [26] found that the difference between the DLDR and DCA was relatively small for two-level and three-level block loading tests. This was not unexpected as the DLDR should be regarded as a linearization of the damage curve concept. However, for more realistic loading conditions a larger difference is expected, as the result of the DLDR is not affected by the load changes within a single phase whereas the DCA is affected by all changes in the load sequence.

An experimental study of Costa et al. [27] on the fatigue behavior of AA6082 aluminum alloy friction stir welds subjected to variable amplitude loading compared Miner’s rule with the DLDR. They concluded that DLDR was significantly more accurate, but both were very
non-conservative for fully reversed loading conditions ($R = -1$). Inoma et al. [28] implemented the DLDR and Miner’s rule for fatigue life prediction of offshore drilling top-drive tie rods and found that Miner’s rule consistently overestimated the fatigue lives and that better estimates were obtained with the DLDR. In general the DLDR is found to be a considerable improvement over Miner’s rule since the required input is the same.

The original DCA model of Manson and Halford [26] was empirically defined based on results from two-level load sequences that did not involve very small values of $n_1/N_1$. Manson and Halford [29] noticed that the drop of $n_2/N_2$ for a very small $n_1/N_1$ is very rapid for high-low loading with $N_2 >> N_1$. In order to achieve more accurate results at very low $n_1/N_1$, a term was added to the original DCA equation which is of large significance for low values of $n_1/N_1$ but relatively small for larger values. They refer to this model as the double damage curve approach (DDCA). It is a combination of the most accurate parts of the DLDR and DCA. Figure 2 shows the DLDR, DCA and DDCA for three values of $N_{ref}/N_i$ with $N_{ref}$ a reference life level.

![Figure 2](image)

**Figure 2.** Double damage curve approach (DDCA) blends with the double linear damage rule (DLDR) at low cycle ratios and with the damage curve approach (DCA) at high cycle ratios [29].

The DLDR, DCA, and DDCA models all possess similar characteristics as they are load level-dependent, but do not account for load interaction and cycles with an amplitude below the fatigue limit [7]. The most common method to account for load interactions is through the use of an interaction factor that depends on the load ratio. This was first proposed by Corten and Dolan [30] in 1956. Based on hundreds of constant amplitude and two-level block loading tests on cold-drawn steel wires they proposed a phenomenological cumulative damage model that is expressed as

$$D = m r n^a$$  \( (4) \)

here $m$ is the number of damage nuclei, $r$ is the damage propagation rate coefficient which is a function of the stress condition, $n$ is the number of applied cycles, and $a$ is a material constant. The damage model is based on the assumption that damage occurs as the nucleation of microscopic voids that ultimately form cracks. The rate at which damage takes place, increases with the number of applied cycles and the stress amplitude. Furthermore, damage can also propagate at stress levels that are lower than the stress required to initiate damage. Based on two-level block loading experiments, Corten and Dolan [30] established an empirical relation between the stress dependent ratio $R = r_1/r_2$, the damage exponent $a$ and the stress ratio through a material property $d$. The empirical relationship is given by $R^{1/a} = (c_2/c_1)^d$ and has been used to determine Equation (5) where $N_{g}$ is the total number of cycles to failure. Failure is assumed to occur when $D$ reaches unity. The parameter $d$
represents the slope of a linear curve in a $\log(R^{1/n}) - \log(\sigma_2/\sigma_1)$ diagram, where $R = r_1/r_2$ and can be determined experimentally.

$$N_\delta = \frac{N_1}{\sum a\left(\frac{\varepsilon}{\varepsilon_1}\right)^{\alpha}}$$  \hspace{1cm} (5)

The life prediction model expressed by Equation (5) takes load interaction effects into account through the load ratio $(\sigma_1/\sigma_1)$.

### 2.2. Models Based on the Damage Curve Approach

Chen et al. [31] studied the effects of sequential loading on fatigue damage of 304SS stainless steel subjected to tension-compression followed by torsion, torsion followed by tension-compression, in-phase loading followed by 90° out-of-phase loading, and 90° out-of-phase loading followed by in-phase loading. Fatigue tests with a number of cycles ranging from $10^3$ to $10^4$ were performed and several fatigue damage rules, including Miner’s rule, the DLDR, and the DCA, were evaluated. All models were found to yield non-conservative predictions. It was hypothesized that additional hardening by the sequential loading influenced the fatigue resistance of the material. Considering the experimental results, a non-proportionality function $J$ was introduced in the DCA model exponent $\alpha$ to consider the loading path in the sequential loading. The exponent $\alpha$ for a two-level block loading was redefined as

$$\alpha = \left(\frac{1}{1 + \beta}\right)\left(\frac{N_1}{N_2}\right)^{0.4} \text{ with } J = \frac{1.57}{T\varepsilon_{1\text{,max}}} \int_0^T |\sin \xi(t)| \varepsilon(t)dt$$  \hspace{1cm} (6)

where $\varepsilon_1(t)$ and $\xi(t)$ are the absolute value and the angle respectively, of the maximum principal strain at time $t$. $T$ and $\varepsilon_{1\text{,max}}$ are the time for a cycle and the maximum value of $\varepsilon(t)$ in a cycle [32]. Due to the small number of tests and relatively large scatter in the experimental results, further validation is required. Preliminary results did show an improvement over existing models.

Xu et al. [33] identified the need for the DCA to account for load interaction effects. They suggested that parameter $\alpha_{i-1,j}$ of the DCA model (see Equation (3)) could be modified to include load amplitude and effective stress related to the loading. Based on this suggestion and the works of Corten and Dolan [30] and Freudental and Heller [34], Gao et al. [35] suggested to modify the parameter $\alpha_{i-1,j}$ by adding a term that represents the minimum ratio of the applied stress amplitudes. The parameter $\alpha_{i-1,j}$ becomes

$$\alpha_{i-1,j} = \left(\frac{N_{i-1}}{N_i}\right)^{0.4} \min\left\{\frac{\sigma_{i-1}}{\sigma_i}, \frac{\sigma_i}{\sigma_{i-1}}\right\}$$  \hspace{1cm} (7)

Gao et al. [35] reported that nearly 80% of their modified DCA model predictions are better than those of the original Manson–Halford DCA model for two-level block loading tests on C45 and 16Mn steel.

Yuan et al. [36] argue that, except accounting for load sequence and load interaction effects, an accurate fatigue damage model should also account for strength degradation. Therefore, they further modified the DCA model of Gao et al. [35] to account for residual strength degradation by introducing a residual strength degradation function. The damage induced by the $n_i$ applied cycles at stress amplitude $\sigma_i$ can be determined as

$$D_i = \gamma \left(\frac{n_i}{N_i}\right)^{0.4} \min\left\{\frac{\sigma_{i+1}}{\sigma_i}, \frac{\sigma_i}{\sigma_{i+1}}\right\} \text{ with } \gamma = \exp\left[a\left(\frac{1}{A} - 1\right)\right]$$  \hspace{1cm} (8)

where $\alpha$ is a material coefficient that can be obtained from experimental data, $A$ is the residual strength degradation coefficient that reflects the relationship between the strength degradation and the fatigue damage accumulation.
In 2019, Zhou et al. [37] proposed a new cumulative damage model that is a combination of a damage curve approach based model and the Corten-Dolan model without clear physical motivation. Take note that verification has been based on only a single experiment. For a multi-level loading sequence the model is expressed as

\[ D = \left\{ \begin{array}{c}
\left( \frac{n_1 N_1^{\alpha_1}}{N_1} \right)^{\frac{\sigma_{\text{max},1}}{\sigma_f}} + \frac{n_2}{N_2} \left( \frac{N_2}{N_1} \right)^{\alpha_2} \left( \frac{\sigma_{\text{max},2}}{\sigma_f} \right) \\
+ \cdots + \frac{n_{i-1}}{N_{i-1}} \left( \frac{N_{i-1}}{N_i} \right)^{\alpha_{i-1}} \left( \frac{\sigma_{\text{max},i-1}}{\sigma_f} \right) \\
+ \frac{n_i}{N_i} \end{array} \right\} \quad \text{(9)} \]

\( \sigma_{\text{max},i} \) is the maximum stress at the \( i \)th stress level, \( \sigma_f \) is the fatigue limit and \( \alpha_i \) has the same meaning as in Equation (3).

2.3. Nonlinear Damage Accumulation Models Based on the S–N Curve

Kwofie and Rahbar [38,39] proposed a new concept based on the Basquin equation, named the fatigue driving stress (FDS). They suggested that the FDS is the driver of fatigue damage and that it can be used to predict the residual fatigue life of a structure subjected to variable amplitude loading. The FDS increases in a nonlinear fashion with each cycle, cumulatively damaging the material. When a critical value of FDS is reached, failure is assumed to occur. The critical fatigue driving stress is independent of the applied stress or any load interactions. The value of the FDS attained by the previous loads is used to determine an equivalent life-fraction that would be expended by the current load only and is used to predict the remaining life. The FDS due to an applied cyclic stress \( \sigma_i \) can be expressed as

\[ S_{D_i} = \sigma_i N_i^{-\frac{n_i}{N_i}} \quad \text{(10)} \]

where \( n_i \) and \( N_i \) have their usual meaning and \( b \) is the fatigue strength exponent. It can be shown that the cumulative fatigue damage for variable amplitude loading according to the model of Kwofie and Rahbar [39] can be formulated as shown in Equation (11). The full derivation hereof is omitted for the sake of brevity, the reader is referred to the work in [39].

\[ D = \sum_i n_i \ln \left( \frac{N_i}{N_i} \right) \quad \text{(11)} \]

here \( N_1 \) is the fatigue life for the first applied load that initiates fatigue damage. The ratio \( \ln(N_i)/\ln(N_1) \) accounts for the load sequence and interaction effects. Although the FDS defined in Equation (10) is clearly a nonlinear function, the damage accumulation function, Equation (11), is a piece-wise linear function. Notice that for \( N_i = N_1 \), Equation (11) reduces to the linear damage rule. In general, the remaining life for variable amplitude block loading can be calculated as

\[ n_i \frac{N_i}{N_i} = \left( \frac{1 - n_1}{N_1} \right) \ln(N_1) - \frac{n_2}{N_2} \ln(N_2) - \frac{n_3}{N_3} \ln(N_3) - \cdots - \frac{n_{i-1}}{N_{i-1}} \ln(N_{i-1}) \quad \text{(12)} \]

In 2015, Zuo et al. [40] proposed a new damage model based on the fatigue driving stress concept of Kwofie and Rahbar [39]. The authors of this paper are of the opinion that the proposed damage model is identical to the one of Kwofie and Rahbar [39] (i.e., Equation (11)) and that the remaining lifetime function derived from it contains an error, which if fixed is again identical to the remaining lifetime function of Kwofie and Rahbar [39] (i.e., Equation (12)).

A modification for the FDS-based model of Kwofie and Rahbar [39] was also proposed by Zhu et al. [41]. By adding an interaction factor that is a function of subsequent stress
levels, they aim to account for load interaction effects. The modified remaining lifetime function is described as

\[
\frac{n_i}{N_i} = \left(1 - \frac{n_1}{N_1} - \frac{n_2}{N_2} - \cdots - \frac{n_{i-1}}{N_{i-1}}\right) \left(\ln(N_i)\right)^{-\frac{\delta}{\delta_i}}
\]  

(13)

In 2017, Aeran et al. [42,43] expressed the need for a model that is based on commonly available S-N curves. They reasoned that none of the available models at that time were readily applicable because they require the determination of extra material parameter(s) or a modification of the S–N curve. They proposed a damage model that is solely based on S–N curves without the need for additional parameters. A new damage index was proposed that is given in Equation (14). The model parameter \( \delta_i \) can be determined using available S-N curves as it only depends on \( N_i \). It can thus be calculated for any design detail of which the S–N curve is available [42]. The fatigue damage \( D_i \) can be represented by the absolute value of the proposed damage index \( D_i \), i.e., \( D = |D_i| \).

\[
D_i = 1 - \left[1 - \frac{n_i}{N_i}\right]^{\delta_i} \quad \text{with} \quad \delta_i = \frac{-1.25}{\ln(N_i)}
\]  

(14)

For a more reliable estimation of fatigue life under variable amplitude loading, Aeran et al. [42] also proposed a new damage transfer concept. To account for load sequence and load interaction effects, a new interaction factor \( \mu \) was proposed. For loading block \( i + 1 \), the interaction factor is calculated as

\[
\mu_{i+1} = \left(\frac{\sigma_i}{\sigma_{i+1}}\right)^2
\]  

(15)

The proposed damage transfer concept is based on the use of fatigue damage evolution curves and the proposed load interaction factor \( \mu \). The damage for a given stress level can be determined using the damage evolution curve of the considered material, i.e., for a material that is subjected to \( n_i \) cycles with a stress amplitude \( \sigma_i \), the fatigue damage can be determined using Equation (14). If the same material is subsequently loaded for \( n_{i+1} \) cycles with a stress amplitude \( \sigma_{i+1} \), the damage can be transferred from \( \sigma_i \) to \( \sigma_{i+1} \) by using the interaction factor \( \mu_{i+1} \) together. An effective number of cycles \( n_{(i+1),\text{eff}} \) is determined that corresponds to \( \sigma_{i+1} \) using Equation (16). Physically, this means that the damage state of the material does not change while transferring the loading state from one stress level to the next.

\[
n_{(i+1),\text{eff}} = N_{i+1} \left[1 - \left(1 - D_i\right)^{\frac{\mu_{i+1}}{\sigma_{i+1}}}\right]
\]  

(16)

A number of \( n_{(i+1),\text{eff}} \) cycles at \( \sigma_{i+1} \) would result in the same damage \( D_i \) that had it been present from the start. The total number of cycles at loading cycle \( i + 1 \) can be calculated using Equation (17). The cumulative damage after loading step \( i + 1 \) can then be calculated using Equations (18) and (19).

\[
n_{(i+1),\text{total}} = n_{(i+1),\text{eff}} + n_{(i+1)}
\]  

(17)

\[
D_{i+1} = 1 - \left[1 - \frac{n_{(i+1),\text{total}}}{N_{i+1}}\right]^{\delta_{i+1}}
\]  

(18)

\[
D = |D_{i+1}|
\]  

(19)

The method is illustrated in Figure 3; for a flowchart of the damage transfer concept proposed by Aeran et al. [42], reference is made to their original work. As the proposed model can also be applied to design details by using the appropriate S–N curve defined in design standards, it can easily be implemented by practicing engineers.
Similar to Kwofie and Rahbar [39], Si-Jian et al. [44] proposed a new damage accumulation model that only requires an S–N curve as input. The damage model is based on Miner’s rule and the Basquin equation. Si-Jian et al. [44] derived the following function for the cumulative damage:

$$D = 1 - \left[ \left( \frac{n_1}{N_1} \right)^{\frac{\sigma_1}{\sigma_2}} + \frac{n_2}{N_2} \right]^{\frac{\sigma_2}{\sigma_1}} + \cdots + \frac{n_{i-1}}{N_{i-1}} \right]^{\frac{\sigma_{i-1}}{\sigma_i}} + \frac{n_i}{N_i} \quad (20)$$

Theil [45] proposed a new fatigue life prediction method based on linearized damage growth curves in a double linear S–N diagram where the S–N curve corresponds to failure. The goal of the model is to account for the effects of overload blocks with stress levels around the 0.2% yield strength level and slightly (~10%) above. The lifetime prediction method is based on an iterative calculation that is explained based on Figure 4. Assume the four-level block loading shown in Figure 4 characterized by the \((\sigma_{a1}, n_i)\) pairs shown. The linear dash-dotted lines represent the linearized damage growth curves, their slope depends on the corresponding stress. Failure occurs when the fatigue life associated with the damage growth curve of the current stress level is reached, i.e., \(N_i\) for the \(i\)th load block. Theil [45] assumed that damage growth is linear for a constant amplitude. In Figure 4, the line \(OW_1\) represents the damage growth curve at the first load level. The equation of this line can be written as

$$\sigma_1 = w_1 N_1 \rightarrow w_1 = \frac{\sigma_1}{N_1} = \frac{\xi_{11}}{n_1} \quad \text{with} \quad \xi_{11} = w_1 n_1 \quad (21)$$

where \(n_1\) and \(N_1\) are the number of applied cycles and the fatigue life at \(\sigma_{a1}\) respectively; \(\xi_{11}\) is the stress level corresponding to \(n_1\) on the current damage curve; and \(w_1\) is the slope of the damage curve \(OW_1\). The calculation for the following load blocks is continued in the same way. Note that the damage growth for subsequent load blocks occurs on a damage curve \(OW_i\) that is parallel to the curve \(OW_1\). To determine the remaining fatigue live at a certain stress amplitude, the intersection between the relevant linearized damage growth curve and the S–N curve has to be determined. This is illustrated for the fourth load block by the blue area in Figure 4.

Theil [45] validated the proposed model to experimental data available in literature of a fine grain low alloy structural steel, aluminum alloys, and austenitic steel bolt joints. He found that the model estimations are better than those obtained with Miner’s rule. Theil [45] also notes that better lifetime estimations could be obtained by using nonlinear damage growth curves, but this would increase the number of required parameters and thus reduce its applicability for practical engineering.
3. Life Curve Modification Models

Life curve modification models modify the S–N curve to account for different effects, such as load sequence and interaction effects. Two types of life curve modification models can be distinguished. The first type is based on the models of Corten and Dolan [30] and Freudenthal and Heller [34]. The second type is based on the concept of isodamage lines first mentioned in the studies of Hunter and Fricke [46].

3.1. Life Curve Modification Models Based on the Models of Corten–Dolan and Freudenthal–Heller

The models of Corten–Dolan [30] and Freudenthal–Heller [34] both represent a clockwise rotation of the S–N curve around a reference point. Although the models are similar in application, they are based on different ideas and consequently use a different reference point for the rotation. Corten and Dolan introduced the idea that larger numbers of damage nuclei which are produced at high stress amplitudes will cause an increased growth rate of damage nuclei at subsequent lower stress levels [47]. Freudenthal and Heller [34] suggested that the damage rate is independent of the load level [7]. For the Corten–Dolan model, the point corresponding to the highest stress amplitude in the load spectrum is selected as the reference point. The Freudenthal–Heller model defines the reference point as the stress level where the low-cycle fatigue region transitions to the high-cycle fatigue region, which is mentioned to be between $10^3$ and $10^4$ cycles.

Leipholz agreed with the idea that life-reducing interaction effects between cycles of variable amplitude could be accounted for by modifying the original S–N curve. Leipholz [48–50] introduced a new model in which the original S–N curve is replaced with a modified curve $S - \hat{N}_i$, which accounts for load interaction effects. The model is expressed as

$$N = \left[ \sum_{i=1}^{k} \frac{\beta_i}{\hat{N}_i} \right]^{-1} \quad \text{with} \quad \beta_i = \frac{n_i}{\hat{N}_i}$$

(22)

$N$ is the total accumulated fatigue life and $\hat{N}_i$ is the modified life at stress amplitude $\sigma_i$. Typically, the original and modified curves converge at high loading levels but deviate at lower loading levels. Fatigue life predictions using the Leipholz model have been found reasonably accurate, a reduced number of greatly non-conservative results was observed when compared to Miner’s rule predictions [51].

The parameters required to account for the interaction effects defined by Freudenthal and Heller are difficult to relate to experiments. On the other hand, the parameter $d$ in the Corten–Dolan model can be determined from simple two-level loading tests. Therefore,
the Corten–Dolan model has found more use in literature than the Freudenthal–Heller model. The empirically determined parameter \( d \) defined by Corten and Dolan [30] as a material parameter (see Equation (5)) has been studied by many researchers. Spitzer and Corten [52] proposed to determine the slope of the modified S–N curve (i.e., the parameter \( d \)) from the average slope of a few S–N curves determined from two-level block loading tests. They validated their approach with fully reversed bending tests \((R = -1)\) on 2024-T4 and 7075-T6 aluminium alloy wire.

It has been shown that the Corten–Dolan model is suitable for a wide range of applications with good precision [53]. However, lifetime estimations are strongly dependent on the value of the exponent \( d \). For steels, Rao et al. [54] reported that \( d \) ranges from 6.2 to 6.9 with a mean value of 6.57. Feng et al. [55] report recommended values of 4.8 for high strength steels and 5.8 for other materials. The determination of the exponent \( d \) is (semi-)empirical, requires many experiments and it lacks theoretical basis according to Zhu et al. [19]. Jiao et al. [56] performed three experiments on spherical welded joints from Q235B steel and calculated values of 3.39, 18.69, and 27.09 for \( d \) indicating the difficulty of obtaining a consistent value. The theory of Spitzer and Corten [52] that \( d \) could be determined from two-level block loading and used for multi-level block loading conditions was disproven by Marsh and Mackinnon [57] as they showed that it often leads to unsafe predictions. Nonetheless, the effects of load interaction and low-amplitude loading are considered in the Corten–Dolan model, giving it a major advantage over Miner’s rule. Recently, He et al. [13] have shown that the Corten–Dolan model can be used to estimate the fatigue life for various multi-pass welded stainless steels whose S–N curves exhibit bilinear characteristics, including load spectra below the fatigue limit.

In 2012, Zhu et al. [19] suggested a new way to determine the exponent \( d \). They suggested that \( d \) is in fact a function of the applied stresses instead of a material constant, which is in agreement with other studies (e.g., Zhao [53], Yang et al. [58], Zhu et al. [59]). The modified parameter \( d \) is proposed as

\[
d(\sigma_i) = \frac{\sigma_1^{\lambda} \delta_f^{1-\lambda}}{\sigma_i}
\]

(23)

\( \mu \) is a material constant, \( \lambda \) is a factor that accounts for load sequence effects with \( 0 < \lambda < 1 \) \((\lambda = 0\) for constant amplitude loading as there is no load interaction). For simplicity, the value of \( \lambda \) can be estimated as \( \lambda = n_1 / N_1 \). The parameter \( \delta_f \) is the initial strength of the specimen which can be determined experimentally. Zhu et al. [19] suggest that \( \delta_f \) can be estimated (for metals only) as \( \delta_f \approx \sigma_0 + 350\) MPa with \( \sigma_0 \) the ultimate tensile strength. The authors of this paper are of the opinion that the suggested estimation is not physically sound as the initial strength cannot be larger than the ultimate tensile strength. Even if \( \sigma_0 \) would be equal to the yield stress, this expression does not make sense. The ratio \( \delta_f / \sigma_i \) characterizes the effect of material properties on the fatigue life; the ratio \( \sigma_1 / \sigma_i \) is the interaction factor. Experimental results of high-to-low and low-to-high block load sequences on C45 and 16 Mn steels were compared to predicted fatigue lives. Results showed that the proposed model provides better lifetime predictions than Miner’s rule for two-level block loading conditions. Although Zhu et al. [19] stated that it can be used for multi-level block loading, no validation based on multi-level block loading experiments has been reported.

Gao et al. [60] proposed a new expression for the exponent \( d \), shown in Equation (24). It is based on a criterion proposed by Zhu et al. [59] which states that fatigue failure is influenced by the combined effect of the degree of damage and the stress conditions and can be described by an exponential function of the cycle ratio and loading ratio. Gao et al. [60] further modified the form proposed by Zhu et al. [59] with the addition of a material parameter \( \gamma \). The parameter \( \gamma \) is a material constant that can be derived from experimental data and the chosen failure criterion (e.g., \( n / N = 1 \)).
\begin{equation}
    d = \exp \left[ \left( \frac{n_i}{N_i} \right)^{\sigma_i/\sigma_{max}} \right] + \gamma 
\end{equation} (24)

Gao et al. [60] compared their model to the original Corten–Dolan model for normalized C45 steel, normalized 16Mn steel and hot-rolled 16Mn steel. The lifetime prediction errors for the proposed model were all within a 50% error margin which was not the case for predictions made using Miner’s rule. They also compared their model to that of Zhu et al. [19]; fatigue life predictions of both models were found to be similar but the average error is smaller for the model of Gao et al. [60].

Expression (24) was further modified by Xue et al. [61] to account for the effect between stress ratios of consecutive load blocks:

\begin{equation}
    d = \frac{\sigma_i}{\sigma_{i-1}} \left[ \exp \left( \frac{n_i}{N_i} \right)^{\sigma_i/\sigma_{max}} \right] + \gamma 
\end{equation} (25)

This equation was again modified by Liu et al. [62]

\begin{equation}
    d = \left( \frac{\sigma_i}{\sigma_{i-1}} \right)^k \left[ \exp \left( \frac{n_i}{N_i} \right) + \gamma \right] 
\end{equation} (26)

The exponent $k$ is a natural integer. Liu et al. [62] extensively validated their model to two-level and multi-level block loading data available in literature and compared it to the models of Gao et al. [60] and Xue et al. [61]. They showed that the lifetime estimations based on their model are significantly better than the other two. It should however be noted that no clear guidance on the value of the exponent $k$ is given. Both $k = 2$ and $k = 3$ gave good results, they reported that further research is required to determine the best value.

### 3.2. Life Curve Modification Models Based on Isodamage Lines

The easiest way to assess the fatigue life of a damage free structure is through the use of an S–N curve. This concept can be translated to a remaining lifetime assessment following a certain number of applied load cycles. After $n_i$ cycles with amplitude $\sigma_i$, the residual fatigue life equals $N_{iR}$. The concept of isodamage lines is based on the assumption that the S–N curve of a material corresponds to a state of 100% fatigue damage, while combinations of stresses and cycles ($\sigma_i, n_i$) with identical damage values fall on smooth curves when plotted. Subramanyan [63] introduced a set of straight isodamage lines in an S-log(N) diagram, which converge near the knee-point of the S–N curve (see Figure 5). The damage is defined as the ratio of the slope of an isodamage line to the limiting value of the slope of the S–N curve as shown in Equation (27). Expressing the damage as a logarithmic function of the load cycles implies that the number of cycles required to cause a certain amount of damage increases when the stress amplitude decreases, and vice versa. This means that the model accounts for the increased lifetime observed for high-to-low block loading sequences and for the decreased lifetime observed for low-to-high block loading sequences.

\begin{equation}
    D_i = \frac{\tan(\theta_i)}{\tan(\theta_f)} = \frac{\log(N_f) - \log(N_i)}{\log(N_f) - \log(n_i)} 
\end{equation} (27)

Here, $N_f$ is the number of cycles to failure at the knee point of the S–N curve, $n_i$ is the number of cycles with stress amplitude $\sigma_i$ applied in load step $i$ and $N_i$ is the fatigue life for a constant stress amplitude $\sigma_i$. When a new loading step is applied at stress amplitude $\sigma_{i+1}$, the isodamage line is followed to the new stress amplitude. It is then possible to define an equivalent number of cycles $n_{i,i+1}$ at stress amplitude $\sigma_{i+1}$ for which the damage is the same as after $n_i$ cycles at $\sigma_i$. The equivalent number of cycles $n_{i,i+1}$ can be calculated as

\begin{equation}
    n_{i,i+1} = N_{i+1} \left( \frac{n_i}{N_i} \right)^{a_i} 
\end{equation} (28)
with

$$\alpha_i = \frac{\log(N_f) - \log(N_{i+1})}{\log(N_f) - \log(N_i)} = \frac{\sigma_{i+1} - \sigma_f}{\sigma_i - \sigma_f}$$

The residual fatigue life $N_{(i+1)R}$ at loading step $i + 1$ becomes

$$N_{(i+1)R} = N_i - n_{i,i+1}$$

This procedure is illustrated in Figure 5.

Hashin and Rotem [64] proposed a different approach based on the concept of isodamage lines. They suggested that isodamage lines should converge at the point where the S–N curve intersects with the S-axis as shown in Figure 6. Notice that the isodamage lines defined by Hashin and Rotem [64] intersect the N-axis for $\sigma_a = 0$. This implies that the fatigue life is lower for a two-stage block load sequence, with $\sigma_{a,1} = 0$ and $\sigma_{a,2} > 0$, than the fatigue life at constant stress amplitude $\sigma_{a,2}$, although it should be equal to $N(\sigma_{a,2})$ as the applied loading regime is actually a constant amplitude loading regime. The approach of Subramanyan [63] is favorable because the isodamage lines defined by Hashin and Rotem [64] become invalid at low stress amplitudes. Furthermore, the model of Subramanyan has been proven to successfully predict fatigue lives of specimens made from aluminum alloy Al-2024-T42 subjected to two-level block loading [65]. Although both models are an improvement over Miner’s rule, they have been found to be slightly non-conservative [66]. Furthermore, the model of Subramanyan [63] does not account for cycles below the fatigue limit.

El Aghoury and Galal [67] proposed a new concept called the Virtual Target Life Curve (VTLC) to alleviate some of the shortcomings of previously mentioned isodamage-based models. They suggested that every material has a virtual (theoretically infinite) expected life that is, by definition, greater than the real failure life under constant amplitude loading. The expected life reduces as the number of cycles increases and the damage rate depends
on the stress level. Overloading effects caused by stress level transitions can cause sudden damage increases. The significance of the damage increase depends on the ratio of the two stress levels. The VTLC failure criterion is reached when the accumulated number of cycles reaches the virtual target life at a certain stress level. The VTLC approach is illustrated in Figure 7. As the number of cycles increases, the slope $b_v$ of the VTLC decreases. The VTLC rotates around the focal point (indicated in Figure 7) until it is parallel with the original S-N curve ($b_v = b$), this is when fatigue life is assumed to be exhausted.

![Figure 7. Graphical presentation of the virtual target life curve concept.](image)

Rege and Pavlou [68] introduced the concept of nonlinear isodamage curves into the model of Subramanyan [63]. The concept is illustrated in Figure 8. They aimed to improve the non-conservative predictions by the models of Subramanyan [63] and Hashin and Rotem [64]. It is a one-parameter model that is easily applicable by practicing engineers. For multi-level block loading the damage up to and including load step $i$ can be calculated using Equations (31) and (32).

![Figure 8. Nonlinear isodamage curve concept introduced by Rege and Pavlou [68].](image)

$$\log(n_{i-1,i}) = \log(N_f) - \log(N_i)$$

$$D_i = \frac{\left[\frac{\tan(\theta_i)}{\tan(\theta_f)}\right]^{q(\sigma_i)}}{D_{i-1}^{1/q(\sigma_i)}}$$

$N_i$ is the constant amplitude fatigue life at $\sigma_i$ and $N_f$ is the number of cycles at the fatigue limit. $q(\sigma_i)$ is a function of the stress amplitude for the current load step $i$ that is best determined from experimental data but can be estimated by Equation (33). $\sigma_s$ is the value of the stress amplitude where the straight S–N curve intersects the stress axis. Rege and Pavlou [68] reported that a value of $b = -0.75$ is suitable for most steel grades, which was confirmed by comparing the model predictions to experimental results.

$$q(\sigma_i) = (a\sigma_i)^b = \left(\frac{\sigma_i}{\sigma_s}\right)^{-0.75}$$
They compared the model predictions to those of Subramanyan [63]. For high-to-low loading tests, the proposed model was found to be more conservative than Subramanyan’s model, but for low-to-high loading tests no significant difference was observed. Therefore, although the model is an improvement compared to the linear isodamage curve model, it still exhibits some disadvantages. First, if the stress amplitude varies a lot it becomes more tedious to use as it requires the consecutive Equations (31) and (32). Second, S–N curves in design standards are often bilinear, which cannot be used with the proposed model.

Zhu et al. [69] highlighted that the model of Rege and Pavlou [68] does not actually improve the fatigue life predictions for P355NL1 and C35 steels compared to the model of Subramanyan [63]. They attributed this to the exponent \( q(\sigma_i) \) which only depends on the stress amplitude but not on the loading history. Therefore, they proposed a new expression for the damage exponent \( q(\sigma_i) \) as shown in Equation (23).

\[
q = l \log(n_i) + s \log(\varepsilon_{a,i})
\]  

(34)

\( \varepsilon_{a,i} \) is the strain amplitude at the \( i_{th} \) loading step, \( l \) and \( s \) are the load sequence weighted coefficient and the load weighted coefficient, respectively. These characterize the mutual contributions of both effects and should be determined from a regression analysis to data from two-level block loading fatigue tests. Equation (34) has to be substituted in Equations (31) and (32) to determine the fatigue life under multi-level block loading.

Pavlou [70] proposed a new concept based on the isodamage line concept, called the S–N fatigue damage envelope. He suggested that the area bounded by the S-axis, N-axis, and the S–N curve reflects the macroscopic consequences of the damage mechanisms for any (S, n) pair. This is illustrated in Figure 9. The damage envelope (gray) for any material is bounded by the bilinear curve HOK corresponding to \( D = 0 \), and the S–N curve HK corresponding to \( D = 1 \). It is convenient to use dimensionless quantities for the coordinate axes, therefore \( \sigma_i^* \) and \( n_i^* \) are used for the S and N axis, respectively. They are defined as

\[
\sigma_i^* = \frac{\sigma_i - \sigma_f}{\sigma_u - \sigma_f} \quad n_i^* = \frac{n_i}{N_i}
\]  

(35)

where \( \sigma_i \) is the stress amplitude of a certain loading block, \( \sigma_f \) is the fatigue limit of the material and \( \sigma_u \) is the ultimate tensile stress. Figure 9 shows the damage evolution for a four-step loading sequence.

Figure 9. Definition of the damage envelope and the concept of curved isodamage lines [70].

Pavlou [70] showed that the isodamage lines can be derived from a steady state heat transfer analysis with a commercial finite element package. Therefore, the reader is referred to [70]. He compared predictions of the proposed theory with experimental results available in literature, which showed very good agreement. To use the model damage
envelope principle for multi-axial fatigue, S–N curves obtained from specimens loaded under multi-axial fatigue stress should be used to derive the fatigue damage envelope. Compared to the model of Rege and Pavlou [68], Pavlou's model [70] does not require any fitting parameters and it is valid all types of S–N curves, not only for linear ones.

Batsoulas [71] introduced the concept of hyperbolic isodamage lines. He aimed to overcome the invalidity of the straight S–N isodamage lines observed when near the axes. The hyperbolic curves satisfy the general relation:

$$\log \frac{\sigma}{\sigma_f} = c \left( \log \frac{N}{N_e} \right)^{-1}$$  \hspace{1cm} (36)$$

$$\sigma_f$$ is the fatigue strength coefficient and $$N_e$$ is the minimum number of cycles required for damage initiation and $$c$$ is a constant. The isodamage lines are defined in a log($$\sigma/\sigma_f$$) versus log($$n/N_e$$) diagram where the points along the log($$\sigma/\sigma_f$$) versus log($$N/N_e$$) correspond to failure. Figure 10 illustrates the hyperbolic isodamage line concept of Batsoulas [71]. A distinctive property of the proposed isodamage lines is that their points are apexes of equivalent rectangles. For example in Figure 10, the area of rectangle $$[OABC]$$ is equal to the area of rectangle $$[OA'B'C']$$. Therefore, the fatigue damage corresponding to a certain isodamage line can be determined as

$$D_i = \frac{[OABC]}{[OAFE]} = \frac{\log \left( \frac{\sigma_i}{\sigma_f} \right) \log \left( \frac{n_i}{N_e} \right)}{\log \left( \frac{\sigma_f}{\sigma_f} \right) \log \left( \frac{N}{N_e} \right)}$$  \hspace{1cm} (37)$$

The damage accumulation rule for multi-level loading is expressed as

$$\left( \left( \frac{n_1}{N_1} \right)^{\varphi_{1,2}} + \frac{n_2}{N_2} \right)^{\varphi_{2,3}} + ... + \frac{n_i}{N_i} \right)^{\varphi_{i-1,i}} + \frac{n_i}{N_i} = 1 \quad \text{with} \quad \varphi_{i-1,i} = \frac{\log (\sigma_{i-1}/\sigma_f)}{\log (\sigma_i/\sigma_f)}$$  \hspace{1cm} (38)$$

Figure 10. Hyperbolic isodamage line concept by Batsoulas [71].

A modified version of the hyperbolic isodamage curve concept was proposed by Xia et al. [72]. They combined it with the model of Ye and Wang [73] (described in Section 4.4) that is based on the exhaustion of static toughness. The modified model essentially comes down to a modification of the exponent $$\varphi_{i-1,i}$$ to

$$\varphi_{i-1,i} = \left( \frac{\log (\sigma_{i-1}/\sigma_f)}{\log (\sigma_i/\sigma_f)} \right) \left( \frac{\log N_f - \log N_i}{\log N_f - \log N_{i-1}} \right)$$  \hspace{1cm} (39)$$
4. Models Based on Continuum Damage Mechanics

Continuum damage mechanics (CDM) deals with the mechanical behavior of a deteriorating medium at the continuum scale. A number of review papers have been published that provide a summary of the most important CDM based fatigue life prediction models, e.g., Fatemi and Yang [7], Krajcinovic [74], Cui [75], Silitonga et al. [76], and Santecchia et al. [16]. The foundations for CDM were laid by Kachanov [77] and Rabotnov [78]. Chaboche [79] was the first to apply CDM to fatigue life prediction. He proposed the nonlinear continuum damage (NLCD) model to describe the progressive deterioration processes before the macroscopic crack initiation. The model generalizes the NLDR model of Marco and Starkey [21] and the DCA model of Manson and Halford [26] supported by CDM. It was first described by Chaboche [79] and later reviewed by Chaboche and Lesne [80]. For uniaxial loading, the damage is expressed in Equation (40) and the number of cycles to initiation of a macroscopic crack $N_F$ (i.e., the failure criterion) can be determined using Equation (41).

$$D = 1 - \left[1 - \left(\frac{n}{N}\right)^\frac{1}{\alpha}\right]^\frac{1}{\beta} \quad \text{with} \quad \alpha = 1 - a\left(\frac{\sigma_u - \sigma_f(1 - b\theta)}{\sigma_u - \sigma_{max}}\right)$$

$$N_F = \frac{1}{(1 + \beta)(1 - \alpha)} \left[\frac{\sigma_{max} - \sigma}{M_0(1 - b\theta)}\right]^{-\beta}$$

where $a$, $\beta$, and $M_0$ are material constants; $\sigma_f$ is the fatigue limit for fully reversed conditions; $\sigma_u$ is the ultimate tensile strength; $\sigma_a$ is the stress amplitude; and $\sigma_{max}$ is the maximum stress. The symbol $\langle \cdot \rangle$ is defined as $\langle x \rangle = 0$ if $x < 0$ and $\langle x \rangle = x$ if $x > 0$. The NLCD model has some major advantages: First, it accounts for damage growth below the initial fatigue limit if the material is damaged. Second, interaction effects can be taken into account by using an additional variable to account for strain hardening. Third, the damage is explicitly dependent on the mean stress. Finally, the material parameters can easily be determined from conventional S–N curves. In order to extend the model to multi-axial loading conditions, a supplementary multi-axial fatigue criterion has to be used since the damage $D$ is a scalar variable written in its uniaxial form. Sun et al. [81] successfully implemented the NLCD model using an effective stress in an online damage calculation framework for a steam turbine, showing its practical usability.

Since the publication of the NLCD model from Chaboche and Lesne [80], several other models based on the same theoretical considerations were developed in the field of CDM [82–87]. Fatemi and Yang [7] noted that the main differences between these models lie in the number of variables, the damage rate equation and the boundary conditions. 4.1. Models Based on the Nonlinear Continuum Damage Model of Chaboche

Throughout a number of publications [88–90], Oller et al. [91] developed a constitutive thermo-elasto-plastic-damage model that establishes a relationship between the residual material strength and the damage threshold evolution. They introduced a new state variable of fatigue $f_{red}(N, \sigma_{max}, R, \theta)$, called the reduction function, to model the nonlinear damage behaviour observed in fatigue. $N$ is the current number of cycles, $\sigma_{max}$ is the maximum applied stress, $R$ is the stress ratio $\sigma_{min}/\sigma_{max}$, and $\theta$ is the temperature. This state variable modifies the so-called discontinuity threshold surface $F^D(S_{ij}, d)$ (yield or damage). Thus, the influence of the number of cycles is implicitly incorporated in the fatigue damage model. This approach differs from the model of Chaboche and Lesne [80] where the number of cycles is explicitly defined in the damage model. This means that fatigue phenomena can be introduced in classical constitutive damage formulations.

Dattoma et al. [92] proposed a new nonlinear uniaxial model based on the original framework of Chaboche [79]. A new expression of for the exponent $a$ was proposed:

$$a = 1 - \frac{1}{H} \left(\frac{\sigma_a - \sigma_i}{\sigma_u - \sigma_a}\right)^d$$
where $a$ and $H$ are parameters that have to be experimentally determined. $a$ is chosen such that it is a monotonically decreasing function of the stress to account for load interaction effects and that it is equal to 1 if the applied stress is below the fatigue limit. Dattoma et al. \cite{92} derived that, for a multi-level loading sequence, the cumulative damage can be calculated as

$$D_i = 1 - \left[ 1 - \left( \frac{N_i + n_i}{N_{f_i}} \right)^{1/a} \right]^{1/H}$$

(43)

Here, $N_{f_i}$ is the number of cycles to failure at stress amplitude $\sigma_{a,i}$ and $N_i$ corresponds to an equivalent number of cycles applied with stress amplitude $\sigma_{a,i}$ that causes the same amount of damage as caused by $n_{i-1}$ cycles at $\sigma_{a,i-1}$. In the case of a load spectrum that contains several cycles below the fatigue limit, the value of $a$ equals 1. The damage increment has to be calculated as

$$D_i = 1 - [1 - W_i]^{1/H}$$

(44)

with

$$W_i = \left[ 1 - (D_{i-1})^{1+H} \right] \exp \left( \frac{n_i}{(M_i/\sigma_i)^H} \right) (1 + H)$$

The CDM-based model from Dattoma et al. \cite{92} can be used for complex, multi-level load sequences. It accounts for damage caused by cycles below the fatigue limit and all parameters can be determined from an S–N curve. The model was verified to experimental results of two-level and multi-level rotating bending experiments on 30NiCrMoV12 steel. For the multi-level loading conditions Dattoma et al. \cite{92} considered a load history of a railway axle running onto a European line for about 3000 km. Fatigue tests were also conducted with high-to-low, low-to-high, and random loading sequences on cylindrical specimens. The model showed good agreements with experimental results. Giancane et al. \cite{93} compared the model predictions to experiments on the same 30NiCrMoV12 steel grade for three different cylindrical specimens (one smooth and two notched specimens with different notch geometries). They concluded that the proposed CDM model is capable of satisfactory fatigue life predictions of complex geometries. They also stated that the major disadvantage of the model lies in its requirement to know the S–N curve for each considered geometry and for different load conditions.

Zhang et al. \cite{94} proposed another modified version of the model by Chaboche and Lesne \cite{80}. In the original model, all cycles below the fatigue limit are considered damaging once $D > 0$. It has, however, been shown that low amplitude cycles between 75\% to 95\% of the fatigue limit can increase the fatigue strength of the material, thus increasing the fatigue life \cite{95–97}. Note that the low amplitude cycles still damage the material whilst also strengthening it. As such, omitting the low amplitude cycles results in an overestimation of the fatigue life while counting all those cycles results in an overly conservative estimation (e.g., NLCD model). Zhang et al. \cite{94} introduced a strengthening function $f_s$ to account for low amplitude cycles:

$$f_s = \begin{cases} 1 & \sigma_i \in [0, \sigma_f] \\ \exp (m' \sigma_i) & \sigma_i \in [\sigma_f, \sigma_0] \end{cases}$$

(45)

where $m'$ is the strengthening coefficient related to material properties and can be obtained by test, and $\sigma_f$ is the lower limit of the strengthening stress. The damage can then be calculated by multiplying Equation (40) with the strengthening function defined in Equation (45). To determine if the low amplitude cycles cause damage or induce strengthening, Zhang et al. \cite{94} additionally introduced the use of a membership function based on fuzzy logic mathematics. The model was validated to experimental data of multi-level loading including low amplitude cycles below the fatigue limit. They found that the new model per-
forms better than the NLCD with relative errors between 14.96% to 21.5% for Chaboche’s model and 2.5% to 8.38% for the proposed model.

4.2. Models Based on Thermo-Mechanical Principles

Bhattacharya and Ellingwood [98] argued that the then available approaches introduce unknown material constants in damage growth quantification which makes their applicability difficult or even impossible. They also argued that thermodynamics-based CDM models of damage growth lack continuity with the first principles of thermodynamics and mechanics and provided an extensive overview of these models and their deficiencies in [98]. In order to overcome this deficiency, they proposed a new thermodynamic framework for a CDM-based approach to structural deterioration [98,99]. Based on the first principles of thermodynamics, a coupled set of partial differential equations for damage growth in deformable bodies was obtained. Under the assumption of uniaxial loading and isotropic damage growth, a closed-form solution for fatigue damage could be derived from the differential equations. For strain-controlled loading, the fatigue damage after \( n \) cycles is expressed as

\[
D_n = 1 - (1 - D_0) \left( \frac{1}{1 + \frac{\Delta \varepsilon_p^0}{\sigma_{eq}} (1/M') \Delta \varepsilon_{p0}^0} - \frac{1}{1 + \frac{\Delta \varepsilon_p^1}{\sigma_{eq}} (1/M') \Delta \varepsilon_{p1} + C} \right)^n
\]  

(46)

Here, \( D_0 \) is the initial damage, \( M' \) is the cyclic hardening exponent, \( \Delta \varepsilon_p \) is the plastic strain range, and \( \Delta \varepsilon_{p0} \) is the threshold plastic strain range. \( \varepsilon_{p1} \) is the plastic strain range corresponding to the strain where the reloading curve cuts the monotonic strain-axis. Using Equation (46), it is possible to determine the number of cycles to crack initiation using the conditions given in Equation (47) if the critical damage \( D_c \) is known. \( N_i \) is the number of cycles to macroscopic crack initiation (localization).

\[
\begin{cases}
D_N_i - 1 < D_c \\
D_N_i \geq D_c
\end{cases}
\]  

(47)

\[ D_{N_i} = N_i \] as the stress which for

\[
\hat{D} = \frac{R_c \sigma_{eq}^2 \sigma_{eq} - \sigma_{eq}^\alpha}{B(1 - D)^\beta} (\varepsilon_{eq})
\]  

(48)

\( \sigma_{eq} \) is the von Mises equivalent stress and \( R_c \) is a triaxiality function that models the influence of the triaxiality ratio \( (\sigma_{eq}/\sigma_{eq}) \) with \( \sigma_{eq} \) the hydrostatic stress on damage and rupture. \( \alpha \) determines the nonlinearity of the damage function and is a function of the stress range. The damage rate \( \hat{D} = 0 \) if \( \sigma^* < \sigma_f \) with \( \sigma_f \) the fatigue limit. \( \sigma^* \) is defined as the damage equivalent stress and was defined by Lemaitre [101] as the stress which for damage acts as the von Mises stress does for plasticity. From Equation (48), Li et al. [100] derived the following damage model,

\[
D_{i+1} = 1 - \left\{ (1 - D_i)^{\alpha_i + 1} - \frac{(\alpha_1 + 1)N_i^{\beta}}{B(\beta + 3)} \sum_{j=1}^{m_{ik}} [(\sigma_j + 2\sigma_{eq})\sigma_{eq}^\beta] \frac{\sigma_{eq}^{\beta+1}}{\sigma_{eq}^{\beta+1}} (1 - D_j)^{\alpha_1 - \alpha_j} \right\}^{1/\alpha_i + 1}
\]  

(49)

with

\[ \alpha_i = k_a \sigma_i + \alpha_0 \]  

(50)
$B$, $\beta$, $k_0$, and $a_0$ are material parameters that can be determined from the S–N curve. $m_{th}$ is the number of cycles with the maximum stress in the representative block larger than the fatigue limit, $N_{bl}$ the number of loading blocks, $\sigma_j$ and $\sigma_{mj}$ are the stress range and mean stress for the $j$th cycle, respectively. The damage model has been presented and successfully applied for fatigue damage assessment of the Tsing Ma Bridge under various loading conditions in a number of papers [100,102–106]. Equation (48) has been used as the basis for other cumulative damage models intended for fatigue damage assessment of long span bridges by other researchers as well, e.g., [107,108]. These models are very similar to (49) and will therefore not be discussed in detail.

4.3. Models Based on the Damage Stress Concept

Mesmacque et al. [109] proposed the CDM-based damage stress model (DSM). The DSM is based on the hypothesis that if the physical state of damage does not change, the fatigue life depends only on the loading conditions. The residual fatigue life of a structure loaded for $n_i$ cycles with a stress amplitude $\sigma_i$, equals to $N_{iR} = N_i - n_i$. The residual life corresponds to an admissible stress level $\sigma_{ed,i}$ on the S–N curve, this is illustrated in Figure 11. The stress $\sigma_{ed,i}$ is called the damage stress after $n_i$ cycles of loading. In other words, the damage stress is defined as the stress corresponding to the instantaneous residual life on the S–N curve.

![Figure 11. Illustration of the parameters introduced by the damage stress model [109].](image)

A new expression for the damage parameter $D_i$ is introduced and defined as

$$D_i = \frac{\sigma_{ed,i} - \sigma_i}{\sigma_u - \sigma_i}$$  \hspace{1cm} (51)

here $\sigma_u$ is the ultimate stress. For multi-level loading, the damage can be transferred to level $i + 1$ using Equation (52). It is then possible to calculate the number of cycles $N_{equiv}$ (see Figure 11) at level $i + 1$ equivalent to $n_i$ cycles at level $i$. The residual lifetime after $n_{i+1}$ load cycles with amplitude $\sigma_{i+1}$ is then $N_{i+1} = N_i - n_i$. The equivalent damage stress $\sigma_{equiv}$ at level $i + 1$ can be calculated using Equation (52). Initially, when $D = 0$, the damage stress $\sigma_{ed} = \sigma_i$. Failure occurs when $D = 1$, which is when the damage stress $\sigma_{ed} = \sigma_u$.

$$D_i = \frac{\sigma_{ed,i} - \sigma_i}{\sigma_u - \sigma_i} = \frac{\sigma_{equiv} - \sigma_{i+1}}{\sigma_u - \sigma_{i+1}}$$  \hspace{1cm} (52)

Mesmacque et al. [109] compared the model with Miner’s rule for two-level and four-level block loading sequences. For the former, differences between the experimental values and the results of the DSM model varied from 7.7% to 89% and for Miner’s rule from 16.8% to 155%. For the latter, differences between the experimental values and the results of the DSM model varied from 2.5% to 6.5% and for Miner’s rule from 4.7% to 75.1%. The model was further compared to Miner’s rule by Aid et al. [110] for multi-level block sequences and a random loading sequence on both aluminum and steel alloys. The general conclusion was similar, i.e., that fatigue lives estimated with the DSM deviate significantly less from the experimentally obtained values compared to estimations based on Miner’s rule. Siriwardane et al. [111] used the DSM for fatigue life prediction of riveted railway bridges. Both uniaxial and multi-axial fatigue were considered. A
difference of 10 to 15 years between lifetimes estimated with Miner’s rule and the DSM were found. Siriwardane et al. [111] advised to use the DSM if stress histories are known. Adasooriya and Siriwardane [112] extended the study of Siriwardane et al. [111] to fatigue life estimation of corroded bridge members. They proposed a method that consists of the stress history, a full range S–N curve that represents the corrosive environment and the DSM to predict fatigue life of corroded structures. They concluded that the proposed method is suitable for the fatigue assessment of structures subjected to uniform corrosion. Aeran et al. [42] also compared predictions from the DSM to two-level block loading experiments on C45 and 16Mn steel, again finding good agreement with the experimental results. Rege and Pavlou [68] reported that the DSM showed poor performance when the S–N curve is linear in a semi-log plot while the model was originally only verified for S–N curves that are linear in a log-log diagram.

Aid et al. [113] proposed an extension of the DSM, initially developed for uniaxial loading, to bi-axial random loading applied to cruciform specimens. For the application of the DSM towards multi-axial fatigue, an equivalent stress criterion has to be used. Aid et al. [113] compared the DSM model coupled with the von Mises (DSM-VM) [114], Sines (DSM-SI) [115] and Crossland (DSM-CR) [116] criteria. The extended DSM model was also compared to other models developed for multi-axial fatigue conditions: the Smith–Watson–Topper damage parameter used by Bannantine and Socie [117], Fatemi-Socie [118], Socie for high-cycle fatigue [119], Wang-Brown [120], and Lagoda-Macha [121]. The methods of Fatemi-Socie, Socie, and the DSM-VM were shown to produce overly conservative results. Both the DSM-CR and DSM-SI produced satisfying results. Finally, they recommended the DSM-SI model due to the lowest average deviation of the lifetime predictions with respect to the experimental results. Benkabouche et al. [122] developed a numerical tool using Matlab and finite elements for fatigue damage accumulation using the DSM-CR.

Although these extended DSM model predictions agree well with experimental data, it requires three S–N curves $\sigma_{-1}(N)$, $\tau_{-1}(N)$ and $\sigma_0(N)$, which correspond to uniaxial reversed bending ($R = -1$), reversed torsion ($R = -1$) and uni-axial repeated bending ($R = 0$), respectively. This makes the engineering applicability limited as these types of S–N curves are very scarce. Shen et al. [123] proposed the use of two additional relations, Equation (53) proposed in the work of Robert [124] and Equation (54) known as Gerber’s parabola such that a single S-N curve is enough:

$$\frac{\tau_{-1}(N)}{\sigma_{-1}(N)} = 0.56$$  \hspace{1cm} (53)

$$\frac{\sigma_a}{\sigma_{-1}} \left( \frac{\sigma_m}{\sigma_u} \right)^2 = 1$$  \hspace{1cm} (54)

Shen et al. [123] then proposed a similar extension of the DSM with Sines criterion (DSM-S) [115], the Dang Van criterion (DSM-DV) [125], and Robert’s criterion (DSM-RB) [126]. The models were compared to bi-axial fatigue experiments on 6082-T6 aluminium cruciform specimens. Shen et al. [123] performed constant amplitude, two-level block loading, three-level block loading, and two-level repeated block loading experiments. They concluded that the DSM-RB provided the best results and that the DSM-SI and DSM-DV resulted in unrealistic values (residual lifetime smaller than zero) in a number of cases. Do take note however that the DSM-RB model predictions had significantly larger relative errors in most cases. A clear summary with quantifiable performance parameters is missing.

4.4. Material Degradation-Based Models

A number of experimental studies [127,128] have shown that static mechanical properties (Young’s modulus $E$, yield stress $\sigma_{0.2}$, ultimate tensile strength $\sigma_{UTS}$, etc.) of virgin
material differ from post-fatigue static properties. This material degradation as a function of the cycle ratio \( n/N \) has been used to develop fatigue damage accumulation models.

In 2001, Ye and Wang [73] proposed a new damage accumulation model based on the exhaustion of static toughness and dissipation of cyclic plastic strain energy during fatigue. Based on experimental data from the work in [127], it was concluded that, as the material is progressively exposed to more fatigue cycles, its ability to absorb energy (i.e., the static toughness) decreases. In other words, the internal energy of the material increases which results in material damage such as formation of internal defects (voids and cracks), translation of dislocations, phase changes, and development of residual stress. Considering the aforementioned, Ye and Wang [73] expressed the damage as irreversible dissipation of cyclic plastic strain energy that results in fatigue fracture when a critical value is reached. The scalar damage value \( D \) is expressed as

\[
D_i = -\frac{D_{N_i-1}}{\ln(N_i)} \ln\left(1 - \frac{n_i}{N_i}\right) \quad \text{with} \quad D_{N_i-1} = 1 - \frac{\sigma_a^2}{2EU_{f0}} \tag{55}
\]

Here, \( E \) is Young’s modulus, \( U_{f0} \) is the static toughness of the material in its virgin state, \( \sigma_a \) is the stress amplitude, and \( n_i \) and \( N_i \) have their usual meaning. \( D_{N_i-1} \) is the critical value of the damage variable.

Lv et al. [129] proposed a modified version of the damage model by Ye and Wang [73]. Inspired by the works of Corten and Dolan [30] and Morrow [130], they introduced a load interaction factor in Equation (55) to account for load sequence effects. Equation (55) becomes

\[
D = -\frac{D_{N_j-1}}{\ln(N_i)} \ln\left(1 - \frac{n_i}{N_i}\right) \left(\frac{\sigma_j}{\sigma_{max}}\right) \tag{56}
\]

Assuming that \( D_{N_j-1}/D_{N_j-(i-1)} \approx 1 \), which is a reasonable assumption for high-cycle fatigue, the number of cycles to failure for multi-level block loading can be calculated using Equation (57). Omitting the interaction factor in the exponents reduces Equation (57) to the original model of Ye and Wang [73].

\[
D = \frac{n_i}{N_i} + \left[\left(\frac{n_i}{N_i}\right) \frac{\ln(N_i)}{\ln(N_i)} \sigma_1^2 + \left(\frac{n_i}{N_i}\right) \frac{\ln(N_i)}{\ln(N_i)} \sigma_2^2 + \ldots + \left(\frac{n_i}{N_i}\right) \frac{\ln(N_i)}{\ln(N_i)} \sigma_{N_i-1}^2 \right] = 1 \tag{57}
\]

Lv et al. [129] used data from two-level block loading experiments on smooth and notched specimens of C45 and 16Mn steel to verify their modified damage accumulation model. Through the addition of an interaction factor, the predictions of the original model were indeed improved, indicating that load interaction effects should not be ignored.

A different type of material degradation approach was proposed by Böhm et al. [131,132]. They defined a fatigue damage accumulation model based on theoretical assumptions taken from the field of psychology. The Ebbinghaus forgetting curve is an exponential function that describes the decline of memory retention in time when a person makes no attempt to retain it. In order to describe the material degradation due to fatigue, the time function had to be converted to a function of the number of cycles. Material memory was defined as

\[
m = (a - c)e^{-\frac{N_i}{d}} + c \tag{58}
\]

\( m \) is the material memory performance of the material, \( a \) is the memorization rate, \( d \) is the reciprocal value of the forgetting rate given in number of cycles, and \( c \) is the horizontal asymptote of the function. Using the new material memory concept described by Equation (58), Böhm et al. [131,132] derived the damage accumulation function given in
Equation (59). The reader is referred to [131] for the full derivation. \( N_f = \sum n_i \) is the total number of cycles to failure, \( n_i \) and \( N_i \) have their usual meaning:

\[
D = \sum_{i=1}^{j} \frac{N_f - e^{n_i}}{1 - e^{-n_i}} N_i
\]  

(59)

Peng et al. [55] combined the material memory concept with a residual S–N curve approach. Conventionally, the residual S–N curve describes the residual life of the material or component after it has been stressed with a number of cycles. The residual S–N curve then has the same slope as the S–N curve of the virgin material but a different S-intercept. Peng et al. [55] considered the slope of the residual S–N curve \( \Delta b \) as a variable that depends on the loading history. Initially the slope of the residual S–N curve is the same as the S–N curve of the virgin material \( b \), but as the fatigue damage increases the slope \( \Delta b \) does too. The slope ratio \( b/\Delta b \) is hypothesized to represent fatigue damage accumulation. Based on the material memory degradation concept, a decay coefficient \( \alpha \) is defined which relates to the slope ratio \( b/\Delta b \). The memory degradation concept is thus used to model the changes of the residual S–N curve. For the \( i_{th} \) loading block this leads to

\[
\frac{b}{\Delta b} = \alpha_i = \frac{e^{-n_i}}{1 - e^{-1}}
\]  

(60)

Using the relation defined in Equation (60), Peng et al. [55] derived a new cumulative fatigue damage rule:

\[
D = \sum_{1}^{i} \frac{n_i}{N_f} \times \prod_{j=1}^{i-1} \left( \frac{N_i}{N_{i+1}} \right) \left( \prod_{k=1}^{N_f/n_i} \left( \frac{e^{-n_i}/N_f - e^{-1}}{1 - e^{-1}} \right) \right)^{-1}
\]  

(61)

The results obtained using this damage model were compared to results obtained with Miner’s rule, the model in [30] and the model of Kwofie and Rahbar [39] for two-level and multi-level block loading. It was concluded that the proposed model performs better than its counterparts because the scalar damage variable is more sensitive to load level changes.

Zhou et al. [133] also proposed a cumulative fatigue damage model based on the material memory concept of [131]. The damage model is defined as

\[
D_j = \left( 1 - \frac{e^{-n_j}}{1 - e^{-1}} \right)^{\frac{\zeta}{\delta}} \left( \sqrt{\sigma_{\text{max},i} \sigma_{\text{a},i}} \right)^{\delta}
\]  

(62)

\( \delta \) and \( \zeta \) are fitting parameters. Zhou et al. [133] proposed a value \( \delta = -5.78 \) based on a fit to 18 two-level block loading experiments on 30NiCrMoV12 steel [92]. They completely omitted \( \zeta \) when calculating the residual life. Unfortunately, no reasoning is provided for this. They also assumed that \( \delta = -5.78 \) can be used for all metals used in their study. Model estimations with these parameter values were compared to four different experiments and three damage models, i.e., Miner’s rule, the model of Lv et al. [129] and the model of Kwofie and Rahbar [39]. They reported that lifetime estimations obtained with the proposed model showed less deviation than the estimations obtained with the other models. The difference in performance with the model of Lv et al. [129] is however rather limited. Furthermore, because the model proposed by Zhou et al. [133] depends on fitted parameters, it is less generalized. Moreover, the lack of explanation why the parameter \( \zeta \) can simply be dropped and the extremely small dataset used to determine \( \delta \) do not allow to generalize the use of this model at this stage.
4.5. Energy-Based Rules

Strain energy density-based damage rules for high-cycle fatigue originate from the observation that the plastic energy dissipation $\Delta W_p$ during cyclic loading could be used as criterion for low-cycle fatigue failure \[134,135\]. This method is however limited to low-cycle fatigue because, as the magnitude of the strain range $\Delta \varepsilon$ decreases, the plastic component $\Delta \varepsilon_p \to 0$, and thus the plastic strain energy density $\Delta W_p \to 0$. Ellyin and co-workers \[136–138\] proposed a new criterion, termed the total strain energy density $\Delta W_t$, that combines the damaging plastic strain energy density $\Delta W_p$ and the elastic strain energy associated with the tensile mode $\Delta W^e$ that facilitates crack growth \[139\]. Thereby they developed a unified approach for low and high-cycle fatigue. The fatigue life is a function of the total energy input, and is described by a power law relation that is represented by a linear curve in a double logarithmic plot, similar to the S–N curve and is shown in Figure 12. The power law has the following form.

$$\Delta W^f = \Delta W^{e+} + \Delta W^p = \kappa N^\alpha + C \quad (63)$$

![Figure 12. Critical damage and life curves intersecting at the reduced fatigue limit](image)

$k$, $\alpha$, and $C$ are material parameters. The constant $C$ is the portion of the tensile mode elastic energy input and is related to the material fatigue limit strain energy density $\Delta W_{lim}$. Golos and Ellyin \[139\] also established a critical damage curve (illustrated in Figure 12) in terms of the total strain energy density that represents the transition between crack initiation and the subsequent crack propagation phase. Golos and Ellyin \[137\] developed a fatigue criterion that can be used to determine the fatigue life in a multi-block loading. The residual life in the $i_{th}$ load block can be determined as

$$\left\{ \begin{array}{l}
\log\left( \frac{\Delta W^*}{\Delta W_{lim}} \right) \\
\frac{\log\left( \frac{N_i}{N_i^*} \right)}{\log\left( \frac{N_i}{N_i^{lim}} \right)}
\end{array} \right) + \left( \begin{array}{l}
\frac{\log\left( \frac{N_1}{N_1^*} \right)}{\log\left( \frac{N_1}{N_1^{lim}} \right)} \\
\frac{\log\left( \frac{N_2}{N_2^*} \right)}{\log\left( \frac{N_2}{N_2^{lim}} \right)} \\
\vdots \\
\frac{\log\left( \frac{N_{i-1}}{N_{i-1}^*} \right)}{\log\left( \frac{N_{i-1}}{N_{i-1}^{lim}} \right)}
\end{array} \right) + \frac{n_i}{N_i} = 1 \quad (64)
$$

$\Delta W^* < \Delta W_{lim}$ and its value can be obtained from the intersection of the extrapolated $\Delta W - N_f$ curve with the critical damage curve as shown in Figure 12. The value of $N^*$ corresponds to $\Delta W^*$ on the $N$ axis of the $\Delta W$-life curve and is referred to as the reduced fatigue limit.

Park et al. \[140\] proposed a modified version of the strain energy density model in Equation (63) to describe the fatigue behavior of an anisotropic rolled AZ31 magnesium alloy. Hereto, they included a term that accounts for the plastic strain energy consumed by the mean strain; this is shown in Equation (65). $f(\varepsilon_m)$ is the plastic strain energy associated with the mean strain and $\gamma$ is a material constant. Their model showed a good agreement with the experimental data.
\[
\Delta W_t = \Delta W^e + \Delta W^p + \left\{ \frac{f(\varepsilon_m)}{N_f} \right\}^\gamma = kN^a + C
\] (65)

Ellyin and Golos [141] extended the total strain energy density to multi-axial conditions under (nearly) proportional fatigue loading. A review of energy-based multi-axial fatigue failure criteria was published by Macha and Sonsino [142]. They concluded that criteria which include the strain energy density in the fracture plane or critical plane are the most promising.

Lagoda et al. [121] showed that the normal strain energy density in the critical plane is an efficient parameter for high-cycle fatigue life prediction under random and cyclic non-proportional loading. They also proposed a new strain energy density parameter that allows to distinguish between positive strain energy density occurring in a tension path and negative strain energy density occurring in the compression path. Whereas previous approaches only considered the amplitudes of stresses, strains, and the dissipated energy, the proposed strain energy density parameter also accounts for the history of the considered parameter. The parameter was implemented in a fatigue life calculation algorithm which was validated to a number of experimental studies on steels and cast irons [143,144].

Jahed and Varvani-Farahani [145] proposed an energy-based fatigue life prediction model for metallic components. The model estimates upper and lower bounds for experimental fatigue lives. The model was initially developed for tension, torsion and proportional multi-axial loading conditions. The number of cycles to failure \( N_F \) may be determined as

\[
N_F = \frac{\Delta E_A}{\Delta E N_A} + \frac{\Delta E_T}{\Delta E N_T} \quad \text{(66)}
\]

\( \Delta E_A \) and \( \Delta E_T \) are the energy due to a purely tensile loading and the energy due to a purely torsion loading, respectively. \( \Delta E \) is the total elastic–plastic energy. It was later extended to non-proportional loading [146]. The method in [145,146] was used by Gu et al. [147] for fatigue life prediction of a mining truck welded frame achieving good agreement with experimental observations.

Scott-Emuakpor et al. [148–152] performed fully reversed axial tension–compression tests and rotating bending tests for 6061-T6 aluminium. They observed that the experimental fatigue lives are approximately 20% higher for the rotating bending tests than for tension-compression test. This was attributed to the gradient effect of the normal stress [153]. Over a number of works they proposed and extended a uniaxial, energy-based criteria for high-cycle tension–compression fatigue that accounts for the mean stress, and for high-cycle bending fatigue that accounts for the gradient effect and mean stress effects. The model is based on the assumption that the strain energy required to fracture a material in monotonic loading is the same as the strain energy required to cause fatigue failure, i.e., during cyclic loading, hysteresis energy gradually builds up in each cycle until the accumulated amount is equal to the fracture energy determined from a static test [154]. The energy required for fracture is calculated as

\[
W_f = \sigma_f \left( \varepsilon - \frac{\sigma_f}{2E} \right) - \sigma_0 \varepsilon_0 \left( \cosh \frac{\sigma_f}{\varepsilon_0} - 1 \right) \quad \text{(67)}
\]

\( \sigma_f \) and \( \varepsilon_f \) are the true stress and strain at fracture, respectively. \( \varepsilon_0 \) is a curve fit parameter and \( \sigma_0 \) is estimated as

\[
\sigma_0 = \frac{\sigma_f - \sigma_y}{\ln \left( \frac{\varepsilon_f}{\varepsilon_0} \right)} \quad \text{(68)}
\]

where \( \sigma_f \) is the true stress at fracture, \( \varepsilon_f \) is the true fracture strain, and \( \sigma_y \) is the yield stress. Model estimations have been compared to experimental results on Al 6061-T6 and Ti 6Al-4V specimens, giving good agreement. Scott-Emuakpor et al. [155] extended the model to multi-axial and transverse shear loading.
where the critical lifetime concept was included in the strain energy density model of Scott-Emuakpor et al. [155] such that conservative lifetime estimations are obtained in an intelligent manner.

Djebli et al. [160] proposed an energy-based version of the DSM by Mesmacque et al. [109] discussed in Section 4.3. They introduced a new damage parameter $D_i$, defined as

$$D_i = \frac{W_{ed,i} - W_i}{W_u - W_i} \quad (69)$$

$W_{ed,i}$ is the energy due to the damage stress, $W_i$ is the energy due to the applied stress, and $W_u$ is the energy corresponding to the ultimate stress of the material. The fatigue lifetime calculation is similar to the original DSM model. Instead of using an $S$–$N$ life curve, the curve is rescaled to a $W$–$N$ curve. In the case of high-cycle fatigue, it can be modeled by the Basquin function $W = kN^a$. When the characteristic ($\sigma_a - N$) is used, the axis $\sigma_a$ should be replaced by $W_u$, where $W_u = \sigma_a/(2E)$ [121].

Peng et al. [161] proposed a new approach, named the fatigue driving energy (FDE) approach. The FDE is a combination of the FDS approach proposed by Kwofie and Rahbar [39] and the strain energy density (SED). The aim of the proposed model is to overcome several deficiencies identified in the original FDS model. Assume a two-level low-to-high block loading sequence where the consumed life fraction by the first block is minimal. Determining an equivalent fatigue driving stress for the second, higher stress, load block would be impossible. Furthermore, an equivalent fatigue driving stress does not necessarily correspond to equivalent damage. Peng et al. [161] proposed a new fatigue damage accumulation model defined as

$$D = \frac{W_D - W_{D_0}}{W_{D_1} - W_{D_0}} = \frac{N^{-2b} \frac{2}{N} - 1}{N^{-2b} - 1} \quad (70)$$

with

$$W_D = \frac{1}{2E} \sigma^2 N^{-2b} \Rightarrow \begin{cases} W_{D_0} = \frac{\sigma^2}{2E}, & \frac{n}{N} = 0 \\ W_{D_1} = \frac{A^2}{2E}, & \frac{n}{N} = 1 \end{cases} \quad (71)$$

where $W$ is the SED, $W_D$ is the FDE, $W_{D_0}$ is the SED for the initial state without damage, $W_{D_1}$ is the critical SED (i.e., $D = 1$), and $A$ and $b$ are the material constant and exponent of the Basquin equation, respectively. The damage accumulation equation in Equation (70) was modified to account for load interactions by the addition of a load interaction factor. It can be shown that the residual lifetime for multi-level block loading can be estimated as

$$\frac{N_i}{N_i} = 1 - \frac{1}{-2b \ln(N_i)} \ln \left( N_i^{-2b} - 1 \left( \frac{N_i^{-2b} \frac{2}{N} + 1 - 1}{N_i^{-2b} - 1} \right) \right) + 1 \quad (72)$$

Peng et al. [161] used five experimental datasets for different geometries to compare lifetime estimations of the proposed model (both with and without taking load interaction into account) to estimations of Miner’s rule. Compared to Miner’s rule, the proposed model based on FDE provided more accurate lifetime estimations.
5. Conclusions

A review of cumulative damage and life prediction models for high-cycle fatigue has been presented. The article focused on models published after 1998, as a follow-up to the famous review article of Fatemi and Yang [7]. The authors do not claim that this review is exhaustive, but it does provide a comprehensive overview of the state-of-the-art.

It is evident from the previous sections that a very large number of fatigue damage accumulation models is available in literature and that more are being published each year. What is remarkable is that the new models always seem to outperform the models that they are compared to. Note, however, that there are almost no independent studies to be found that compare different fatigue damage accumulation models to various independent datasets. Furthermore, most fatigue damage models available have only been validated to relatively small experimental datasets which makes it impossible to judge their generic performance. A similar concern was raised by Patil et al. [162], who pointed out that a significant number of cumulative fatigue damage models have been developed based on particular datasets. A significant number of nonlinear cumulative damage models are based on the observations that high-low loading is more damaging than low-high loading and that for high-low loading Miners rule is not conservative. However, Taheri and co-workers [163–166] have shown that this is not the case for all metals which invalidates a lot of damage models for these types of metals. Thus, although numerous nonlinear damage models are often capable of producing satisfying results for a specific set of experiments, Miner’s rule still remains the most widely used for fatigue design under variable amplitude loading.

Although more than 20 years have passed since the comprehensive review of Fatemi and Yang [7], the conclusions remain largely the same. Fatigue damage accumulation is a complex process which means that the development of an all encompassing, generalized model is extremely difficult. Based on the current state-of-the-art, there should be an increased focus on verification and comparison of existing models to a wide range of experimental datasets. In an effort to aid this goal, a collection of the various available raw datasets published in literature would be a valuable document. Furthermore, experimental data is often reported in graphic form only (e.g., S–N curves) which hinders use by other researchers, as such the addition of tabulated data in, for example, an appendix is essential for the collaborative research effort.
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