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ABSTRACT (150-250 words)

The methylation reaction of ethene with methanol over the Bragnsted acidic ZSM-5 catalyst
is one of the prototype reactions within zeolite catalysis for which experimental kinetic data is
available. It is one of the premier reactions within the methanol-to-olefins process and has
been the subject of extensive theoretical testing to predict the reaction rates. Herein, we apply,
for the first time, first principle molecular dynamics methods to determine the intrinsic reaction
kinetics taking into account the full configurational entropy. As chemical reactions are rare
events, enhanced sampling methods are necessary to obtain sufficient sampling of the
configurational space at the activated region. A plethora of methods is available which depend
on specific choices like the selection of collective variables along which the dynamics is
enhanced. Herein, a thorough first principle molecular dynamics study is presented to



determine the reaction kinetics via various enhanced MD techniques on an exemplary reaction

within zeolite catalysis for which reference theoretical and experimental data are available.

KEY WORDS - collective variables, DFT, enhanced sampling, molecular dynamics,

ethene methylation, ZSM-5



1. Introduction

In the last decades, significant progress has been made in the field of computational zeolite
catalysis. [1] New methods entered the scene such as advanced molecular dynamics methods
— we refer to refs. [2, 3] for some recent reviews - , which have the potential to model chemical
reactions at operating conditions. [1, 4-6] These techniques can help us to optimize the design
of heterogeneous catalysts, for which a thorough understanding of elementary reaction steps
on a molecular level is crucial. Solely based on experimental data, it has been shown to be
extremely challenging to gather such information due to the large number of reactions that take
place simultaneously. However, this hurdle can be overcome by complementing the
experimental information with theoretical simulations. [7-15] It is generally accepted that ab
initio predictions attain chemical accuracy if they reproduce energy barriers within an error bar
less than 1 kcal/mol (4.2 kJ/mol) and that they attain kinetic accuracy when the factor f; =
ktheory/ Kexperiment (With k; the reaction rate constant) deviates less than one order of magnitude.

[4, 16-19]

A seminal contribution in this field was done by Piccini et al. [20] who proposed a divide-
and-conquer strategy, which enabled to attain chemical accuracy for the methylation of ethene,
propene and trans-2-butene over the zeolite catalyst H-ZSM-5. These methylation reactions,
depicted schematically for ethene in Scheme 1, are of utmost importance in the methanol-to-
olefins (MTO) process and are therefore frequently used as a dataset for the benchmarking of
theoretical procedures. [17, 19, 20] It is one of the few reactions within zeolite catalysis for
which kinetic experimental data are available by meticulously tuning the experimental
conditions. [21, 22] The MTO process is of industrial relevance as it is one of the most
prominent technologies to bypass crude oil in the production of light olefins, like ethene and
propene. [23-25] The governing reaction mechanism has been a point of discussion in the last
decade, but intensive research led to a general consensus on the hydrocarbon pool (HP)

mechanism in which organic compounds, present in the zeolite pores, act as a co-catalyst in



the conversion of methanol to olefins. [26-30] Two interacting reaction cycles have been
proposed, namely the alkene and aromatic cycle, which differ by the type of HP species
considered. [23, 24, 31, 32] Earlier studies showed that methylation reactions of the co-
catalysts are elementary reaction steps, as they are responsible for the growth of the HP

species. [5, 21, 22, 33-37]
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Scheme 1: Schematic representation of the methylation of ethene with methanol yielding propene.

One of the main conclusions of the work of Piccini et al. [20] is the importance of accounting
for anharmonic corrections in the calculation of enthalpy barriers and rate constants. In
principle, molecular dynamics (MD) based techniques allow accounting for anharmonic effects
in a rather natural way, however the disentanglement of entropic an enthalpic contributions
remains problematic. [4, 38-40] In contrast to static calculations which are limited to a few
stationary points at 0 K (namely reactant, transition state and product), MD techniques have
the advantage that a larger portion of the potential energy surface (PES) is sampled. [4, 5] For
methylation reactions in large pore zeolites like AFI, it was shown that not one single transition
state could be found but various quasi-isoenergetic complexes were localized. In this case, it
is more appropriate to introduce the concept of an activated region. [7] Besides the
computational effort, the main disadvantage of regular MD is that sampling is limited to the
most probable states of the system, making the sampling of states high in energy, like transition

states, rare events. [41, 42] Sampling of these improbable regions can be achieved by applying



advanced molecular dynamics or enhanced sampling techniques. [41, 42] Three components

have to be taken into account when performing free energy calculations, namely: [3, 42, 43]

i.  The choice of a suitable model for the Hamiltonian
ii.  The selection of the sampling protocol to explore all relevant parts of the PES

iii.  The choice of the estimator to obtain the free energy difference [44]

First of all, for the selection of the Hamiltonian, one needs to compromise between the
accuracy and efficiency of the model. [42] In this case where chemical bonds are constantly
broken and formed it is mandatory to use a quantum-mechanical description of the system
rather than a force field based approach. Albeit force fields are computationally much more
efficient, one would have to turn to reactive force fields such as ReaxFF, however there are
still some limitations to this approach. [45, 46] Currently, DFT based methods are commonly
used as a compromise between accuracy and efficiency compared to more expensive (post-
)JHF wave function based methods such as RPA. [47, 48] In this work, a pragmatic approach
is followed by using DFT calculations with Grimme (D3) dispersion interactions [49], as
employed in previous studies. [1, 4, 17, 19]. Some caution needs to be taken into account in
interpreting the absolute quantitative values as the energies might be sensitive to the
dispersion correction scheme and choice of the exchange-correlation functional. [4, 17, 19, 20,

50] However, this is not the topic of the current study.

Secondly, a sampling protocol to visit the relevant parts of the PES must be selected. This
protocol can be based on molecular dynamics and/or Monte Carlo simulations [42, 43] but in
this work, MD based methods are chosen. As the reported reaction barriers are significantly
higher [17, 19-22], enhanced sampling methods are necessary. A plethora of enhanced

sampling methods has been proposed in literature. [2, 3, 41, 42]

In principle the multidimensional free energy surface (FES) can be investigated with any
sampling protocol by defining an appropriate set of collective variables which are a function of

the microscopic coordinates of the system. Herein, we employ the definition of a collective
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variable (CV) introduced in the work of Peters [51] and applied in a seminal paper of Demuynck

et al. [52] in the framework of phase transformations in Metal Organic Frameworks (MOFs).

A proper collective variable should satisfy three requirements: [51]

(i) The CV should only depend on the instantaneous point in configuration space

(i) The CV should vary monotonically while moving from the reactant over the transition

state to the product

(iii) Projection of the free energy on the CV should result in a one-dimensional free energy

profile with reduced dynamics which are consistent with the full phase space.

The selection of a collective variable is of the utmost importance, though not always
straightforward. (vide infra) [43, 51-53] If these variables are hard to identify, all degrees of
freedom can be enhanced, for example by increasing the temperature as applied in replica
exchange. [54-56] On the other hand, if these functions are known, enhancement of the
sampling can be limited to CVs only [2, 41, 42, 52] Examples of enhanced sampling
techniques include umbrella sampling (US) [57-59] , thermodynamic integration (TI) [60-66] ,

metadynamics (MTD) [67-69] and variationally enhanced sampling (VES). [70-72]

As prescribed by step (iii), the estimator to obtain the free energy from the sampling
simulations needs to be chosen. Most sampling methods are correlated with a particular
estimator. [44] Umbrella sampling uses several bias potentials from which the free energy
surface (FES) is estimated with for instance the weighted histogram method (WHAM). [73, 74]
In the Blue Moon method, the FES can be reconstructed from the constrained simulations
using thermodynamic integration. [60] Furthermore, as metadynamics is based on adapting
the bias potential by adding Gaussian hills, and variationally enhanced sampling on adapting
the bias potential based on the variational principle, the inverted final bias can be used as an

estimate of the FES. [68, 69, 71]



In this work, several enhanced sampling methods will be tested and benchmarked for the
methylation of ethene in H-ZSM-5 as a case study. [17, 19-22] Since several collective
variables can be selected to simulate this reaction, as proposed in Section 2.4, different CVs
will be tested using umbrella sampling. To allow a proper comparison, the free energy profiles
need to be transformed from one CV to another. This will allow us to study in how far the kinetic
data depend on the particular choice of CV. Subsequently, the obtained barriers are validated
by comparison with available static DFT calculations and experimental data. To compare with
existing literature data, [17, 19-22] the relation needs to be made between intrinsic and
apparent reaction rates. Since our MD results yield intrinsic kinetics additional static
calculations [11, 48, 75-77] are performed to overcome this hurdle and discussed in the last
part of this work. The current study presents a fundamental methodological benchmark for

various enhanced MD techniques on an exemplary reaction within zeolite catalysis.

2. Computational details and theoretical background

2.1. Catalyst model

The H-ZSM-5 catalyst exhibits the MFI topology characterized by a 3D network of
sinusoidal and straight 10-ring channels leading to medium sized pores. [78] All simulations
are performed using a periodically extended unit cell of H-ZSM-5 consisting of 96 T atoms. In
this unit cell, one silicon atom is replaced by an aluminum atom to create the Brgnsted acid
site (BAS). There is no simple rule for the occupation of Al atoms on the 24 distinguishable
framework T sites, because it depends on the conditions of the zeolite synthesis. [79]
Analogous to earlier work, the substitution is performed at the T12 position, at the intersection
of the straight and sinusoidal channels. [80, 81] The unit cell volume used in the static

calculations is optimized at 0 K, while the unit cell parameters for the dynamic simulations are



equilibrated at 623 K. The equilibration procedure and resulting unit cell parameters are

described in Section S1 and Table S1 of the ESI.

2.2. Reference static calculations

Apart from the MD based simulations also reference static periodic Density Functional
Theory simulations are performed [11, 75-77] with the Vienna Ab Initio Simulations Package
(VASP 5.3). [82-85] Furthermore, the revPBE functional [86] is chosen because of its improved
performance for solid-state calculations compared to the commonly used PBE functional. [87]
Additionally, Grimme D3 dispersion corrections are used to account for attractive London
dispersion interactions. [49] Other specifications are the use of the projector augmented wave
(PAW) method and a plane-wave cutoff of 600 eV. We imposed an electronic energy
convergence criterion of 10-° eV together with an ionic relaxation threshold of 10 eV. [88, 89]
During the VASP calculations, the Brillouin zone sampling is restricted to the IN-point. Transition
states are initially optimized with the improved dimer method of Heyden et al. [90] and then
refined with a quasi-Newton algorithm as implemented in VASP. [91] Geometries are slightly
displaced along the normal mode corresponding to the motion that leads the system over the
barrier to generate starting geometries for the optimization of reactant and product states. For

these calculations, a conjugate gradient algorithm is applied. [92]

Since partial Hessian vibrational analysis (PHVA) is shown to be an attractive alternative
for computationally demanding full Hessian calculations (FHVA) for entropy calculations, this
scheme is used for the normal mode analysis (NMA) in this work using TAMkin. [93, 94] In a
PHVA calculation, only a part of the system is taken into account during the NMA, namely the
guest molecules and the 8T cluster of the framework around the active site indicated in Figure

S 1 of the ESI.

2.3. Molecular dynamics



To equilibrate the volume and unit cell parameters at operating conditions, i.e. 623 K and
1 atm, regular ab initio molecular dynamics simulations in the NPT ensemble are performed
using the CP2K software package. [95, 96] During the ab initio MD simulations, the
temperature is controlled by a chain of five Nosé-Hoover thermostats [38] and the pressure by
an MTK barostat. [97] Again, the revPBE functional [86] is chosen because of its improved
performance for solid-state calculations compared to the commonly used PBE functional. [87]
Furthermore, the combined Gaussian and Plane Wave (GPW) basis sets approach is used.
[98, 99] The DZVP-GTH basis set and pseudopotentials [100] were used, and Grimme D3
dispersion corrections [49] are added. The time step for integration of the equations of motion
is set to 0.5 fs. All systems are first equilibrated for 5 ps, followed by a production run of 50 ps
in the NpT ensemble to obtain the average unit cell parameters and volume. All subsequent
regular and enhanced sampling MD simulations are carried out in the NVT ensemble, as
explained in Section 1.2 of the ESI, keeping the unit cell parameters and thus the volume

constant.

Further details on the enhanced sampling MD simulations are given in Section 2.5.

2.4. Collective variables

2.4.1. Possible collective variables

Several collective variables can be proposed which may be used as suitable reaction
coordinates to enhance sampling along the ethene methylation reaction path in HZSM-5.
Herein, two types of CVs are applied, visually displayed in Figure 1. One type (type CN)
consists of coordination numbers (CNs) between two atoms describing the breaking and
formation of the C-O and the C-C bond. [4, 101, 102] CN; represents the coordination number

between the atoms i and j defined as:



with r; the interatomic distance and r, the reference distance, set to 2 A, which
approximately represents the C-C distance in the transition state. Furthermore, the parameters
nn and nd where chosen to be 6 and 12, respectively. As such, two collective variables are
needed to describe the methylation reaction: CV1 being the coordination number CNgc
between the oxygen and carbon of the methanol (green and red in Figure 1) and CV2 being
the coordination number CN¢¢ between the carbon of methanol and the two carbons of ethene

(red and blue in Figure 1).
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Figure 1: Schematic representation of the collective variables used to describe the methylation reaction

of ethene. Their expected values at the reactant, transition and product state are summarized in Table S 2.

The second type (type DI) of collective variables is based on the distances of the breaking
and forming bonds. The first collective variable CV1 is simply the bond distance d between
carbon and oxygen of the methanol. . The second collective variable CV2 is the distance dcm

between the carbon of methanol and the center-of-mass of the ethene molecule.

Finally, we also introduce a one-dimensional collective variable (type 1D-Dl), namely the
difference dcu-d between the two collective variables in variant DI. The option to choose a 1D-
CV has the advantage that it seriously speeds up the sampling. [68] This 1D-CV is used in the

first part of this work to compare the different enhanced sampling methods.
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2.4.2. Transformations between various collective variables

When using different collective variables, one cannot straightforwardly compare free
energies obtained in various CVs, as explained hereafter. Suppose one defines two sets of
collective variables, q; and g, which have both the goal of describing the same process or
reaction. If one would perform enhanced simulations using both collective variables, it would
give rise two free energy profiles Fy,(q1) and F,,(g2), which can in general not directly be
compared since different collective variables give rise to different integrations over microstates.
However, if both collective variables indeed describe the same process, the free energy
profiles should be correlated. By means of statistical mechanics, as shown in Section 7 of the
ESI, one can show that a free energy profile in terms of one collective variable can be
transformed to a free energy profile in terms of another collective variable as:

+0

Fo,(a,) = —kBTIr{ [ pypla 1a)e 7 dqlJ

The derivation of the corresponding relation for 1D profiles is given in Section 7 of the ESI

and in the work of Demuynck et al. [52].

Here, p2|1(q2|q1) is the conditional probability of the collective variable g, in terms of the
collective variable g,. The precision of this transformed free energy profile largely depends on
the quality of the sampling of the phase space spanned by the variables q; and g,. A sufficient
sampling of coordinate g, for each relevant value of g, yields a proper conditional probability.
In the frame of this work, it is useful to observe that the conditional probability can also be
computed for simulations in which a bias along q; was applied (Section 7.2 of the ESI). The
transformation is further illustrated in Figure 2 for the case of 1D profiles, in which the integral
is represented as an average of the Boltzmann probability weighted by the conditional

probability (indicated by the shaded area on the figure).
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Note that, in practice, we can apply this transformation from any reaction coordinate g, to

another. The resulting free energy profile qu(qz) will only be realistic if the collective variable g,

represents itself an appropriate reaction coordinate. Then the transformation from Fg,(q1) to

qu(qz) should give the same result as a direct sampling simulation along g, and vice versa.

This will be demonstrated in Subsection 3.2 of the Results and Discussion.
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Figure 2: Graphical representation of a free energy profile Fq:(q1), which was computed by sampling

along q1 and expressed as a function of 41, and its transformation to the corresponding free energy profile

Fq,(q2) as a function of q2. The integral can be interpreted as a weighted average of the Boltzmann
probability, with weights given by the conditional probability and indicated through the shading in the

middle pane.

Finally, a one-dimensional projection of the obtained 2D free energy profile F12(q1,92) is
performed, as a 1D-profile is more convenient to interpret. This can be done by fixing a new
collective variable q as a function of gq; and q; (¢ = q(q1,92)), and to perform an integration of
the 2D probability distribution (also described in Section 7.3 of the ESI). Another alternative is
the elaborated search for the lowest free energy path [103]. In this work, the 2D profile is

projected on the difference between the two collective variables (¢ = g, — q1) as:

+00 +00

F (@)= —kBTIn[ [ [ e/ @)5q-q,+q,)da, quJ

—00 —00

+00
:_kBTIn[ J e_ﬂFlz(qul"'q)dql]

—00

2.5. Enhanced sampling methods

The enhanced sampling simulations are performed using the CP2K software package [95,
96] interfaced with the advanced simulations library PLUMED. [104] In this work a selection is
made of the variety of enhanced sampling techniques available in literature [2, 3, 41, 42] :
Metadynamics (MTD) [67, 69], Variationally Enhanced Sampling (VES), Umbrella Sampling
(US) and Thermodynamic Integration or Umbrella Integration (TI). The four methods are
summarized in Figure Error! Reference source not found.S4 of the ESI, and a short
summary of each methodology is given in Section S3 of the ESI. All chosen methods are able
to enhance the sampling along certain degrees of freedom, the so-called collective variables.

All selected methods rely on the introduction of a bias potential — which can vary depending

13



on the method - allowing a decent sampling of all important and relevant regions of the

configuration space.

(i) The metadynamics (MTD) technique is applied in this work to directly construct a
one-dimensional free energy surface, by selecting a 1D reaction coordinate (1D-Dl in
Figure 1). The bias potential is created on the fly by gradually adding Gaussian hills
during the simulation. The width of the Gaussian potentials is set to 0.04 while the initial
height is set to 5 kJ/mol and after each recrossing of the transition point, the height of the
added hills is adequately halved to enhance the FES convergence, until a value of
0.3125 kJd/mol was obtained. A new hill was spawned every 100 time steps.

The integration time step is set to 0.5 fs for all MTD simulations. Furthermore, quadratic
walls were used to restrict the simulations to an area of interest on the FES, by limiting
the diffusion of ethene and the formed water. Therefore, a quadratic upper wall is added
at a value of 3.0 A and a quadratic lower wall at -0.25 A both with a force constant equal
to 2000 kJ/(mol*A?). A total of 10 MTD simulations were performed, each with a sampling
time between 250 and 300 ps.

(i) Variationally enhanced sampling (VES) is a relatively new enhanced sampling
technique introduced by Valsson and Parrinello [71] and recently applied in the
construction of free energy profiles in structural transformations taking place in flexible
MOFs. [43] The variational principle embedded in VES allows to introduce an arbitrary
target distribution p(q) that specifically targets the region of interest. In this work, a uniform
target distribution was chosen. Furthermore, Legendre polynomials of the 25" order are
taken as basis set. For the optimization algorithm, two parameters need to be chosen,
namely the stride and step size. The stride is set to 100 time steps while the stepsize is
first set to 5.0 kdJ/mol and after some recrossings lowered to 1.0 kdJ/mol, to have a similar
procedure as in the metadynamics simulations. The same walls as in the metadynamics
simulations are introduced to limit the sampling to the region of interest. A total of 5 VES

simulations were performed, each with a sampling time between 300 and 350 ps.
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(iii) In umbrella sampling (US) the reaction path is divided into 34-40 distinct windows, as
summarized in Table S3 and Figure S4 of the ESI. In each window, a restrained ab initio
MD simulation of 50-60 ps is run to ensure sufficient sampling and overlap between the
different umbrellas. Initial configurations for each window are obtained from a moving
restraint MD simulation in which a bias potential is displaced from the reactant to product
minimum. The reaction coordinate is restrained to a target value g; by applying a harmonic
bias potential with a force constant, K, of 1500 kJ/mol for the coordination number or 1500
kJ/(mol*A?) for the distance CVs. Afterwards, the probability distributions of all windows are
combined to a global distribution function using the weighted histogram analysis (WHAM)
method. [74, 105]

(iv) In thermodynamic integration (TI) (or Umbrella integration following Kastner and
Thiel [106]) the free energy difference between two configurations belonging to reaction
coordinates qo and q, is then given by

‘I1<8F

AF(qoqy) = f E) dq
q

qo

S6F
in which — 57 is the force needed to maintain the reaction coordinate constraint during the

simulation. The constraint is imposed during the MD by introducing strong quadratic

potentials.

In this work we keep the 34-40 windows along the reaction coordinate which have been
introduced during the umbrella sampling simulations of type 1D-DI, but the force constant
K'is set an order of magnitude higher. Again, for each window, a 50-60 ps restrained MD

simulation is performed over which the mean force is calculated.

3. Results and Discussion

In order to select the most appropriate sampling method, we make an assessment of the

performance of the various enhanced sampling techniques proposed in the previous sections.
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[3, 41-43] Subsequently, the performance of different types of collective variables to describe
the methylation of ethene, is tested using umbrella sampling as the most favorable enhanced

sampling method for this specific reaction.

3.1. The influence of the enhanced sampling method on the

intrinsic barrier

Four enhanced sampling methods are considered here, namely metadynamics (MTD),
variationally enhanced sampling (VES), umbrella sampling (US) and thermodynamic
integration (TI). For the selection of the most appropriate method, the sampling is performed
using the one-dimensional collective variable, denoted type 1D-DI in Figure 1. The main
advantage of sampling in a one-dimensional space is the reduced computational cost. [63,
107] As the efficiency of methods like metadynamics scale exponentially with the number of
collective variables, a one-dimensional CV will speed up these simulations substantially. [68]
The resulting free energy profiles are depicted in Figure 3 together with an estimate of the
corresponding error bars. The procedures for error estimation of all techniques are discussed

in Section 5 of the SI.
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Figure 3: Free energy profiles and error bars at 623 K in function of the one-dimensional collective
variable 1D-DI obtained with different enhanced sampling methods. Furthermore, the forward barrier is
shown on the graphs for each method. The reactant (R) and product (P) side of the reaction are also

indicated. The error estimation is discussed in Section 5 of the ESI.

Several interesting conclusions can be drawn from Figure 3. First, the four enhanced
sampling methods give rise to a very similar free energy profile in the reactants side (up to TS)
and similar forward energy barriers ranging between 102 and 107 kJ/mol. Furthermore, the
small error bars for all simulations suggest decently converged results. This confirms the
presumption that all enhanced sampling methods should give the same outcome, provided

that we select good reaction coordinates and that the simulations are well converged.

The MTD and VES protocols require several barrier recrossings to obtain converged free

energy estimates. For this specific reason, two walls are placed at some well-chosen values
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of the one-dimensional collective variable (dcy-d), as indicated in Figure 3, to oppose the
diffusion of ethene on the one hand, and to avoid sampling of the product state on the other
hand. The reason is the instability of the primary product, protonated propene, as discussed in
Section 6 of the Sl. Several products can be formed, e.g. propene, cyclopropane, propoxide,
propanol... This instability gives rise to the discrepancies observed for the US and Tl results —
which do not require restricting walls — in the product regime. The lower force constants used
in US allow to converge to a more stable product, while the Tl runs are stuck in a less stable
product. As we are only interested in the forward barrier, the difference in sampling of the

product region does not give rise to a preference for one specific technique.

A determining factor in the selection of the most suited enhanced sampling method will be
the sampling efficiency. Considering the simulation times for all four methods (250-300 ps for
MTD, 300-350 ps for VES, 50-60 ps per window — for a total of 40 windows — for US and TI),
we will prefer US and Tl over the former two techniques. Whereas the total simulation time for
the construction of a converged US or Tl free energy profile will amount to over 2000 ps, all
simulations can be performed in parallel, which makes these techniques the most efficient.
This parallelization is an advantage that may not be underestimated, despite the observation
that all considered enhanced sampling techniques yield almost similar results in the description
of the reactants side (up to TS). This is in contrast with earlier work of the authors, where the
MTD method was preferred over US. [108] This was due to the fact that MTD requires less
prior knowledge on the reaction path, which is not a restricting factor for the reaction under

study here.

Given the selected parameters for the US and Tl simulations, the former technique leads
to a lower error of the resulting free energy profile (see Section S 5 of the ESI). Therefore, we
will select US as the most suitable enhanced sampling technique for the reaction under study.
A similar conclusion was made by an earlier benchmark study where force fields were used to

compare the efficiency of enhanced sampling techniques in the construction of free energy
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profiles for breathing metal-organic frameworks. [43] Nevertheless, it should be noted that this

choice largely depends on the system under study.

3.2. The influence of the collective variable on the intrinsic

barrier

The specific nature of the reaction under study (methylation of ethene in H-ZSM-5) requires
preferentially the introduction of a two-dimensional set of collective variables. Several choices
of collective variables have been proposed in Figure 1 to describe the reaction. The first type
consists of coordination numbers (CNs) which are able to describe the breaking and formation
of the C-O and C-C bond. [4, 101, 102] The second type of CVs consists of distances between
the atoms of the breaking and forming bonds. Two-dimensional free energy surfaces are
constructed within the US protocol , as this technique is selected as the most appropriate
method for the envisaged application in this work. The choice of the two-dimensional windows

is reported in Table S.4 of the ESI.
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Figure 4 : Two-dimensional free energy surfaces as a function of the distances dcy and d
(left panel), and as a function of the coordination numbers CN¢c and CNgoc as collective

variables (right panel).

Figure 4 displays the resulting FESs for the two types (DI and CN) of collective variables.

Obviously, the shape of the interesting regions of the FES differs substantially with the type of
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the CVs. The reactant and product valley are uniquely described in the two dimensional FES.
The two basins are well separated, illustrating that the two types (DI and CN) of collective
variables are well chosen. The reactants region does not overlap with the basin of attraction
of the products. However, each of the CVs does not act as a good reaction coordinate if we
consider them separately. On the other hand, a suitable linear combination of CV1 and CV2
can best result to an appropriate reaction coordinate. A one-dimensional free energy profile
Fq(q) can easily be extracted by integration of the 2D probability distribution as outlined in
Section 2.4.2, but for this dimensionality reduction we need an appropriate choice of
gq(CV1,CV2). This choice is not trivial, and depends on the shape of the interesting region of
the 2D-FES. The 2D-FES belonging to type DI suggests to introduce gq=dcy—d, which has
already proven its success in earlier works of the authors. [77, 108, 109]. This results into the
1D free energy profile displayed in the right panel (yellow curve) of Figure 5. If we perform an
independent enhanced simulation along q=dcy—d as one-dimensional reaction coordinate (1D-
DI), we get a free energy profile (orange curve in the right panel of Figure 5), which perfectly
coincides with the profile obtained after 2D 1D projection. This is not a coincidence, but
rather an indication that g=d¢y — d is indeed a suitable reaction coordinate for this specific
reaction. Analogously, the left panel of Figure 5 shows the free energy profile after projecting
the 2D-FES surface belonging to type CN to the 1D reaction coordinate g=CNcc-CNgc. In this
case, the profile cannot be reproduced in an independent simulation in which sampling occurs
along the one-dimensional g=CNcc-CNg¢ as collective variable, as the US simulations do not

reach convergence.

The plots in Figure 5 clearly show that the free energy profiles in terms of the various collective
variables have not only different shapes but also different barriers if they are determined by
the free energy difference between the maximum and the minimum of the profile as done in
earlier work. [77] For Type CN a barrier of + 127 kJ/mol is observed, while in the type DI

collective variables the barrier is systematically lower and amounts to 102-107 kJ/mol.
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Figure 5: Free energy profiles at 623 K obtained by projecting the 2D-FES of Figure 4 onto a 1D space.
The left panel displays the 2D->1D reduction in the space of collective variables of Type CN (blue curve).
The right panel shows the 2D->1D reduction in the space of collective variables of Type DI (yellow curve).
The orange curve is the energy profile resulting from an independent sampling of the space along the one-
dimensional q=dcy — d (1D-DI) as reaction coordinate. The forward free energy barriers are also reported

on the figures.

To enable direct comparison of the free energy profiles obtained by sampling in different
collective variable spaces, the transformations defined in Section 2.4.2 need to be applied.
From here on, we will distinguish between the collective variable in which the sampling is
performed during the simulation, labeled Qgsav, and the collective variable Qgrgp which
represents the reaction coordinate in which the free energy profile is plotted. Qrgp does not

necessarily coincide with Qsay, as a transformation of the free energy profile can be performed.
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To illustrate: the type DI energy profiles, displayed in Figure 5, can be transformed to the
space spanned by the one-dimensional g= CN¢c-CNgc reaction coordinate. The resulting plot
is shown in the left panel of Figure 6. Obviously, the two Fcn(CNcc-CNoc) free energy profiles
(yellow and orange curves) are almost similar with each other. Both are deduced from the free
energy profiles Fp(dcw — d), represented by the two curves in the right panel of Figure 5.
Interestingly, the shape of the transformed profiles nicely coincides with the original free energy
profile, obtained after sampling in the 2D coordination number space. This behavior points
toward a clear consistency of our numerical results, giving evidence that the different sampling
simulations have been performed accurately and that the simulation times have been
respected sufficiently long to get convergence. The accuracy of the transformed energy profile
depends on the conditional probability pz1(CNoc,CNccldey —d) or p2j1(CNoc,CNecld,dem),
which should be extracted from the 1D or 2D simulations, and which turns out to be correctly

sampled.

A similar protocol is applied for the free energy profiles in the right panel of Figure 6. The
blue profile results originally from the 2D-FES as a function of the coordination numbers CN¢c
and CNgc as collective variables (Figure 4). After a 2D->1D projection a CV transformation CN

- DI has been performed, resulting to the blue curve of the right panel of Figure 6.

22



Qpep: Type CN Qpep: Type DI

140 - 140 Type DI
Type 1D-DI
e
120 ' ' 120 - —— Type CN
W
100 - (, 100 +-=-=============—fPpy ~=========~1

©
= f \
— —
& 80 A lll 80 - E
> | =
" . ;
= 60 - | 60 1 9
c {  _ — . =
L g g ' [
Q _ _ Ll
$ 40 = = / 40 s
L | [s3] =] [
| A i
204 | | | 20 -
L L
= =
0 (D [ STTETTR SERERTRREA S
_2{] T T T T _2(] T T T T T
-1.0 -05 0.0 0.5 1.0 3 2 1 0o -1 =2
CNcc - CNoc [-] dcm - d [A]

Figure 6: Free energy profiles at 623 K obtained after applying transformations between the two types of
collective variables. The left panel displays the transformation Fp,(dcy — d) 2 Fon(CNgc-CNoc) (yellow and
orange curves), while the right panel shows the reverse transformation Fcy(CNcc-CNoc) =2 Fpi(dem —d) (blue
curve), starting from Fcn(CNcc-CNoc) of Figure 5, which represents the 2D->1D reduction in the space of

collective variables of Type CN. The forward free energy barriers are also reported on the figures.

It is important to note that the free energy profiles between the reactant valley and the
transition state region all coincide quite nicely, after applying the transformations. The most
accurate plot should correspond with the profile expressed in the same CV space, wherein the
sampling has been accomplished. The product region is not always correctly reproduced.
However, if the sampling has been performed sufficiently long as is suggested by the nice
overall reproduction of the energy profiles, one could expect that the product region should
also be reproduced consistently. The discrepancy is inherently related to the rather unstable
carbocations formed after the methylation, which transform into various intermediates, such as
propene, cyclopropane, propoxide, propanol... As a result, the product region is not equally
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well sampled in the various simulations. We will no longer focus on this issue since this is not

the scope of this work.

There are some interesting features regarding the shape of the profiles which require some
attention. The F(CN¢c — CNy() profile shows a thin well for the reactants, predicted by all the
types of CVs, while in the F(d¢y —d) profiles a broad range of configurations is observed. This
can partly be ascribed to the way a coordination number is related to the bond distance, as
given in Eq. (1). In the reactant valley the distance d in the methanol is of the order of 1 A,
giving a coordination number of CNgc ~ 1, while the distance between methanol and ethene
(reflected by dcv) can amount to several Angstrém, without affecting the value of the
coordination number CNcc (see Figure S14). This last number remains zero, and this is further
illustrated by the mobility plots of methanol and ethene in the reactant state (Figure S15). In
the enhanced sampling simulations using coordination numbers as collective variables (Type
CN) we observe a large mobility of the ethene molecule. This is reflected into a broad valley
of distances dgy-d after transformation from coordination number space to distance space, as

the free energy relates to the probability to sample a particular state.

Summarizing, different collective variables may be used to model a reaction, which, in
principle, all lead to specific free energy profiles. However, if the CV space is sufficiently
sampled, they are all exactly reproduced by applying a proper transformation. In the

subsequent section, we further use th