Abstract

We propose a Markovian queueing model for computing travel times at a macroscopic scale during rush hour. The service rates of the queueing model are state-dependent, reflecting the speed/density relation of the fundamental diagram of traffic flow. In the fluid limit, the dynamics of the transient queue size and travel time processes are governed by a set of differential equations. As an application of the model, we consider the rational time-dependent choice between public and private transportation, assuming that there is a congestion-free public alternative to private transportation. Numerical examples reveal that a small reduction in peak traffic can significantly reduce the average travel times.

1 Introduction

“How long will it take?” is one of the first questions that is asked before one goes on a journey. This question is often accompanied by apprehension for journeys through urban areas during rush hour when the risk of congestion and grid-locks is high. Can we save ourselves the anxiety by estimating average travel times just like we do with weather bulletins? This is one of the main questions that we seek to answer affirmatively in this paper.

The estimates for the travel times will be derived using concepts from queueing theory [1]. The analogy between customers in queues and cars on roads is a natural one that has been brought up in the modelling of various phenomena in road traffic networks [2–4]. The computation of the travel times will be based on two factors that have a strong influence on the time spent in a queue: (i) the arrival rate of customers (vehicles, in our case); and (ii) the speed with which the queue can be drained. The statistics of the number of vehicles arriving per hour can be obtained from measurements at various locations in a city (see, for example, [5]). The second factor, which is the average departure rate of vehicles, can be computed at two different spatial scales. At the microscopic level of a road segment, the relationship between the density of vehicles on a road segment and the average rate of departure of vehicles is given by what is known as the fundamental diagram in the transportation theory literature [6–10].

At a coarser scale, Daganzo [11] proposed a macroscopic fundamental diagram that relates the total outflow (vehicles per unit time) from a neighbourhood to the aggregate accumulation (vehicles per unit length of road) for a single-lane system. Figure 1 shows two macroscopic fundamental diagrams from literature, which were obtained from actual measurements in Yokohama [12] and Toulouse [13]. The macroscopic fundamental diagrams will serve as the departure rate curves for the computation of journey times in our queueing model.
Starting from the arrival rate statistics and the macroscopic fundamental diagram of a given area, we give a recipe based on queueing theory to derive the average journey time through that area at any given time of the day. The aim of this study is two-fold: (i) estimation of the journey times \textit{per se}; and (ii) prediction of the influence of public transport in reducing congestion. The first aim has an inherent interest, for example, to plan at what time to leave in order to arrive at a certain hour at the destination. The second aim is motivated by the park and ride schemes introduced by many cities. In these schemes, commuters can park their vehicles at a public transport hub (usually on the outskirts of a city) and then hop onto the public transport network to arrive at their destination inside the city. The journey times by public transport are usually easy to estimate, especially for metros and trams with dedicated lanes. Bus services too are now being provided with dedicated corridors to reduce the influence of traffic jams and to make the commuting times more predictable. If commuters could also obtain an estimate on how long it would take them to drive to their destination instead of taking public transport, then they could choose to switch to public transport if there is time to be gained. Assuming commuters are rational and seek to minimise their travel time, how many of them will choose to switch to public transport? What influence will this have on the congestion on the roads? The answers to these questions can provide guidelines for dimensioning public transport systems especially at peak hours.

Road traffic models have been investigated from different perspectives, including queueing theory \cite{14}, transportation research \cite{15,17}, and statistical physics \cite{18,20}. Most queueing models divide a road into a number of sections and model each section as a queueing system, such that a stretch of road constitutes a queueing network \cite{14}. Queueing models may be either stationary \cite{21}, in which case the traffic conditions do not change over time or non-stationary (transient) \cite{22} when they do. In both cases, these queueing models are explanatory for the fundamental diagram of traffic theory. In transportation research, cell transmission models \cite{15,17} also divide the road network into sections (cells), and describe the evolution of the number of cars in the cells over time. While in queueing theory, each vehicle spends some random time in a cell, before moving to the next, the transition is deterministic in cell transmission models. In particular, the fundamental diagram is explained by noting that the traffic is constrained by the free space in the next cell, the number of cars in the preceding cell, and a bound on the flow from one cell to the next. The road traffic models from the statistical physics community can be roughly classified in hydrodynamic \cite{23,26}, gas-kinetic \cite{27,29}, car-following \cite{30,33}, and cellular automata \cite{34,38} models. They can be used to study the formation of traffic jams \cite{39,40} and traffic waves \cite{41}, for routing traffic based on real-time information \cite{42}, or for optimising traffic signals \cite{43}. An in-depth treatment on these and many other models at both microscopic and macroscopic levels can be found in \cite{8,28,44,45}. Some traffic models have been combined with game-theoretic concepts to understand the influence of individual decision making. Examples include the computation of the price of anarchy in routing games \cite{46,47}, the study of the
dilemma of switching lanes \[48, 49\], or the explanation of Braess’ paradox \[50\]. In a spirit similar to that of statistical physics, models based on fluid queues have also been proposed for the dynamics of traffic flow in discrete time \[51\] and in continuous time \[52, 53\].

Most of these references, including the literature on queueing and cell transmission models, are concerned with flows on fixed-length segments, and do not deal with the distribution of the journey times on the scale of cities or urban areas with the exception of \[54\] in which bounds have been obtained for two segments. Further, these works also assume First-in-First-Out (FIFO) traffic which is more suited for segments or routes in which the traffic dynamics after the departure time do not influence the journey times. In our model, vehicles arrive according to a Poisson process and have exponentially distributed journey lengths (distance). Different vehicles usually have different destinations within an urban area and it is natural assume that vehicles have different travel distances and that a vehicle that arrives later can leave earlier.

A problem related to ours that has been investigated by the transportation research community is the so-called \textit{morning commute problem}. Assuming that drivers have to arrive at their common destination on or before their chosen time, the \textit{morning commute} problem seeks to determine the departure times of the vehicles in order to minimise the waiting time at the destination. One can seek a centralised solution in which a central planner decides the departure times in order to minimise the total cost or a decentralised solution in which each vehicles chooses its departure time with the aim of minimising its own cost. Initiated by Vickery \[51\], this problem has been investigated in various settings: \[55\] assumes a hydrodynamic model and a single route, \[56\] looks at multiple routes as well as at the impact of tolls, and more recently, \[57\] adds transit systems to the mix while \[58\] includes ride-sharing systems in their model. These papers again are based on assumptions of fixed segment-lengths and FIFO traffic.

2 Travel time analysis

Consider a neighbourhood of a city, the size of which depends upon the scale at which journey times need to be computed, and for which the arrival rate statistics and the macroscopic fundamental diagram are known. The neighbourhood could, in theory, be the entire city itself. We shall assume that new vehicles arrive in accordance to a Poisson process with time dependent rate \(\lambda(t)\), where this rate typically has a shape as in Figure 2.

The duration of a journey depends on the length of the journey as well as the speed during the journey. We assume that the lengths are independently and identically exponentially distributed with rate 1, taking some other value being equivalent to rescaling time. The speed of vehicles inside this area at a given time instant will depend upon the average density within the area in accordance with the macroscopic fundamental diagram (MFD). Moreover, the number of vehicles that either leave the area or reach their destination will also depend on the density, or equivalently, on the number of vehicles.
in the area.

Let $Q(t)$ denote the number of vehicles (moving around) in the area at time $t$ and let $\pi_n(t) = P[Q(t) = n]$ denote the probability that there are $n$ vehicles in the area at time $t$. Let $D(t)$ be the density of vehicles at time $t$, and let $F(D(t))$ be the average flow when the density is $D(t)$; the function $F$ is obtained from the MFD.

Measurements have shown that the departure rate, $\mu$, (by leaving the area or by reaching the destination) is proportional to the average flow: $\mu \propto F(D(t))$, see [59]. Since the traffic density is proportional to the number of vehicles in the area, $D(t) \propto Q(t)$, we obtain the following relation between the departure rate and the number of vehicles:

$$\mu_Q(t) = CF(cQ(t)),$$

with $c$ and $C$ appropriate proportionality constants.

### 2.1 Markov model

With the above assumptions, $Q(t)$ constitutes a Markov chain with state space $\mathbb{N}$. When there are $Q(t) = n$ vehicles in the area at time $t$, there is an arrival in $(t, t + dt]$ with probability $\lambda(t)dt + o(dt)$, and a departure with probability $\mu_n dt + o(dt)$. Hence, the Kolmogorov backward equations read:

$$\dot{\pi}_n(t) = \lambda(t)\pi_{n-1}(t) + \mu_{n+1}\pi_{n+1}(t) - (\lambda(t) + \mu_n)\pi_n(t)$$

for $n \in \mathbb{N}^+$, and

$$\dot{\pi}_0(t) = \mu_1\pi_1(t) - \lambda(t)\pi_0(t).$$

Let $W(\tau)$ denote the remaining travel time of a vehicle in the area at time $\tau$. Since the arrival rate of vehicles depends on time, the travel time of a vehicle will not be stationary. Let $w_n(\tau, t) = P[W(\tau) > t|Q(\tau) = n]$ denote the complementary distribution function of the remaining travel time $W(\tau)$ of a vehicle in the area, conditioned on having $Q(\tau) = n$ vehicles in the area at time $\tau$. By conditioning on the number of vehicles at time $\tau + h$, we can relate the remaining travel time of vehicles at time $\tau$ and $\tau + h$. We obtain the following relation:

$$w_n(\tau, t + h) = w_{n+1}(\tau + h, t)\lambda(t)h + w_n(\tau + h, t)(1 - \lambda(t)h - \mu_nh)$$

$$+ w_{n-1}(\tau + h, t)\mu_n h \left(1 - \frac{1}{n}\right) + o(h),$$

for $n \in \mathbb{N}^+$. Sending $h \to 0$, we further have

$$\frac{\partial}{\partial t}w_n(\tau, t) - \frac{\partial}{\partial \tau}w_n(\tau, t) = w_{n+1}(\tau, t)\lambda(t) - w_n(\tau, t)(\lambda(t) + \mu_n) + w_{n-1}(\tau, t)\mu_n \frac{n-1}{n},$$

for $n \in \mathbb{N}^+$. Finally, the expected travel time of a vehicle that arrives at time $\tau$ is

$$\bar{W}(\tau) = \sum_{n=0}^{\infty} \pi_n(t) \int_0^\infty w_{n+1}(\tau, t)dt,$$

where we used the observation that the mean travel time of a vehicle arriving at time $\tau$ while there are $n$ vehicles in the system equals the mean remaining travel time of a vehicle when there are $n + 1$ vehicles in the area.

### 2.2 Fluid limit

As the fundamental diagram translates to state-dependent service rates, there is no simple analytic solution for the infinite systems of differential equations for $\pi_n(t)$ and $w_n(\tau, t)$. Moreover, numerically
solving these equations is computationally demanding. We however can study the fluid limit of the system, that is, we consider a sequence of models $Q^N(t)$, the $N$th model having arrival rate $\lambda(t)N$ and study $q(t) = \lim_{N \to \infty} Q^N(t)/N$. The parameter $N$ is the scale at which we are making measurement. As the scale becomes large, the number of vehicles also grows proportionally, and hence we have to divide $Q$ by $N$ to obtain a quantity which goes to a finite limit. This quantity can be thought of as the density of the vehicles. Thanks to the law of large numbers, the randomness related to the movement of individual vehicles is washed out by the fluid scaling and the distribution of the travel times concentrates on a single point. This reduces the complexity of the analysis since we are no longer analyzing individual cars but are dealing with a large number of cars which behave in a similar way.

The fluid limit models the regime when the macroscopic area is much larger than the space occupied by a vehicle, and when the number of vehicles in the area is large, which is typically the case during rush hour. The traffic flow can then be thought of as a fluid with smooth dynamics.

Let $\mu(x)$ denote the departure rate in the fluid regime, that is,

$$
\mu(x) = \lim_{N \to \infty} \frac{\mu([Nx])}{N}.
$$

Then, by writing the evolution of $Q(t)$ as the difference of randomly time-changed Poisson processes and applying the functional strong law of large numbers for Poisson processes, we find that the limiting process $q(t)$ adheres the following ordinary differential equation:

$$
q'(t) = \lambda(t) - \mu(q(t)).
$$

In the limiting regime, there is no uncertainty regarding the number of vehicles in the system over time. Setting $w_n(\tau, t) = w_{n+1}(\tau, t)$ and $n = q(t)$ in (1), we obtain

$$
\frac{\partial}{\partial \tau} w(\tau, t) - \frac{\partial}{\partial \tau} w(\tau, t) = -w(\tau, t) \frac{\mu(q(\tau))}{q(\tau)}.
$$

Solving for $w(\tau, t)$ yields

$$
w(\tau, t) = e^{-\int_{t}^{\tau} \frac{\mu(s)}{q(s)} ds} = e^{-\int_{0}^{\tau} \frac{\mu(q(s))}{q(s)} ds}.
$$

The mean travel time of a vehicle arriving at time $\tau$ can be computed by integrating $w(\tau, t)$ over $t$, that is,

$$
\bar{w}(\tau) = \int_{0}^{\infty} w(\tau, t) dt.
$$

Substituting from (2) into (3) and using the fact that $-\frac{\partial}{\partial \tau} w(\tau, t)$ is a probability density function whose integral is equal to 1 for all values of $\tau$, we obtain the following differential equation for the mean travel time:

$$
\frac{d}{d\tau} \bar{w}(\tau) = \bar{w}(\tau) \frac{\mu(q(\tau))}{q(\tau)} - 1,
$$

that has the solution

$$
\bar{w}(\tau) = \bar{w}(0) e^{\int_{0}^{\tau} \frac{\mu(q(s))}{q(s)} ds} - \int_{0}^{\tau} e^{\int_{0}^{s} \frac{\mu(q(\tau))}{q(\tau)} d\tau} ds,
$$

where

$$
\bar{w}(0) = \int_{0}^{\infty} e^{-\int_{0}^{t} \frac{\mu(q(s))}{q(s)} ds} dt.
$$

The above calculations can be used to predict the travel times, given the arrival rate curve and the macroscopic fundamental diagram. To illustrate the approach, Fig. 3 shows three different arrival curves $\lambda(t)$, the corresponding occupancy $q(t)$ and travel time $\bar{w}(t)$ on different panes. The MFD of Yokohama (see Fig. 4) was fitted on a function of the form $\mu(q) = aq^{b}e^{cq+d}$ and this smooth
function was used for all the calculations. The arrival curves were chosen such that the occupancy reached the range $20 - 60\%$ during rush hour, which corresponds to the most characteristic part of the MFD.

The total number of vehicles is the same for all arrival curves, the arrival curves only differing in how concentrated the vehicles arrive during rush hour. These results clearly demonstrate that travel times can significantly be reduced if rush hour is slightly stretched.

![Graph of Arrival intensity $\lambda(t)$, mean occupancy $q(t)$ and mean travel time $\bar{w}(t)$ for different arrival intensity curves, and for the Yokohama fundamental diagram.](image)

Figure 3: Arrival intensity $\lambda(t)$, mean occupancy $q(t)$ and mean travel time $\bar{w}(t)$ for different arrival intensity curves, and for the Yokohama fundamental diagram.

Using the same arrival curves, Fig. 4 shows $\lambda(t)$ as a function of $q(t)$. The curves are traversed clockwise for increasing values of $t$. At a given value of $q$, the derivative of $q'(t)$ is much more negative when $\lambda(t)$ is on the way down. Hence, $q$ decreases more rapidly for the same change in $\lambda$, which results in a flatter lower part.

![Graph of $\lambda(t)$ vs. $q(t)$ (increasing $t$ corresponds to clockwise motion along the curve)](image)

Figure 4: $\lambda(t)$ vs. $q(t)$ (increasing $t$ corresponds to clockwise motion along the curve)

### 3 Traffic game

Other than the estimation of travel times of vehicles, (5) and (6) can also be used for dimensioning the capacity of public transport systems. Consider a scenario in which users have access to travel
time estimates both for commuting by personal vehicles as well as by public transport. If the public transport system (PTS) offers a faster ride, a certain number of users may switch from personal vehicles to the PTS. Assuming users are rational, that is, they choose the mode of transport that minimises their travel times, we use concepts from game theory to compute the number (or the fraction) of users that will switch to the PTS. This can be used to estimate the load on the PTS and dimension its capacity accordingly.

For simplicity, assume that taking the PTS incurs a cost, which may depend upon the itinerary and the time of departure but not upon the congestion in the road network. This cost includes the travel time in the public transport system, the travel time to the access points of the public transport system, the inconvenience of using public transport, costs related to possible disruptions of the service, etc. We assume that this cost can be expressed in terms of travel times: the cost of the public transportation system is the maximal travel time one is willing to undergo.

Note that the assumption that the travel cost does not depend on congestion is natural in case the public transportation system has dedicated lines. This can be either completely separated from the road network like a metro network, or consist of separate lanes embedded in the road network.

### 3.1 User equilibrium

We first investigate the choice made by rational users. When the influence of the choice of one user has negligible impact on the travel times of the population, the solution of the game was proposed by Wardrop [60] in the context of choosing routes in road traffic networks. Known as the Wardrop equilibrium, it says that at the equilibrium choice of routes is such that the cost on each used route is the same and the cost on the unused ones is larger than that of the used ones. We shall apply the concept of Wardrop equilibrium to our time-dependent system to compute the fraction of users who switch to the PTS.

Let $p(t)$ denote the fraction of users that prefer their vehicles over public transport, such that the arrival traffic equals $\lambda(t; p) = \lambda(t)p(t)$.

Moreover, let $\bar{w}(t; p)$ be the travel time of users arriving at time $t$ that do not choose public transport. Following the arguments of the preceding section, we have

$$q'(t; p) = \lambda(t; p) - \mu(q(t; p)),$$

$$\bar{w}(\tau; p) = \int_0^\infty e^{-\int_0^t e^{-\int_0^u \frac{\alpha(q(u; p))}{\mu(q(u; p))} du} dt} du.$$

For the computation of $p$, we use the same argument as that for a Wardrop equilibrium. For a given $p$, whenever $\bar{w}(t; p) < C(t)$, vehicles arriving at time $t$ are better off not using the public transportation system. Hence, unless $p(t) = 1$, rational behaviour requires that more users opt for private transportation. Similarly, when $\bar{w}(t; p) > C(t)$, rationality requires that more users opt for public transportation. Summarising, the optimal proportion of users that choose private transportation, $p^\circ(t)$, should satisfy the following constraints:

$$\begin{align*}
\bar{w}(t; p^\circ) &< C(t) \quad \text{for } p^\circ(t) = 1, \\
\bar{w}(t; p^\circ) &= C(t) \quad \text{for } 0 < p^\circ(t) < 1, \\
\bar{w}(t; p^\circ) &> C(t) \quad \text{for } p^\circ(t) = 0.
\end{align*}$$ (7)

This means that at the user equilibrium, a fraction $p^\circ(t)$ of users will use private transportation whereas $1 - p^\circ(t)$ will use the PTS.

The function $p^\circ$ has no nice and easy analytical solution so we resort to the following iterative numerical algorithm for its computation. Given the arrival curve $\lambda(t)$ and the fundamental diagram $\mu(x)$, we set $p(t) = 1$, and then update it according to

$$p(t) \leftarrow \min \left(1, p(t)e^{-\alpha(\omega(t;p) - C(t))} \right),$$
such that \( p \to p^c \). Here \( \alpha \) is a parameter which determines the speed of convergence of the recursion. Small \( \alpha \) corresponds to conservative updates, such that convergence is slow. In contrast, for large \( \alpha \), the update rule may never converge.

To illustrate the approach, Fig. 5 shows the rational traffic arrival curves \( \lambda(t; p^c) \), the corresponding occupancy \( q(t; p^c) \) and travel time \( \bar{w}(t; p^c) \) on different panes for different values of the cost \( C \) as indicated. Note that for \( C = \infty \) the PTS is not used, i.e. these curves represent the case that there is no PTS (and no game to be played). The arrival curve (before the game) corresponds to the solid arrival curve from Fig. 3, and the MFD of Yokohama (see Fig. 1) is again used for all calculations. One easily verifies that the travel times indeed do not exceed the fixed cost \( C \) of the public transport.

Depending on the cost, the PTS is a viable option from the start of the rush hour (\( C = 20 \)), from the peak of the rush hour (\( C = 30 \)) or at the end of the rush hour (\( C = 40 \)). Even when the PTS cost is high and only few people use the PTS, the impact on travel times is considerable. This is in line with the observations of Fig. 3 which showed that a small shift in traffic has a huge impact on travel times.

### 3.2 Social optimum and Price of Anarchy

To benchmark the cost of free transportation choice, we also calculate the socially optimal traffic mix. The total transportation cost \( K(t) \) at time \( t \), assuming policy \( p \) equals,

\[
K(t; p) = \bar{w}(t; p)p(t) + (1 - p(t))C(t).
\]

The socially optimal policy is then given by,

\[
p^*(t) = \arg \inf_p \int_{T_1}^{T_2} \lambda(t)K(t; p)dt
\]

where \([T_1, T_2]\) is the rush hour interval. The computation of the social optimum is not exactly an optimal control problem as one would guess at first. The difference is that \( \bar{w} \) depends upon the
Figure 6: Socially optimal arrival intensity $\lambda(t; p^*)$, mean occupancy $q(t; p^*)$ and mean travel time $\bar{w}(t; p^*)$ for different public transport costs as indicated, and for the Yokohama fundamental diagram.

whole trajectory of $q$ through $\bar{w}(0)$ (see (6)). This makes it difficult to define the dynamics and hence the Hamiltonian locally as is done in a classical optimal control problem formulation. Define $x(t) = [q(t), \bar{w}(t)]$. We can then approximate (8) by the solution of following optimal control problem:

$$
\min_{p(t) \in [0,1]} \int_{T_1}^{T_2} \lambda(t)K(t; p) dt,
$$

subject to

$$
\dot{x}(t) = \left[ \lambda(t)p(t) - \mu(q(t)), \bar{w}(t)\frac{\mu(q(t))}{q(t)} - 1 \right],
$$

$$
q(0) = q_0, \quad \bar{w}(T_2) = \bar{w}(\infty),
$$

where $q_0 = q(\infty) = \mu^{-1}(\lambda(\infty))$ and $\bar{w}(\infty) = q_0/\lambda(\infty)$ are the steady-state values of $q$ and $\bar{w}$ when there is no congestion. The inverse of $\mu$ is the one closer to 0 to reflect the lack of congestion. The constraint on $\bar{w}$ is taken on its final value to reduce the influence of the whole trajectory of $q$ on this constraint. We solved (8) using an algorithm similar to gradient descent where the function $p(t)$ is perturbed and the new function is accepted if it yields a lower social cost. The approximate problem (9) was solved using BOCOP which is a freely available solver [61]. Both algorithms gave similar results. From the optimal control formulation, it can be seen that if $\lambda(t)$ goes above a certain value, $\lambda(t; p^*)$ becomes constant, the value of this constant being equal to the solution of (8) when $q(t)$ does not depend on $t$. More precisely, for fixed cost $C(t) = C$, the constant is equal to $\mu(q)$ where $q$ is the positive fixed point (which exists and is unique for the MFD at hand) of the functional equation,

$$
q = \mu(q)C.
$$

Recall that $p^*(t)$ is the solution of the set of equations (7). A measure of inefficiency of individual decision making is the Price of Anarchy [62] which is the ratio of the cost at the game equilibrium to
the optimal social cost,

\[ \text{PoA} = \frac{\int_{T_2}^{T_1} \lambda(t) K(t; p^*) dt}{\int_{T_2}^{T_1} \lambda(t) K(t; p^o) dt}. \]

The socially optimal arrival curves \( \lambda(t, p^*) \) and the corresponding occupancy \( q(t, p^*) \) and travel times \( \bar{w}(t, p^*) \) are depicted in Fig. 6. We use the same parameters as in Fig. 5 so that we can compare the rational and socially optimal solutions. It is readily observed that a considerably larger fraction of the traffic switches to the PTS in the socially optimal solution, both when the PTS cost is low \((C = 20)\) and high \((C = 40)\). To calculate the price of anarchy, we consider the cost in the interval \([60,150]\) minutes. We find a 23.2%, 35.2% and 46.8% increase of the cost for \(C = 20, C = 30\) and \(C = 40\), respectively.

4 Conclusion

We have proposed a queueing-theory-based model for computing the time-dependent travel times during rush hour in a congested area. In contrast to classical queueing models, we account for the macroscopic fundamental diagram of traffic flow by including departure rates which depend on the queue content. As the traffic intensity is high during rush hour, we study the fluid limit of the queueing model at hand. Numerical experiments show that the travel times can be reduced significantly by reducing a small fraction of traffic on the roads. Public transport systems can thus be an effective means of reducing congestion in cities. Relying on game theory, we show how our model can be used to assess the impact of public transport systems on congestion and compare the game-theoretical and socially optimal traffic mixes.

As the current work focuses on the fluid limit, only average travel times are accounted for when comparing public and private transport. One can argue that other travel time metrics like the travel time variance or the complete travel time distribution should be accounted for as well. For example, one can think of a scenario where users opt for public transport if the risk/probability of overly long travel times exceeds a certain value. The tools for approximating such metrics (diffusion limits, control of diffusions) are different and considerably more complicated and therefore considered subject for further study.
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