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The Standard Model (SM) of particle physics is one of the most successful theories of the past century. It summarizes our understanding of all the known elementary particles and many predictions of this theory got confirmed over the past decades. The discovery of the Higgs boson in 2012 by the CMS and ATLAS Collaborations was the culminating achievement of the SM. While the SM describes current experimental data very well, the indication of the dark matter content in the universe, the matter-antimatter asymmetry and neutrino oscillations are among the phenomena the SM cannot predict. Additionally, it should be mentioned that the SM covers only three of the four fundamental forces of nature, namely the electromagnetic, weak and strong interactions. Gravity, the dominant force at large scales, is simply absent in the SM. Even though the SM has succeeded in predicting and explaining quite a wide range of physics processes, it can not be the ultimate theory describing the universe.

The large data volume and an increase in the energy of the proton beams at the Large Hadron Collider in its second run had to answer if the supersymmetry (SUSY) exists in real life. The first part of this thesis is dedicated to the searches of strong SUSY production in the events with at least 3 electrons or muons, jets, and missing transverse momentum. No significant excess above the expected SM background is observed in the data set collected in 2016. Exclusion limits at 95% confidence level are computed for four different SUSY simplified models with pair production of gluinos or third-generation squarks. In the model with gluino pair production, with subsequent decays into a top quark-antiquark pair and a neutralino, gluinos with masses smaller than 1610 GeV are excluded for a massless lightest SUSY particle. In the case of bottom squark pair production, the bottom squark masses are excluded up to 840 GeV for charginos lighter than 200 GeV. For a simplified model of heavy top squark pair production, the $\tilde{t}_2$ mass is excluded up to 720, 780, or 710 GeV for models with an exclusive $\tilde{t}_2 \rightarrow \tilde{t}_1 H$ decay, an exclusive $\tilde{t}_2 \rightarrow \tilde{t}_1 Z$ decay, or an equally probable mix of those two decays.

In the near future, no significant increase in energy of the proton beams and in the amount of collected data are anticipated, therefore to find physics beyond the SM we might need to reevaluate our strategy. One possibility is to consider a model-independent approach and to search for new physics in abundantly occurring electroweak-scale processes, which involve recently discovered heavy particles such as Higgs, W and Z bosons and top quarks. The relatively high production rate of top pair in association with massive vector bosons ($t\bar{t}V$) allows us to study them in the first place. The second part of the thesis is dedicated to the inclusive cross section measurement for $t\bar{t}W$ and $t\bar{t}Z$ processes. The measurement of the $t\bar{t}W$ production is performed in the same-charge dilepton final state and reached a precision level of 20% with the data collected by the CMS experiment in 2016. The cornerstone of this measurement is the usage of a multivariate technique that helped to achieve the discovery level for the $t\bar{t}W$ process in $\sqrt{s} = 13$ TeV data set. The data sample used to measure precisely the $t\bar{t}Z$ production was collected by the CMS experiment during 2016 and 2017. The inclusive cross section is measured in the three- and four-lepton final states reaching the precision level of 8%. The reported result is the first experimental measurement that is more precise than the state-of-the-art theoretical calculations estimated at NLO QCD and electroweak accuracy for the $t\bar{t}Z$ production.
Dr. Hoenikker used to say that any scientist who couldn’t explain to an eight-year-old what he was doing was a charlatan. — Kurt Vonnegut, Cat’s Cradle
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INTRODUCTION

The Standard Model (SM) of particle physics is one of the most successful theories of the last century. It summarizes our understanding of all known elementary particles and forces; many predictions of this theory have been confirmed in precision experiments over the past decades. The discovery of the Brout-Englert-Higgs (BEH) boson in 2012 by the CMS and ATLAS Collaborations was the culminating achievement of the SM [1, 2]. While the SM is renormalizable and could be consistent theory valid up to possibly Planck scale which describes current experimental data quite well, there are several phenomena it cannot satisfactorily accommodate such as the non-baryonic dark matter, the origin of matter-antimatter asymmetry, and the non-zero neutrino masses.

Supersymmetry (SUSY) is often considered as an attractive solution to several outstanding problems of the SM. The large data volumes of proton-proton collisions at the unprecedented center-of-mass energy (√s) reached by the Large Hadron Collider (LHC) provide a unique opportunity to search for new physics in general. If SUSY is realized in nature near the weak scale, the LHC is bound to discover it. Nonetheless, so far analyzed LHC data shows no sign of new physics. Even though a large volume of data sets from LHC still needs to be analyzed, these searches are not expected to extend the discovery reach of the LHC significantly. Alternatively, other strategies might have to be exploited to find new physics. One possibility is to consider a model-independent approach and to search for new physics through precision measurements of processes at the electroweak scale, which involve heavy particles such as BEH, W and Z bosons and top quarks. In this thesis we present searches for new physics exploring both methodologies; direct search for SUSY and precision measurements in the top quark sector.

The analysis concerning search for SUSY used the data set from LHC run in 2015 and 2016 and led to stringent constraints on the masses of the SUSY particles such as gluinos, 3rd generation squarks, and lightest SUSY particles - neutralinos.

Using the data collected in 2016 and 2017 we performed cross section measurements for top pair production in association with massive vector bosons (t\bar{t}W, t\bar{t}Z). Several dedicated techniques were developed to increase the precision in the measurements. Most important ones are the improved electron and muon identification using machine learning techniques, which led to significantly increased signal purity, and precise determination of backgrounds due to misidentified leptons using data control samples. The results of this study present the most precise measurements of these processes available to date. In particular, the precision reached in t\bar{t}Z is for the first time better than the state-of-the-art theoretical calculations estimated at next-to-leading order quantum chromodynamics and electroweak accuracy. The methodologies developed within the context of this analysis were also applied in other measurements performed by the UGent CMS group, such as the observation of single top production in association with a Z boson [3]. These measurements provide a solid ground for other precision studies at the electroweak scale, where the differential distributions can be studied in detail and can be
used in the context of Effective Field Theory (EFT) to constrain new physics at scales higher than the range probed with direct searches at the LHC.

In summary, this thesis gives a comprehensive overview of the studies performed between 2015 and 2019 using data collected by the CMS experiment in the proton-proton collision at $\sqrt{s} = 13$ TeV. The thesis starts with a theoretical overview of the SM in Chapter 2. Chapter 3 introduces the LHC and the CMS detector components including trigger and online processing. Chapter 4 describes Monte Carlo (MC) simulation models and programs used in this thesis for collision event simulation. Object identification and event reconstruction are presented in Chapter 5. Chapter 6 summarizes physics analysis techniques for the SUSY searches in events with multiple charged leptons, jets, and missing transverse momentum. These measurements have been published in the peer-reviewed CMS collaboration papers:

- CMS Collaboration, "Search for supersymmetry in events with at least three electrons or muons, jets, and missing transverse momentum in proton-proton collisions at $\sqrt{s} = 13$ TeV", JHEP 02 (2018) 067

Preliminary results of these studies are also published as a CMS public note:


Chapter 7 summarizes the measurement of top pair production in association with a W boson, using the 2016 dataset collected by the CMS experiment; the results are published:


Preliminary results of this measurement are also available as a CMS public note:

- CMS Collaboration, "Measurement of the top pair-production in association with a W or Z boson in proton-proton collisions at 13 TeV", Physics Analysis Summary, CMS-TOP-16-017.

Chapter 8 presents the results of the cross section measurement of top pair production in association with a Z boson. The results of these measurement are in preparation to be submitted for publication. The preliminary results are published in a physics analysis summary by the CMS collaboration:


Finally, a summary and prospects for future analyses are given in Chapter 10.

The results obtained in this thesis were presented by the PhD candidate in various international conferences:

• "Studies of $t\bar{t}+V$ processes in the CMS Experiment", talk at the Top Quark Physics workshop, September 2016, Olomouc, Czech Republic. This preliminary result was presented the so-called ICHEP dataset, representing about 30% of the total statistics available by the end of the 2016. In addition, new measurement on the top pair production with a photon at 8 TeV center-of-mass energy was also reported.

• “Studies of the $t\bar{t}+X$ in CMS”, talk at the Large Hadron Collider Physics Conference, May 2017, Shanghai, China. This talk outlined first CMS preliminary result on the measurement of top pair production with a vector boson, using the whole 2016 dataset. Additionally, the most recent results were presented for the measurement of various processes in top quark sector, among which are the top pair production with a photon, top pair production with a pair of $b$ quarks and four top pair production.

• "Measurement of the top quark pair-production in association with a $W$ or $Z$ boson in $pp$ collisions at 13 TeV with full 2016 dataset at CMS experiment”, talk at the La Thuile Conference, March 2018, La Thuile, Italy. This talk was given during the Young Scientific Forum, where young researchers can deliver their results to the broad particle physics community.
In the quantum mechanical description, subatomic particles are described by wave functions that evolve according to the Schrödinger equation. In a quantum field theory (QFT) the laws of quantum mechanics are applied to the fields [4], i.e. continuous substances, spread throughout space and time. One QFT paradigm, which exhibits a wide range of physics, is the Standard Model (SM). This model is the most successful theory describing the elementary particles, as well as three of the four fundamental forces in nature, namely the electromagnetic, weak and strong. Unfortunately, the fourth force - gravity, the dominant force at large scales, is absent in this model. The ripples of a field are quantized into a bundle of energy, which can be thought of as particles within the QFT. For example, a cluster of the electromagnetic field can be considered as an electron.

An overview of the theoretical background for the work done in this thesis is given in this Chapter\(^1\). The main aspects and problems of the SM are discussed as well as a potential solution, such as Supersymmetry (SUSY), and an alternative approach to search for new physics phenomena.

### 2.1 THE STANDARD MODEL

Particles in the SM can be classified according to their intrinsic angular momentum (i.e. spin), which is related to how the wave function describing an ensemble of identical particles behaves under interchange of any two particles. Bosons, whose wave functions do not transform under such exchange, have integer values of spin, while fermions, whose wave functions change a sign under exchange of two particles with the same quantum numbers. The bosons obey Bose-Einstein statistics [6], while fermions obey Fermi-Dirac statistics [7]. There is a sacrosanct principle of QFT, called the spin-statistics theorem [8], which gives rise to the famous Pauli principle: two fermions can not occupy the same quantum state. No such restriction exists for bosons [9]. Fundamental particles can also be characterized by their chirality, the intrinsic property which specifies the direction in which the phase of the wave function rotates in the complex plane, i.e. clockwise is referred to as left-handed, and counterclockwise as right-handed. Additionally, fundamental particles are further characterized by their mass and by quantum numbers or charges that determine which of the fundamental forces they participate in.

Fermions are split into two groups: quarks and leptons. Quarks carry color charge, indicating that they participate in the strong interaction, while leptons do not. Quarks also carry an electric charge and, therefore, engage in the electromagnetic interaction. They can be either of an up-type, with an electric charge of \(+\frac{2}{3}|e|\), or a down-type, with an electric charge of \(-\frac{1}{3}|e|\). Leptons likewise can be electron-type or neutrino-type. Electrons carry an electric charge of \(-|e|\) while neutrinos have no electric charge.

\(^1\) The summary of the SM given in Section 2.1 largely follows Ref. [5].
All fermions are grouped into three generations. The particles in second and third generations can be considered as massive copies of the first generation particles, though an exception can be made for the neutrinos, where the mass hierarchy is currently unknown. This hierarchy causes particles of higher generations to decay to the lightest one, which explains why matter around us is made of particles from the first generation. There is currently no evidence for the existence of a fourth generation \[10\]. One fundamental measurement was done by the ALEPH experiment, which ruled out additional neutrinos with a mass less than one half of the Z boson mass (around 45 GeV) by measurements of the Z boson branching ratio to hadrons \[11\]. Each generation is divided into two types of leptons (electron-like and neutrino-like) and two types of quarks (up-type and down-type), so in total there exist six flavors of quarks and six flavors of leptons. For each fermion, a corresponding antifermion with the same mass but with opposite quantum numbers exists. Charged massive fermions are described by Dirac spinor fields (spin equals \(\frac{1}{2}\)), which have a component for each of the two chirality states. The uncharged fermions, the neutrinos, carry only left-handed chirality, while anti-neutrinos carry only right-handed chirality.

The fundamental forces result from couplings between fundamental fields. For example, the force between two excitations of a fermionic field is mediated by an excitation of a fundamental bosonic field to which it is coupled, which can be considered as an interaction in which a boson is exchanged between two fermions. The electromagnetic interaction, responsible for binding electrons in atoms, is mediated through the exchange of an excitation of the electromagnetic field, a photon (\(\gamma\)), which is electrically neutral and massless. The strong force is responsible for holding quarks together to form hadrons and for binding protons and neutrons together to form atomic nuclei. It is mediated via the exchange of massless bosons called gluons. The weak interaction is the mechanism responsible for changing the particle flavor and the process known as a \(\beta\) decay. The mediators of weak interaction are the \(W\) and \(Z\) bosons, discovered at CERN in 1983 \[12, 13\]. The SM also includes a scalar boson (spin equals 0), the Higgs boson, which is the particle associated with the Brout-Englert-Higgs (BEH) field. This field is responsible for the mass generation for the \(W\) and \(Z\) bosons and fermions.

The summary of the particles, their properties and the fundamental forces which they participate in, is given in Fig. 2.1. In the next few subsections we discuss some relevant and basic aspects of the SM.

2.1.1 *The Lagrangian formulation and principle of stationary action*

The SM is relativistic and its equations of motion are Lorentz invariant, or in other words, they do not depend on the choice of inertial frame. The equations in QFT can be obtained from the action by means of Hamilton’s principle. Mathematically, we can introduce the Lagrangian density \(\mathcal{L}\) \[15\] (hereafter, simply the Lagrangian) as a functional that takes the configuration of one or few fields, \(\phi(x)\) and their derivatives, \(\partial_\mu \phi\) and gives a number. The field values always depend on the point in space-time, denoted as \(x^2\). The action \(S\) can then be constructed by integrating the Lagrangian over space-time:

\[
S = \int \mathcal{L}(\phi, \partial_\mu \phi) d^4x
\] (2.1)

---
2 this will be omitted in equations to simplify the notation
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Figure 2.1: The summary of the SM of particle physics. The numbers are taken from [10]. The figure is made using the code taken from [14].

The action describes all possible trajectories for a system evolving from one given configuration to another. The principle of stationary action postulates that the true evolution of a physical system is a solution of the functional equation $\delta S = 0$.

2.1.2 Symmetry and gauge invariance

Symmetry, i.e. invariance under various transformations, plays an important role in the laws of nature. Symmetries can be either discrete or continuous. Examples of these two symmetries can be easily presented with geometrical figures. Rotation of a square is an example of a discrete transformation; only turns in 90, 180, 270 and obviously 360 degrees are symmetric. Rotation of a circle is an example of a continuous symmetry: after a rotation of any arbitrary angle, the circle looks the same as before.

A Lagrangian exhibits a continuous symmetry if it is invariant under a transformation of fields $\phi \rightarrow \phi^t = U\phi$. If the continuous transformation $U$ is constant at every point $x$ in space-time it is said to be global. Noether’s first theorem [16] states that a global continuous symmetry in the Lagrangian implies that an associated quantity is conserved. Three fundamental conservation laws in classic mechanics can be deduced from this theorem: invariance with respect to translations in time leads to the conservation of energy, invariance with respect to translations in space gives rise to the conservation of momentum, and invariance with respect to rotations in space gives rise to conservation
of angular momentum. In electrodynamics, the Lagrangian is invariant under global phase transformations, which gives rise to the conserved electric charge.

Field theories describe fields that can not be directly measured; instead, measurements are made of various observables such as energies, velocities, and charges. Different configurations, i.e. gauges, of the underlying fields may lead to the same set of observations. The components of the SM, i.e. quantum electromagnetic, weak and strong force theories, are examples of gauge theories. If the observable quantities of a physical theory do not change when a gauge transformation is performed (i.e., one possible gauge configuration is transformed to another), then the physical theory is said to be gauge invariant.

The SM is based on the requirement that the theory is invariant under certain types of local continuous gauge transformations $U(x)$, which unlike the global transformation $U$, can vary from point to point. The procedure used to enforce the symmetry on the fermionic fields necessitates the existence of additional gauge fields, i.e. bosonic fields, that are associated with the SM forces described earlier. To see how it works we first consider the $U(1)$ group gauge symmetry and then continue with SU(2) and SU(3) groups. The unitary group $U(n)$ is the group of unitary complex matrices with the size $n \times n$; additional S in the name states for special, implying the determinant of matrices is equal to 1.

2.1.3 Quantum Electrodynamics - abelian $U(1)$ gauge theory

Let’s consider the Dirac Lagrangian for a spin-$\frac{1}{2}$ massive particle:

$$\mathcal{L} = \bar{\psi} (i \gamma^\mu \partial_\mu - m) \psi,$$

where $m$ and $\psi$ are the mass and wave function associated with the particle, $\gamma^\mu$ are the Dirac matrices [4], $\bar{\psi}$ is the Hermitian conjugation of $\psi$ and $\mu$ numerates the space-time coordinates. This Lagrangian is invariant under the global transformation of the $U(1)$ group, which can represented as a turn in a complex plane [17]: $\psi \rightarrow \psi' = e^{iq\theta} \psi$. Here the charge, $q$, of the involved particle is written separately from the phase factor. This charge can be interpreted as a generator of the $U(1)$ group. If we consider a local transformation $\psi \rightarrow \psi' = e^{iq\theta(x)} \psi$ which varies from point to point, the Lagrangian is then no longer invariant due to the derivative in the first term:

$$\partial_\mu (e^{iq\theta(x)} \psi) = iq \partial_\mu \theta(x) e^{iq\theta(x)} \psi + e^{iq\theta(x)} \partial_\mu \psi.$$

For the Lagrangian an additional term appears after the transformation:

$$\mathcal{L} \rightarrow \mathcal{L} - iq \bar{\psi} \gamma^\mu \partial_\mu \theta(x) \psi.$$

Clearly, the invariance has been spoiled, but a general procedure is well-known to recover the symmetry. The derivative in Eq. 2.2 is replaced with the covariant derivative

$$D_\mu = \partial_\mu - iqA_\mu,$$

which includes an additional term whose role is to produce a cancellation of the term in Eq. 2.4 that spoiled the invariance. This procedure has resulted in the addition of a

---

3 For simplicity throughout this thesis natural units will be used in which $\hbar = c = 1$
new vector field $A_\mu$, transforming as $A_\mu \rightarrow A_\mu - \partial_\mu \theta$. As a new field has been added to
the theory, a corresponding kinetic term must be added to the Lagrangian in order to
describe the propagation of a spin-1 particle with a mass $m$ [18]:

$$\mathcal{L}' = -\frac{1}{4} F^{\mu\nu} F_{\mu\nu} + m^2 A_\mu A_\mu,$$

(2.6)

where

$$F^{\mu\nu} = \partial^\mu A^\nu - \partial^\nu A^\mu.$$

(2.7)

Note that Lagrangian in 2.6 is not gauge invariant. The $F^{\mu\nu}$ is invariant under the
gauge transformation:

$$\partial^\mu A^\nu - \partial^\nu A^\mu \rightarrow \partial^\mu (A^\nu - \partial^\nu \theta) - \partial^\nu (A^\mu - \partial^\mu \theta) \rightarrow \partial^\mu A^\nu - \partial^\nu A^\mu,$$

while the second term in Eq. 2.6 attains an additional term:

$$m^2 A_\mu A_\mu \rightarrow m^2 A_\mu A_\mu - 2m^2 A_\mu \partial_\mu \theta.$$

Therefore, to leave the Lagrangian invariant for arbitrary angle $\theta(x)$, the mass should
be equal to 0. Thus, starting from the globally invariant Dirac Lagrangian for fermions
and requiring it to be locally invariant, a new massless vector field appeared as a matter
of necessity. The $A_\mu$ can be interpreted as the photon field. Putting everything together
we recognize this result as the quantum electrodynamics (QED) Lagrangian:

$$\mathcal{L}_{\text{QED}} = \bar{\psi} (i\gamma^\mu \partial_\mu - m) \psi - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + q \bar{\psi} \gamma^\mu \psi A_\mu.$$

(2.8)

The term in the new gauge invariant Lagrangian represents electromagnetic interactions
of the fermions through their coupling with the photon field and the photons are the
force carriers of these electromagnetic interactions. The strengths of these interactions
are proportional to the charge $q$ of the particles involved. QED is an example of an
abelian gauge theory as successive applications of the phase commute with one another:
the order in which they are applied can be reversed without changing the result.

2.1.4 Renormalization

The last term in the Eq. 2.8 can be rewritten as $j^\mu A_\mu$, where $j^\mu = q \bar{\psi} \gamma^\mu \psi$ is the conserved
Noether current. This additional term, therefore, expresses the coupling with strength $q$
between the conserved fermion current and the photon field. The resulting interaction
vertexes, shown in Fig. 2.2, have therefore two fermion legs and one boson leg. These
diagrams, showing lines for a certain class of particle paths through space-time, give
a visible representation of quantum mechanical transition amplitudes from an initial
to a final state and are called Feynman diagrams [19]. With each part of the diagram,
Feynman rules can be associated, simplifying the derivation of a transition amplitude
for the depicted process. The exact rules are shown in various books on the subject of
particle physics [4, 9, 17] and will be skipped in this thesis. Besides being used to make
calculations more straightforward, Feynman diagrams can also simply be used to depict certain processes and interactions between particles. Matter particles are conventionally represented by straight lines with arrows pointing forward in time for fermions, and backward in time for antifermions. Electroweak gauge bosons tend to be represented by wavy lines, gluons by curly lines, and scalars by dashed lines.

(a) annihilation  (b) pair creation  (c) radiation  (d) absorption

Figure 2.2: Feynman diagrams for interaction vertexes in a U(1) gauge theory, associated with the last term in the Eq. 2.8. In these diagrams, the arrow of time flows from left to right. Fermions are represented with solid lines with an arrow going forward in time, anti-fermions have their arrow of time going backwards in time. The gauge boson is represented with a wavy line. At each vertex, an incoming ($\psi$) and outgoing ($\bar{\psi}$) (anti-)fermion interact with a photon field leading to such physical processes as fermion and anti-fermion annihilation and pair creation, and photon radiation and absorption by the charged fermion [19].

The leading order for a fermion scattering process is shown in Fig. 2.3, additionally to the high-order diagrams, which can involve closed loops. For each additional vertex in the Feynman diagram, a factor $\alpha \sim e^2$ ($e$ is the charge of an electron) is introduced in the scattering amplitude, while the virtual particles (i.e. the particles described by the internal lines in the Feynman diagram) contribute to the total scattering amplitude through their propagators which depend on the momentum of virtual particles. One needs to consider all possible momenta in the propagators, introducing integrals over momentum space. Since there is no limit on the range of the integration and on the number of diagrams, the probability may a priori diverge to infinity, which can be handled through renormalization. A theory with such property, i.e. a theory for which the series of the contributions from all diagrams converges is said to be renormalizable.

Figure 2.3: Feynman diagrams for a fermion scattering process. In addition to the first-order diagram (left) in which the incoming fermions are simply scattered by exchange of a gauge boson, two higher-order loop contributions (center and right) are shown [19].
The renormalization procedure hides the divergences by absorbing them in a redefinition of the coupling constant and the mass of the fermion. Because the higher-order contributions depend on the total momentum transfer, renormalization introduces a renormalization scale \( \mu \), the point at which the divergences canceling is performed. As a result, the renormalization coupling also depends on \( \mu^2 \) according to:

\[
\alpha(q^2) \approx \alpha(\mu^2) \frac{1}{1 - \frac{\alpha(\mu^2)}{3\pi} \log \frac{q^2}{\mu^2}},
\]

(2.9)

where \( q \) is the transferred momentum between the fermions\(^4\) [18]. The electromagnetic coupling can be obtained by an appropriate renormalization of the electron charge defined at an arbitrary scale \( \mu^2 \). From the Eq. 2.9 it could be seen that the electromagnetic coupling parameter increases with an increase in transferred momentum. In the literature this effect is referred to as the "running of the coupling constant". At momentum transfers close to electron mass \( \alpha \) approximately equals to \( \frac{1}{137} \), while close to Z boson mass it is close to \( \frac{1}{128} \). At the Large Electron–Positron Collider (LEP) it was experimentally confirmed that the strength of the electromagnetic interaction between two charged particles increases as the center-of-mass energy of the collision increases [20].

2.1.5 Non-abelian gauge theories

To make further progress and describe weak and strong interaction a Lagrangian invariance under local transformations of non-abelian groups, such as SU(2) and SU(3), must be considered. The non-abelian groups are the groups for which the generators of the group, \( T^a \), do not commute:

\[
[T^a, T^b] = i f^{abc} T^c,
\]

where \( f^{abc} \) are called the structure constants [21]. A simple example of a non-abelian group is the rotation group SO(3) in three dimensions: the rotation in 90 degrees along one axis and then 90 degrees along a different axis doesn’t give the same result as doing the rotation the other way round. In the following subsections, the electroweak and quantum chromodynamics (QCD) are discussed separately. For each of SU(2) and SU(3) group, a representation \( t^a \) is first chosen for the generators of the group similarly to \( q \) in U(1) group. Next step, we demand that the theory be invariant under a local SU(n) transformation, \( \psi \to e^{ig\alpha^a(x)\mu^a} \psi \), where \( \alpha^a(x) \) are arbitrary functions of \( x \) and \( g \) parameterizes the strength of the interaction. As was introduced previously, the derivative will be replaced by a covariant derivative:

\[
D_\mu = \partial_\mu - igA^a_\mu t^a.
\]

In this term a new vector field \( A^a_\mu \) appears. The field tensor then should be extended with respect to Eq. 2.7:

\[
F^{a}_{\mu \nu} = \partial_\mu A^a_\nu - \partial_\nu A^a_\mu + gf^{abc} A^b_\mu A^c_\nu.
\]

\(^4\) This is a usual definition, please do not mix with a charge defined earlier
This extension happens as a result of the non-commutative nature of the generators of SU(n) group [4]. The last term can be interpreted as the gauge boson self-interactions which do not appear in abelian theories such as QED. Note also that a gauge field has emerged corresponding to each generator of the group. The symmetry group used in the case of QED is U(1), which has a single generator and a single gauge field. In addition, Noether’s theorem results in a single conserved charge. SU(n) has \( n^2 - 1 \) generators; therefore, an SU(n) gauge theory has \( n^2 - 1 \) gauge fields, and application of Noether’s theorem yields \( n \) conserved charges.

The SM is based on the product of two special unitary groups and one unitary group: SU(3) × SU(2) × U(1). The SU(3) group describes the strong interactions, while the SU(2) × U(1) group describes both the weak and electromagnetic interactions.

### 2.1.6 Quantum chromodynamics

QCD, which provides a successful description of the strong interaction, emerges when the Lagrangian is required be invariant under local transformations of the non-abelian gauge group SU(3)\(_c\). Because it is SU(\(n\)) with \( n = 3 \), there are three conserved charges, referred to as color charges red, green, and blue. Similarly, there are \( n^2 - 1 = 8 \) generators of the group corresponding to the eight gauge fields, called gluons. Leptons, which carry no color charge, do not interact via the strong force. Each quark flavor can be expressed as a color triplet:

\[
q = \begin{bmatrix}
q_r \\
q_g \\
q_b
\end{bmatrix}
\]

where the \( q_x \) are Dirac spinors and the subscripts label the color states. The QCD Lagrangian is

\[
\mathcal{L}^{QCD} = \mathcal{L}^{\text{quarks}} + \mathcal{L}^{\text{gluons}} = \sum_f \bar{q}_f(i\gamma_\mu D_\mu - m_f\delta_{ij})q_j^f - \frac{1}{4}\sum_{a=1}^{8} G_{\mu\nu}^a G^{\mu\nu}_a,
\]

where

\[
D_\mu^{ij} = \partial_\mu \delta_{ij} - ig_s t^a_{ij} G^a_\mu,
\]

\( t^a \) are the generators of SU(3) and can be represented as Gell-Mann matrices [18], \( g_s \) is the strong coupling constant, \( \delta_{ij} \) - Kronecker delta (the \( i \) and \( j \) are color indexes running from 1 to 3). The gluon field strength tensor with color \( a \) is defined as

\[
G^{a}_{\mu\nu} = \partial_\mu G^a_\nu - \partial_\nu G^a_\mu + g_s f^{abc} G^b_\mu G^c_\nu.
\]  

Here and \( f^{abc} \) are defined by the commutation relation for the Gell-Mann matrices. As carriers of color charge, gluons can couple to one another; this “self-interaction” arises from the last term in Eq. 2.10.
2.1.7 *Electroweak unification*

The models that make an attempt to describe electroweak interaction (four fermion interaction theories like Fermi model) violate unitarity at high energy and are not renormalizable. In analogy with QED the solution of the problem emerges from construction of a gauge theory of weak interactions leading to the introduction of intermediate vector bosons with spin equal to 1. However, to model the short range of the weak interactions, such bosons could not have zero mass, and this term in the Lagrangian as we saw before would violate the gauge symmetry. The problem was solved (discussed in the next subsection) by the introduction of spontaneously broken symmetries (SSB), which then led to the prediction of the existence of the so-called BEH boson.

A unified description of the weak and electromagnetic forces was proposed by Glashow [22], Salam [23], and Weinberg [24], and it results from the assumption of invariance under an SU(2)×U(1) gauge symmetry. The SU(2) symmetry gives rise to the conserved weak isospin charge with three corresponding massless bosons (W₁, W₂, and W₃), and the U(1) symmetry gives rise to the conserved weak hypercharge and its associated massless B boson.

A major difference between the weak force and the other fundamental forces is that the weak force is a chiral theory, which does not have symmetry for different particle chiralities. To specify the field content it is necessary to split it into left- and right-handed components, which can be accomplished via the projection operators:

\[
\psi_L = \frac{1}{2}(1 - \gamma^5)\psi,
\]

\[
\psi_R = \frac{1}{2}(1 + \gamma^5)\psi,
\]

where \(\gamma^5\) is the fifth \(\gamma\) matrix defined through other four \(\gamma\) matrices. The right-handed fermions do not participate in the weak interaction. For this reason, the weak isospin group is introduced, which is referred to as SU(2)\(_L\). Mathematically, this means that right-handed fermions transform as isospin singlets and left-handed fermions transform as isospin doublets:

\[
Q^i_L = \begin{bmatrix} u^i_L \\ d^i_L \end{bmatrix}, \quad E^i_L = \begin{bmatrix} \nu^i_L \\ \ell^i_L \end{bmatrix}
\]

\[
f^i_R = \begin{bmatrix} \ell^i_R \\ u^i_R \\ d^i_R \end{bmatrix}
\]

where \(i\) runs over the three fermion generations. The mass term can be expressed in the following way:

\[
-m_f \bar{\psi}\psi = -m_f (\bar{\psi}^i_R \psi^i_L + \bar{\psi}^i_L \psi^i_R)
\]

Other two terms vanish because of the \(\gamma^5\) matrix properties:

\[
(1 - \gamma^5)(1 + \gamma^5) = 1 - (\gamma^5)^2 = 0
\]
The mass term as before is not gauge invariant because $\psi_L$ changes under isospin rotations while $\psi_R$ does not. The covariant derivative $D_\mu$ is

$$ D_\mu = \partial_\mu - ig_1 \frac{1}{2} W^a_\mu \sigma^a - ig_2 \frac{Y}{2} B_\mu $$

where the $a$ index runs from 1 to 3 over the generators of SU(2). Here $\sigma^a$ are Pauli matrices, $B_\mu = U(1)$ gauge field, $W^a_\mu$ are 3 SU(2) gauge fields, $g_1$ and $g_2$ are SU(2) and U(1) coupling constants. Interactions between the two flavors in a doublet are mediated by the $W^1$ and $W^2$ bosons, which carry isospin $T_3 = \pm 1$, while the $W^3$ couples with two fermions of the same flavor has no weak isospin. The two flavors in the doublet have $T_3 = \frac{1}{2}$ and $T_3 = -\frac{1}{2}$ respectively. The right-handed particles carry no weak isospin charge, and do not interact with the SU(2)$_L$ gauge bosons. The electromagnetic charge is retrieved as a simple sum out of the weak isospin and hypercharge using the Gell-Mann-Nishijima formula [25–27]:

$$ Q = T_3 + \frac{Y}{2} $$

The term describing how fermions interact with the $W^a_\mu$ and $B_\mu$ fields is

$$ \mathcal{L}_{int} = \sum_i \bar{f}^i (i \gamma^\mu D_\mu) f^i $$

where $i = 1, 2, 3$ refers to the three fermion generations, and $f$ - all possible left and right fermions.

The unification of the forces leads to the mixing of the three SU(2)$_L$ and the U(1)$_Y$ gauge bosons, which form the observed W boson, Z boson and photon fields through the following linear combinations:

$$ W_{\mu}^\pm = \frac{W^1_\mu + iW^2_\mu}{\sqrt{2}} $$

$$ Z_\mu = \cos \theta_W W^3_\mu - \sin \theta_W B_\mu $$

$$ A_\mu = \sin \theta_W W^3_\mu + \cos \theta_W B_\mu $$

The Weinberg angle $\theta_W$ defines the mixing between the neutral SU(2)$_L$ gauge field and the U(1)$_Y$ gauge field. As a result, it links the coupling constants of the two symmetry groups:

$$ \sin \theta_W = \frac{g_2}{\sqrt{g_1^2 + g_2^2}} \quad \cos \theta_W = \frac{g_1}{\sqrt{g_1^2 + g_2^2}} \quad \Rightarrow \tan \theta_W = \frac{g_2}{g_1} $$

This completes the description of an electroweak sector, which has two obvious drawbacks. As it was shown, there are four conserved charges, while the observed electroweak sector conserves only electric charge and the neutral component of weak isospin. Needless to say, that similarly to U(1) none of the SM fermions that participate in weak interaction can have mass.
2.1.8 Electroweak symmetry breaking

A model to dynamically generate mass for SM fermions and W and Z bosons was proposed independently by Brout and Englert [28], Higgs [29] and Guralnik, Hagen, and Kibble [30]. The gauge symmetry must somehow be broken, which occurs through a mechanism called SSB. SSB is "spontaneous" in the sense that "no external agency is responsible" for it [5], as occurs for example when gravity breaks the symmetry, making up and down different from left and right.

Let’s consider a doublet of complex scalar fields for which the ground state does not respect the SU(2)\(_L\) \(\times\) U(1)\(_Y\) symmetry:

\[
\phi = \begin{bmatrix} \phi^+ \\ \phi^0 \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} \phi_1 + i\phi_2 \\ \phi_3 + i\phi_4 \end{bmatrix}
\]

The isospin doublet has weak hypercharge \(Y = 1\), and thus the upper component with \(T_3 = \frac{1}{2}\) has electric charge +1 while the \(T_3 = -\frac{1}{2}\) component has no electric charge. The Lagrangian describing this weak isospin doublet contains a kinetic and potential term:

\[
L = \frac{1}{2} (\partial_\mu \phi)^\dagger (\partial^\mu \phi) - V(\phi),
\]

\[
V(\phi) = \mu^2 \phi^2 + \lambda \phi^4.
\]

The Lagrangian contains a mass term \(\mu^2\) and a parameter \(\lambda\) describing the strength of the scalar field’s self-interaction. To ensure a global minimum for the potential term, \(V(\phi)\), \(\lambda\) is required to be positive. The mass term \(\mu^2\) can take negative or positive values. If \(\mu^2\) is positive, the global minimum is at \(\phi = 0\), and the symmetry is respected. But in the case of \(\mu^2 < 0\), the potential has no longer a minimum at \(\phi = 0\), which is now a local maximum. Instead, we have a degenerate vacuum, described by

\[
\phi_{\text{min}}^2 = \frac{\mu^2}{2\lambda} = \frac{v^2}{2}
\]

Here the variable \(v\) is introduced, which is used to denote so-called vacuum expectation value (VEV) for a Higgs field. Using the Goldstone theorem, we can choose a specific gauge for SU(2)\(_L\) \(\times\) U(1)\(_Y\) where \(\phi^+ = 0\) and fix neutral component of \(\phi\) to neutral number. Specifically, the ground state, invariant under U(1)\(_{EM}\) transformation looks like:

\[
\phi_{\text{ground}} = \frac{1}{\sqrt{2}} \begin{bmatrix} 0 \\ v \end{bmatrix}
\]

with excited states defined with respect to this ground state in terms of a real field \(h(x)\):

\[
\phi = \frac{1}{\sqrt{2}} \begin{bmatrix} 0 \\ v + h(x) \end{bmatrix}
\]

After substituting Eq. 2.13 in the Lagrangian in Eq. 2.12 the terms which corresponds to massive \(W^\pm\) and \(Z\) bosons will appear from \((\partial_\mu \phi)(\partial^\mu \phi)\) term. The \(W^\pm\) and \(Z\) bosons attain the mass equal to \(\frac{\mu v}{2}\) and \(\sqrt{\frac{\lambda v^2}{2} + \frac{\mu^2 v^2}{2}}\), respectively. After the symmetry breaking, the electric charge is still conserved, and the photon is still massless. Note that the
U(1) symmetry that is respected is not the same U(1) symmetry that was present before SSB because the photon field is a mixture of fields from the spontaneously broken SU(2)L×U(1)Y symmetry.

The quarks and leptons are "born" massless, as the terms which contain $\bar{\psi}\psi$ are not invariant under the electroweak U(2)L×U(1)Y symmetry. However, it is still possible to write a Yukawa Lagrangian which describes the coupling between the fermions and the scalar Higgs field $\phi$: $-\alpha f \bar{\psi}\psi \phi$. When SSB happens this term splits into 2 pieces, one of which is a Yukawa coupling to the physical Higgs field ($h(x)$) and second is the pure fermion mass term, which contains VEV as a coefficient. Unfortunately, this splitting doesn’t help us to calculate the particle masses - it simply trades one unknown parameter (mass of the fermion) for another (Yukawa coupling to the scalar field).

Searches for the BEH boson were performed by both ATLAS and CMS Collaborations with the data set collected in Run I. Five decay modes, namely $\gamma\gamma$, $ZZ \rightarrow 4\ell$, $W^+W^-$, $\tau^+\tau^-$ and $b\bar{b}$, were examined and the most significant excesses were observed in the decay modes $\gamma\gamma$ and $ZZ \rightarrow 4\ell$ at an invariant mass of the reconstructed particles around 125 GeV. In 2012 ATLAS and CMS Collaborations claimed the discovery of the BEH boson [1, 2]. The analyses of data set collected at Run II between 2015 and 2018 confirmed the observation and the properties of the BEH boson were studied, in particular in one of the most prominent final states with low expected background, namely the four charged lepton final state; the reconstructed invariant mass of four charged lepton with the data set collected by the CMS experiment in Run II (137.1 fb$^{-1}$) is shown in Fig. 2.4. The measured mass of the boson is equal to 125.26 ± 0.21 GeV [31], while the boson width is constrained to be $3.2^{+2.8}_{-2.2}$ MeV [32].

Up to date the BEH boson has been examined in various decay modes: besides the discovery four-lepton and $\gamma\gamma$ channels, the observation of the BEH boson with five standard deviations was confirmed in the $W^+W^-$, $\tau^+\tau^-$ [34] and $b\bar{b}$ [35] final states separately. In addition, the BEH boson production in association with a top quark-antiquark pair was observed [36] and first searches for the BEH boson were performed in the $\mu\mu$ channel [37]. In all these channels, the Yukawa couplings to fermions and

![Figure 2.4: Distribution of the reconstructed four-lepton invariant mass. Points with error bars represent the data and stacked histograms represent the expected signal and background distributions. The BEH boson with a mass around 125 GeV is denoted as H(125). The figure is taken from [33].](image-url)
coupling to vector bosons were measured by the CMS experiment with the 35.9 fb$^{-1}$ of data collected in 2016 [38]. These measurements are illustrated as a function of the particle mass in Fig. 2.5. The fit to the measured coupling constants describes the SM prediction within one standard deviation, except for high masses close to the $t$ quark mass. These precision measurements show that the observed boson is indeed the BEH scalar boson predicted in the SM.

2.2 PHYSICS BEYOND THE STANDARD MODEL

The SM has been very successful. Plenty of particles and their properties were predicted before they were confirmed experimentally to exist, among them are the BEH, W and Z bosons. Though the theoretical work on the SM largely was completed in the 1970s, the most recent observation of the BEH boson in 2012 [1, 2] confirmed the mechanism of spontaneous electroweak symmetry breaking. Even though the SM has succeeded in predicting and explaining quite a wide range of physics processes, it can not be the ultimate theory describing the universe. The open questions to the SM roughly can be divided into two categories: first comprises experimental results not covered by the SM and second covers the theoretical problems of the SM which don’t have fundamental explanation.

Cosmological observations have revealed that the SM particle spectrum only corresponds to 5% of the energy and matter content in the universe, while the remaining 27% and 68% are composed of so-called dark matter and dark energy [39]. Dark matter is a hypothetical type of matter that interacts with ordinary matter so weakly that it has not yet been observed directly, despite its gravitational influence has been indirectly observed in a wide range of astronomical and cosmological data [40]. The SM neutrinos are similar to dark matter, but they are not massive enough to constitute a significant
fraction of dark matter. Dark energy is an unknown type of energy associated with the vacuum of space, and it is responsible for the observed acceleration of the universe expansion. Furthermore, the SM cannot explain the imbalance between ordinary matter and antimatter known as the matter-antimatter asymmetry [41].

According to the SM, neutrinos are massless particles. However, neutrino oscillation experiments have shown that neutrinos are massive. Mass terms for the neutrinos can be added to the SM by hand, but this leads to a theoretical problem, i.e. the mass terms need to be extraordinarily small. The mass range in the SM is already 5 orders of magnitude wide, from electron mass of 0.511 MeV to top quark of 173 GeV. No explanation exists to tell us why the range, i.e. coupling to the BEH boson according to the spontaneous electroweak symmetry breaking mechanism, is so wide. Moreover, we know that at much larger scales, i.e. the Planck scale of $10^{19}$ GeV, the SM can no longer be a complete theory, as quantum gravity effects will then need to be included. This is usually referred to as the hierarchy problem.

Another theoretical problem is the number of free parameters in the SM, which are 19 numbers. The values of the parameters are known from experiments, but the origin of the values has no suitable explanation. Gravity, as already mentioned, is not included in the SM. Although gravity is sometimes considered too weak to be relevant in experimental physics, it governs the physics on a large scale. Gravity is well described under relativity; however, it is not predicted by the SM, and a unified theory that encompasses both quantum phenomena and gravity has not been formulated yet.

All mentioned problems point physicists to the fact that the theories beyond the standard model (BSM), or so-called new physics (NP), are necessary.

2.3 NEW PHYSICS IN THE TOP QUARK SECTOR

The top quark, the heaviest fundamental particle of the SM, was discovered quite recently in 1995 at Fermilab by the CDF and D0 collaborations [42, 43]. Its discovery was expected, because it was the only missing constituent in the third generation of fermions. At the LHC, top quarks are produced predominantly in pairs through gluon fusion and quark-antiquark annihilation.

Various theoretical motivations justify paying special attention to processes involving top quarks. Owing to its large mass, the top quark has a very short lifetime of around $5 \times 10^{-25}$ s. Consequently, it decays before it has time to interact with any other particles, and it does not form bound states as other quarks do. This gives us a possibility to study a “bare” quark. Furthermore, because of its high mass, the top quarks contribution to the higher-loop diagrams plays a significant role, making the mass of top quark a crucial parameter in theory. The Yukawa coupling of the Higgs to the top quark is at the order of unity and is much larger than the next largest Yukawa coupling (see Fig. 2.5). This suggests that the top quark may have a special relationship to the Higgs field and can give us a hint to NP.

One of the most promising strategies to detect NP is by measuring the top quark coupling to gauge bosons and looking for deviations from the SM predictions. Most relevant for the thesis presented here are the processes of top quark pair production ($t\bar{t}$) in association with a W ($t\bar{t}W$) and a Z ($t\bar{t}Z$) bosons which became accessible with huge data sets collected so far. The leading order Feynman diagrams for $t\bar{t}W$ and $t\bar{t}Z$ processes are shown in Fig. 2.6. The $t\bar{t}Z$ process allows us to study the coupling between the top quark and the Z boson. This coupling is an important missing piece of information in the way of understanding the electroweak symmetry breaking mechanism. In principle,
indirect constraints on the top quark and a Z boson coupling can be obtained from the data collected at LEP. But the most precise constrain on the coupling can only be obtained from the direct measurement of the $t\bar{t}Z$ process \cite{44}. The precision measurement of the $t\bar{t}Z$ inclusive cross section is presented in this thesis in Chapter 8.

$$A_{FB} = \frac{N_F - N_B}{N_F + N_B}, \quad (2.14)$$

where $N_F$ is the number of events in which some particular final state particle is moving "forward" with respect to some chosen direction, while $N_B$ is the number of events with the final state particle moving "backwards".

Unfortunately, the asymmetry predicted by the SM at the LHC is much smaller than similar quantity at the Tevatron. The main reason is that the asymmetry is induced only by the fraction of top quark pair final states generated by quark-antiquark collisions, which at the LHC represent only around 15% of the total rate, compared to 85% at Tevatron. The smallness of the effect at the LHC makes it difficult to reach the sensitivity needed to measure the charge asymmetry in $t\bar{t}$ events, and probe possible deviations from the SM expectation. The latest measurements of top charge asymmetry performed so far using CMS and ATLAS data show a consistency with the SM predictions, though the best-measured value has a total uncertainty of 60% \cite{46}.

The $t\bar{t}W$ production is an alternative process for probing SM charge asymmetry in top quark pair production. At leading order (LO) production in QCD (see Fig. 2.6, left), it can only occur via a quark-antiquark annihilation, and no contribution from gluons in the initial state is possible. The small contribution from the symmetric gluon-gluon production channel, which only opens up at next-to-next-to-leading order, makes the resulting asymmetry significantly larger than in $t\bar{t}$ production \cite{47}. The first step towards the charge asymmetry measurement in the $t\bar{t}W$ process is the $t\bar{t}W$ inclusive cross section measurement, which is presented in this thesis in the Chapter 7.

Moreover, both the $t\bar{t}W$ and $t\bar{t}Z$ cross section measurements can be interpreted in the context of an effective field theory (EFT) to constrain the Wilson coefficients \cite{48}. In this way, cross section measurements can be used for NP searches in a model independent way.
In effective field theory approach, the SM Lagrangian is extended through higher order operators. To study the effects of NP, the expected cross sections are calculated as a function of the Wilson coefficients which parametrize the strength of the NP interactions. The details and most recent experimental constraints from tW and tZ measurements are reported in [45, 49].

2.4 **SUPERSYMMETRY**

As we already saw previously, symmetries are playing a crucial role in the SM. In 1974, Wess and Zumino introduced\(^5\) a symmetry that mixes together fermions and bosons. Invariance under the space-time transformation of fermions into bosons and vice versa is called supersymmetry, in short SUSY. In principle, it is not so hard to construct the Lagrangian for such a symmetry, as long as the boson and fermion partners have the same mass. In reality, no such particles were observed experimentally. It means that this symmetry, if it exists of course, must be a broken symmetry. This way we can presume that the SUSY particles are much heavier than the accessible energy range at modern colliding machines.

There exist several theoretical justifications why this symmetry might exist. An introduction of a number of new particles modifies the energy dependence of the strong, weak and electromagnetic running coupling constants. Within a Grand Unified Theory (GUT) framework all three coupling constants appear to unify at around $10^{16}$ GeV if we include contribution from SUSY. Moreover, an important step can be made of including gravity in the overall unified framework.

SUSY also gives a solution to a hierarchy problem, which can be reformulated in the following way. We know that the BEH boson strongly couples to the most massive particles, in particular, coupling to the top quark is the largest. The SM is still required to be a renormalizable theory, which means that the BEH boson mass as an observed quantity should get a contribution from various loop diagrams involving in majority the contribution from the top quark. If a suggestion is made that the SM is valid not only in electroweak scale, but also can be extended far away to the Planck scale, then quantum corrections to the BEH boson mass will be proportional to the scale itself. It also means that SM Lagrangian will diverge quadratically at the Planck scale. Introducing two complex scalars will rule out this divergence because according to spin-statistics theorem [8] the contribution from these two scalars must be opposite to the contribution from the top quark.

Within minimal supersymmetry SM (MSSM) theory a discrete, multiplicative symmetry, called R-parity, could be introduced. Its quantum number is given by the formula:

$$R = (-1)^{3B+L+2s},$$

where $B$, $L$ and $s$ are the baryon number, lepton number and spin quantum number, respectively. Then, for SM particles $R$ is equal to 1, and their SUSY partners have $R$ equal to $-1$. Experimentally, this parity can be illustrated by considering the high stability of protons, which have life-time greater than $10^{32}$ years as opposed to decay into neutral pion and positron [51]. The $R$-parity conservation also leads to an important consequence of MSSM: the lightest neutral SUSY particle (LSP) will necessarily be stable and therefore can be a suitable candidate for a dark matter.

---

\(^5\) for a complete review of the supersymmetry please see the review from S.Martin in [50]
In the next few subsections the particle content of the SUSY is discussed, as well as the production and decay of the SUSY particles, and the way to search them at LHC will be addressed.

2.4.1 Particle content

Particles in a SUSY theory are represented by the supermultiplets. These multiplets contain both fermion and boson states. Spin-statistics theorem [8] tells us that number of fermionic and bosonic degrees of freedom must be equal. In the simplest case, a supermultiplet then consists of a two-component Weyl fermion\(^6\) and a complex scalar field, the sfermion\(^7\). It is called a chiral or matter supermultiplet. The ordinary SM fermions fit into these chiral multiplets, even though left- and right-handed fermions need to settle in separate supermultiplets.

A second possibility is to include a spin-1 vector boson. The resulting supermultiplet is called a gauge or vector supermultiplet and consists of a massless spin-1 boson and a massless spin-\(\frac{1}{2}\) Weyl fermion. The theory must remain renormalizable, therefore the bosons can only attain a mass through spontaneous symmetry breaking mechanism. Given that gauge bosons transform under the adjoint representation of the gauge group, so must their superpartners, the so-called gauginos. This means that left-handed and right-handed gauginos will transform in the same way under the gauge group as opposed to the fermions we know from the SM.

A first step in construction of a MSSM, is an inclusion of all the SM particles in the supermultiplets. SM fermions – the quarks and leptons – have to be members of chiral supermultiplets, because left- and right-handed fermions transform differently under the electroweak gauge symmetry. Their spin-0 superpartners are called squarks and sleptons. Symbolically, superpartners are denoted with a tilde sign above the usual SM symbol. The chiral supermultiplets are present in the MSSM are summarized in Table 2.1. The representation of the SM gauge group under which the supermultiplets transform is given in the last column. All chiral supermultiplets are defined in terms of left-handed Weyl spinors, which is why the conjugates of the right-handed quarks and leptons appear in the table.

<table>
<thead>
<tr>
<th>Names</th>
<th>spin 0</th>
<th>spin 1/2</th>
<th>SU(3)_C, SU(2)_L, U(1)_Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>squarks, quarks</td>
<td>Q</td>
<td>(\tilde{u}_L \ \tilde{d}_L)</td>
<td>(u_L \ d_L)</td>
</tr>
<tr>
<td>(×3 families)</td>
<td>\tilde{u} \ \tilde{d}</td>
<td>u_R \ d_R</td>
<td>(3, 1, -2/3)</td>
</tr>
<tr>
<td>sleptons, leptons</td>
<td>L \ \bar{e}</td>
<td>(\tilde{\nu} \ \tilde{e}_L)</td>
<td>(\nu \ e_L)</td>
</tr>
<tr>
<td>(×3 families)</td>
<td>\bar{\nu} \ \bar{e}</td>
<td>e^+_R</td>
<td>(1, 1, 1)</td>
</tr>
<tr>
<td>Higgs, higgsinos</td>
<td>H_u</td>
<td>(H_u^+ \ H_u^0)</td>
<td>(H_u^+ \ \tilde{H}_u^0)</td>
</tr>
<tr>
<td>H_d</td>
<td>(H_d^0 \ H_d^-)</td>
<td>(\tilde{H}_d^0 \ \tilde{H}_d^-)</td>
<td>(1, 2, -1/2)</td>
</tr>
</tbody>
</table>

Table 2.1: Chiral supermultiplets in the MSSM. The spin-0 fields are complex scalars, and the spin-\(\frac{1}{2}\) fields are left-handed two-component Weyl fermions. The table is taken from [50].

\(^6\) the particle described by a relativistic wave equation for massless spin-\(\frac{1}{2}\) particles

\(^7\) "s" here stands for scalar
The vector bosons of the SM will have to reside in gauge supermultiplets together with a Majorana fermion\(^8\) field. An overview of the gauge superfields present in the MSSM is given in Table 2.2. After electroweak symmetry breaking, the neutral gauge bosons \(W^3\) and \(B\) mix to form the mass eigenstates for \(Z\) and \(\gamma\) bosons. The corresponding gaugino mixed states are called the zino (\(\tilde{Z}\)) and photino (\(\tilde{\gamma}\)).

<table>
<thead>
<tr>
<th>Names</th>
<th>spin 1/2</th>
<th>spin 1</th>
<th>(SU(3)_C, SU(2)_L, U(1)_Y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>gluino, gluon</td>
<td>(\tilde{g})</td>
<td>(g)</td>
<td>(8, 1, 0)</td>
</tr>
<tr>
<td>winos, W bosons</td>
<td>(\tilde{W}^\pm) (\tilde{W}^0)</td>
<td>(W^\pm W^0)</td>
<td>(1, 3, 0)</td>
</tr>
<tr>
<td>bino, B boson</td>
<td>(\tilde{B}^0)</td>
<td>(B^0)</td>
<td>(1, 1, 0)</td>
</tr>
</tbody>
</table>

Table 2.2: Gauge supermultiplets in the MSSM. The table is taken from [50].

In the MSSM, the superpartners listed in Tables 2.1 and 2.2 are not necessarily the mass eigenstates of the theory. After electroweak symmetry breaking, the remaining symmetry of the theory is the \(SU(3)_c \times U(1)_{EM}\) symmetry. This means that particles that correspond to the same \(SU(3)_c \times U(1)_{EM}\) gauge eigenstates can mix with each other. The mass eigenstates can be determined by diagonalizing the mass matrices, which is constructed by gathering all terms in the Lagrangian that have a quadratic component of the fields.

The charged electroweak gauginos, \(\tilde{W}^1\) and \(\tilde{W}^2\) (the winos), and the charged higgsinos, \(\tilde{H}^\pm\) and \(\tilde{H}^0\), mix to form the so-called charginos denoted by \(\tilde{\chi}^\pm_1\) and \(\tilde{\chi}^\pm_2\). The neutral wino (\(\tilde{W}^3\)) and bino (\(\tilde{B}\)) and the higgsinos (\(\tilde{H}_u^0\) and \(\tilde{H}_d^0\)) form neutralinos, denoted as \(\tilde{\chi}^0_1, \tilde{\chi}^0_2, \tilde{\chi}^0_3\) and \(\tilde{\chi}^0_4\). The lightest among the neutralinos - \(\tilde{\chi}^0_1\) - is considered as the LSP.

The gluino, which is a color octet, cannot mix with any other particle. In this respect it is unique among all MSSM particles. The mass eigenstate is thus the same as the gauge eigenstate. The squarks and sleptons are scalars with the same quantum numbers, and so they can mix with each other. The mass eigenstates of the squarks and sleptons should therefore be determined by diagonalizing three \(6 \times 6\) mass matrices – one for up-type squarks, one for down-type squarks and one for charged sleptons – and one \(3 \times 3\) mass matrix – for the sneutrinos. Because of the dependence on the fermion masses, the mixing is especially important for the top squark sector. The mass eigenstates for the top squark are usually denoted by \(\tilde{t}_1\) and \(\tilde{t}_2\). The \(\tilde{t}_1\) can become substantially lighter than all other squarks because of the large mixing that can be present. Therefore, it is very well possible that the \(\tilde{t}_1\) is the only accessible squark at the LHC. The squarks of the first and second generation are usually grouped together, and assumed to be mass-degenerate.

### 2.4.2 Particle production and decay

When we assume that R-parity is conserved, the production of sparticles at hadron colliders such as the LHC can only occur in pairs. The production of squarks and gluinos will proceed predominantly via the strong interaction while neutralinos, charginos and sleptons can only be produced via the electroweak interaction. An overview of the cross sections for the production of various sparticles is shown in Fig. 2.7.

---

\(^8\) Majorana particle is a fermion that is its own antiparticle
The gluino pair production is the dominant one, followed by the squark production. The electroweakinos have a much lower cross section. At the LHC, the production of squarks and gluinos is dominated the gluon-gluon and gluon-quark fusion. Once produced, the SUSY particles decay in a long decay cascade in which quarks and leptons can be produced. The full decay chain ends with the production of at least two LSPs to fulfill the requirement for the R-parity conservation. The LSP escapes from the detector without being detected, which will result in an imbalance of transverse momentum - one of the most powerful discriminating variables in the search for SUSY signals.

In general, SUSY signatures can contain any number of jets, leptons, and gauge bosons, depending on the details of the mass spectrum. The SUSY search program in the CMS experiment therefore covers a wide variety of final state topologies. Each analysis will be more or less sensitive to certain classes of SUSY parameter points. Therefore, the main challenge for the SUSY searches - importance to search everywhere, in all possible ways.

The decay possibilities for SUSY particles depend strongly on the precise SUSY mass spectrum. This spectrum is very model-dependent, and is largely related to how SUSY has been broken, and which relationships between masses and couplings are assumed to be realized. If kinematically allowed, two-body decays will always dominate. In case the mass spectrum is more compressed, and the direct two-body decay is forbidden, the decay will proceed via virtual SUSY particles leading to three- and four-body decays.

Gluinos can only decay through a squark, which can be on-shell or not. As discussed above, the top and bottom squarks can be much lighter than the other squarks, which means that $\tilde{g} \rightarrow \tilde{t} \tilde{t}_1$ and $\tilde{g} \rightarrow \tilde{b} \tilde{b}_1$ could be the only available two-body decays. In this case, they will dominate and $b$ tagged jets will appear in the final states. In case all squarks are heavier than the gluino, it will decay via a three body decay to two quarks and a neutralino or chargino. For squarks, the decay to quark and gluino will be dominant if the gluino is light enough. In case this decay is not accessible, the decay can proceed...
via the electroweak interaction to a quark and neutralino or chargino. The neutralinos and charginos are an admixture of the electroweak gauginos and therefore inherit their couplings. If neutralino or chargino appears in the decay chain it will automatically decay to a lighter neutralino and a W or Z boson.

2.4.3 Simplified model spectra

Many extensions of the SM are possible, and many of the models have numerous free parameters. The MSSM is not an exception. Without additional simplifications there are 104 extra free parameters; with a minimal set of assumptions, there are still about 20 parameters left. This extremely large parameter space is not very practical to do an analysis. Furthermore, similar experimental signatures can be produced in different ways, and by different models. To address these issues, a simplified approach was developed, using the so-called simplified model spectra (SMS) [53–55]. These SMS are based primarily on the experimental topologies, how many jets or leptons are produced, whether there are jets originating from b quarks, and so on. Simplified models can only contain a limited number of particles and interactions. This will result in a very minimal set of parameters for which no assumptions on relations between parameters are made. In short, it could be said that these SMS models are more suitable to optimize and interpret a new physics search compared to a full-developed NP model.

Part of this thesis is dedicated to the searches for strong SUSY production. Four SMS SUSY models featuring gluino pair or 3rd generation squark pair production and assumed R parity conservation are used to perform a search in a multi-lepton final state. These studies are discussed in Chapter 6.
In order to study the physics described in Chapter 2, we need a particle accelerator which provides us with high-energy proton-proton collisions, in which the physics processes of interest are produced. The proton-proton collision events provided by the Large Hadron Collider (LHC) [56], the most powerful collider built by human, are used in the study presented in this thesis. The LHC machine details will be described in the first part of this chapter. Smashing particles in the laboratory has its benefit: we can control what happens at the collision point of the beams by reconstructing the collision products. For this purpose, we use the Compact Muon Solenoid (CMS) [57] detector, which is described in the second part of this chapter.

Colliders may either be ring accelerators or linear accelerators, and may collide a single beam of particles against a stationary target or two beams head-on. When two beams collide, the center-of-mass energy of the collision is the sum of their energies. A beam of the same energy that hits a fixed target would produce a collision of much less energy which is proportional to square root of the energy beam in the center-of-mass frame. A linear particle accelerator is a type of particle accelerator that accelerates charged subatomic particles by putting them to a series of oscillating electric potentials along a linear beam line. The most famous one in this category is the Stanford Linear Collider (SLC) accelerator, that collided electrons and positrons with the center-of-mass energy close to the Z boson mass, thereby investigating its properties. In a circular accelerator, particles are accelerated in a circle until they reach sufficient energy. The advantage of circular accelerators over linear accelerators is that the ring topology allows continuous acceleration, as the particle can transit indefinitely. Besides the LHC, other remarkable circular accelerators were the Tevatron, which discovered the top quark in 1995, and KEKB, which until 2018 had the world’s highest luminosity record. Besides these colliders, another remarkable and unique accelerator was hosted by DESY in Hamburg. HERA was an electron-proton accelerator, which had the investigation of the proton structure as its main task.

To accelerate a particle, it has to have an electromagnetic charge, which can be used to accelerate and focus the beam of the particles. Another important feature is that the particle should be stable enough so it will not decay during the acceleration time. Among all particles, the best candidates for the accelerators are electrons, protons, and heavy nuclei. The proton has its internal structure, it consists of so-called partons, which are carrying part of the total energy of the proton. Because the initial momenta of the partons are not fixed values, proton-proton interactions can be used to probe a broad range of energies. Thus proton-proton colliders can be used as discovery machines. On the contrary, various experiments show that there is no structure for the electron. This means we know the initial energy of interaction in electron colliders with extreme precision.
Of course, nothing comes without a price: in circular colliders, particles are bend by magnets to stay inside the collider trajectory. When a particle changes trajectory it loses energy due to the so-called synchrotron radiation or bremsstrahlung. The intensity of this radiation is inversely proportional to the fourth power of the mass of the particles, which means electrons lose significantly larger amount of energy than protons of the same energy. For example, the last largest electron-positron collider - LEP - had severe constraints on the possible maximum energy of the electrons. At the end of the LEP’s run, each revolution caused electrons to lose approximately 3% of their energy [58]. This constraint kept LEP from discovering the BEH boson, which was found by the ATLAS and CMS Collaborations in 2012.

3.1 LHC

To obtain protons for further acceleration, hydrogen gas is injected into a metal cylinder to break down the gas into protons and electrons. The protons are then sent to the linear accelerator LINAC 2, where they are accelerated to 50 MeV and then injected into the Proton Synchrotron Booster, which accelerates them up to about 1.4 GeV. At the next step, protons are transferred to the Proton Synchrotron, which increases their energy up to 25 GeV and afterward the Super Proton Synchrotron ring brings the protons energy up to 450 GeV. The LHC is the last ring in a complex chain of accelerators, where proton bunches reach the energy of 6.5 TeV and cause them to collide head-on, creating center-of-mass energies of 13 TeV. The entire accelerator complex is shown in Fig. 3.1.

In the accelerator, particles circulate in a vacuum and are steered using electromagnetic field: dipole magnets keep particles at their nearly circular orbits, quadrupole magnets focus the beam, and accelerating cavities are electromagnetic resonators that accelerate particles and keep them at the fixed energy by compensating for energy losses. Protons in phase with the electric field are accelerated, while the protons out of phase with the field are decelerated; this mechanism allows to group protons into several bunches. The LHC uses eight cavities per beam, each capable of delivering 5 MV/m accelerating field at 40 MHz, as a consequence these bunches are separated by a 25 ns spacing. The 15-meters long dipole magnets are based on superconducting technology and designed to generate a high field of 8.3 T. In order to achieve the strength of the magnetic field the niobium-titanium (NbTi) cables are used, which are operated at a temperature of 1.9 K. In LHC, there are 1232 dipole and 400 quadrupole magnets, which under nominal operating conditions transport $2 \times 2808$ bunches in the opposite directions, each containing $10^{11}$ protons.

3.1.1 Luminosity

The beams are colliding at several interaction points along the LHC; apart from CMS, these are ATLAS, ALICE and LHCb experiments. The number of interactions that effectively takes place at these collision points is determined by the instantaneous luminosity, $L$, which is defined as the ratio of the number of events detected in a certain time period to the interaction cross section:

$$L = \frac{1}{\sigma} \frac{dN}{dt}$$ (3.1)
Integrating this over time gives a related quantity - integrated luminosity:

\[ \mathcal{L} = \int L dt \]  \hspace{1cm} (3.2)

These parameters are useful to characterize the performance of an accelerator. Once the integrated luminosity is known, the expected number of events of a given type, having certain cross section, \( \sigma \), is calculated as:

\[ N = \sigma \mathcal{L} \]  \hspace{1cm} (3.3)

If two bunches containing \( n_1 \) and \( n_2 \) protons collide head-on with frequency, \( f \), an instantaneous luminosity can be expressed as:

\[ L = f \frac{n_1 n_2}{4 \pi \sigma_x \sigma_y} \]  \hspace{1cm} (3.4)

where \( \sigma_x \) and \( \sigma_y \) characterize transverse beam sizes in the horizontal and vertical directions.

In the second run period (Run II) the LHC reached its peak instantaneous luminosity of about \( 2.1 \times 10^{34} \text{cm}^{-2}s^{-1} \), which is higher than any previous machine operating at
the energy frontier. The LEP, for instance, had an instantaneous luminosity of about \(2 \times 10^{31} \text{cm}^{-2}\text{s}^{-1}\) [60] while the Tevatron reached \(4 \times 10^{32} \text{cm}^{-2}\text{s}^{-1}\) colliding protons and antiprotons. In 2018 the LHC had overcome the record of the highest instantaneous luminosity out of any accelerator; the previous one was held by the KEKB for almost 10 years [61].

As it can be seen from Eq. 3.2 the instantaneous luminosity can be described as the "data collection speed". As an example, the ZEUS detector at HERA accelerator was operating from 1992 to 2007. During these 15 years, it collected 0.5 fb\(^{-1}\) of data [62], which is an amount of the data collected by the CMS detector each operational day in 2018 [63].

3.1.2 Pile-up

Every time two proton bunches collide, multiple proton-proton collision takes place. This effect is known as pile-up (PU). The CMS detector has to register decay products of unstable particles and reconstruct backward which particles correspond to different primary vertexes. The CMS detector was designed to operate at an average number of 25 interactions per crossing and with instantaneous luminosity of \(\approx 1 \times 10^{34} \text{cm}^{-2}\text{s}^{-1}\).

Currently, this number has been already exceeded by factor 2. Such an instantaneous luminosity causes an intense particle flux through the CMS sub-detectors and might cause severe radiation damage in the detector elements. The PU distribution in the CMS detector is shown in Fig. 3.2 (left) for the collisions which happened in 2018. As an example, Fig 3.2 (right) shows a recorded event that contained 78 simultaneous proton-proton collisions in a single bunch crossing.

![CMS Average Pileup, pp, 2018, \(\sqrt{s} = 13\) TeV](image)

Figure 3.2: Distribution of the number of proton-proton collisions per bunch crossing at the CMS interaction point during the 13 TeV run (left) [63], and an event display of an 8 TeV event, where 78 distinct vertexes were reconstructed. Data recorded on the 21st of September 2012 (right) [64].

3.2 THE CMS DETECTOR

CMS together with ATLAS are two general purpose detectors specifically designed to study the BEH boson and BSM physics. The CMS detector has a cylindrical shape, around LHC’s beamline, consisting of a central barrel and two endcaps. CMS is 21.6 m long, with a diameter of 15 m. The central element of the CMS apparatus is a superconducting solenoid, providing a magnetic field of 3.8 T. CMS comprises of various sub-detectors
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and technologies, which are shortly described in this section. A silicon pixel and strip tracker, a lead tungstate (PbWO$_4$) crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL) are all placed within the CMS solenoid. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid. A graphical view of CMS with its sub-detectors is given in Fig. 3.3.

![CMS Detector Diagram](image)

Figure 3.3: Schematic view of the CMS detector. The LHC beams travel in opposite directions along the central axis of the CMS cylinder colliding in the middle of the CMS detector. The figure is taken from [65].

3.2.1 CMS coordinate system

CMS uses a right-handed Cartesian coordinate system where the origin is at the nominal collision point inside CMS. The z-axis points along the tangent to the counter-clockwise rotating proton beam, the x-axis is pointing to the center of the LHC and y-axis pointing up perpendicular to the LHC plane. These coordinate positions are indicated in Fig. 3.4.

The polar angle, $\theta$, is measured from the positive z-axis and the azimuthal angle, $\phi$, is measured from the positive x-axis in the x-y plane. One of the important quantities - pseudorapidity, $\eta$, is defined as

$$\eta = -\log \left( \tan \left( \frac{\theta}{2} \right) \right)$$

and often used instead of the polar angle. The reason for this is that the difference in rapidity between two particles, $\Delta \eta$, is invariant under longitudinal Lorentz boosts.
along the beam axis. The angular separation between two detected particles is usually expressed in terms of the longitudinal Lorentz boost invariant quantity $\Delta R$, defined as:

$$\Delta R = \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2}. \quad (3.5)$$

Here $\Delta \phi$ is difference in $\phi$ coordinate between two particles and this quantity is essential to be invariant under longitudinal boosts since its defined in the plane orthogonal to the beam direction [57]. As already mentioned, CMS detector has a cylindrical shape, so it’s essential to use one of the variables from cylindrical coordinate system. The axial distance or radial distance, $r$, is picked as the Euclidean distance in the x-y plane.

The momentum of a particle can be decomposed into longitudinal, parallel to the beam axis, and a transverse, perpendicular to the beam axis in the x-y plane ($p_T = \sqrt{p_x^2 + p_y^2}$), components. When two partons collide at CMS, the initial momentum is not known along the beam axis direction (the particle can go undetected inside the beam pipe), while the momentum balance in the transverse plane must remain zero. Using the latter fact, we define the momentum and energy in the transverse plane, $p_T$ and $E_T$, respectively. Particles which leave the detector undetected could be revealed by the missing energy $p_T^{\text{miss}}$ in the transverse plane; this could be for instance neutrinos.

### 3.2.2 Detectors within CMS

In the following, we describe the CMS sub-detectors starting from the closest one to the collision point and then ordered by distance increasing from the interaction point.

**Tracker** The tracking detectors are dedicated to provide a precise and efficient measurement of the charged particle momentum and trajectories. In addition, high granularity of the tracking system allows to reconstruct precisely the primary interaction vertex. It is usually taken as the one corresponding to the hardest proton-proton
interaction, and distinguished from those coming from PU vertexes and secondary vertexes from decays of long-lived heavy particles.

The tracker has a total length of 5.8 m and a diameter of 2.5 m and has a coverage in $|\eta|$ up to 2.5. A schematic overview of its geometry is shown in Fig. 3.5. Within a few cm from the interaction point, a silicon pixel detector is installed to cope with the high particle flux. Around the pixel detector, silicon micro-strips are used. When charged particles pass through these pixels and strips, they cause ionization in the silicon, creating numerous electron-hole pairs. When an electric field is applied, these electrons and holes in the silicon drift towards the electrodes, generating fast signal in the detector.

![Figure 3.5: Schematic view of the CMS tracker in half of the $r$-$z$ plane. The center of the tracker, corresponding to the approximate proton-proton collision point, is indicated by a star. Black and blue lines show strip tracker modules. Red lines show the pixel modules. The meaning of all abbreviations is described in the text. The Figure is taken from [67].](image)

The pixel detector consists of three barrel layers at radii between 4.4 and 10.2 cm from the beam axis, and at 34.5 and 46.5 cm from the interaction point in forward regions. The size of the silicon pixels, $100 \times 150 \, \mu m^2$ in $r$-$\phi$ and $z$ planes, is chosen to achieve an excellent spatial resolution ($10 \, \mu m$ in $r$-$\phi$ plane and $15 \, \mu$ along $z$-axis) and to keep the detector occupancy at a maximum of 1% and efficiency well above 99%. The original pixel detector was designed to withstand instantaneous luminosity of $1 \times 10^{34} \, cm^{-2}s^{-1}$, while the luminosities of $1.5 \times 10^{34} \, cm^{-2}s^{-1}$ were already achieved in 2016 and some performance degradation was observed with a time. Therefore, the decision was made to replace the pixel detector during the technical stop in the beginning of 2017. The upgraded pixel detector has one more sensitive layer in both barrel and forward regions, being designed to operate at a particle flux up to $2 \times 10^{34} \, cm^{-2}s^{-1}$ [68].

The strip tracker is composed of silicon micro-strip detector and is divided in an inner region, with 4 barrel layers and 3 endcap layers, and an outer region, with 6 barrel layers and 9 endcap disks. The modules in the inner rings (denoted as TIB and TID in Fig. 3.5) and first four endcap modules (denoted as TEC) use $320 \, \mu m$ thick silicon sensors, while those in the outer rings (denoted as TOB) and the outer three endcap rings use silicon of $500 \, \mu m$ thickness. Additionally, some of the layers carry a second microstrip detector, tilted with respect to each other, in order to measure the second coordinate, respectively $z$ and $r$ for the barrel and endcap. Within a layer, each module is shifted slightly in $z$ or $r$ with respect to its adjacent modules, allowing for an overlap to avoid gaps in acceptance.
The CMS ECAL is a compact, hermetic, fine-grain, homogeneous calorimeter made of lead tungstate scintillating crystals [69]. The choice of lead tungstate was primarily motivated by its radiation tolerance, its small radiation length (0.89 cm) and Moliere radius\(^1\), and its fast response (99% of the light is collected in 100 ns, which is compatible with the 25 ns bunch spacing at LHC). The cylindrical barrel consists of 61200 crystals and the ECAL endcaps are made up of 15000 crystals. The crystal length is 23 cm in the barrel and 22 cm in the endcap. When electrons or photons pass through the ECAL, they collide with the nuclei of the crystals and deposit their energy by bremsstrahlung or pair production generating a scintillation light in the crystals. The scintillation light output is rather low, so highly efficient photodetectors are placed at the rear of the crystal to increase the current produced by scintillation light.

The ECAL is composed of a barrel, surrounding the tracker, and two endcap sections. The barrel part of the ECAL covers a range in \(\eta\) up to 1.479 and the endcaps cover the rapidity range 1.479 < \(|\eta|\) < 3.0. The 1.653 < \(|\eta|\) < 2.6 range is also equipped with a preshower detector with high granularity, able to distinguish a neutral pion decaying to photons from actual photons. The preshower has a much finer granularity than the ECAL with detector strips of 2 mm wide, compared to the 3 cm wide ECAL crystals, and can register each of the pion-produced particles as a separate photon. The CMS ECAL layout is shown in Fig. 3.6.

The ECAL energy resolution for electrons in barrel region has been measured in the beam tests and can be approximated as:

\[
\frac{\sigma_E}{E} = \frac{2.8\%}{\sqrt{E(\text{GeV})}} \oplus \frac{12\%}{E(\text{GeV})} \oplus 0.3\%, \tag{3.6}
\]

where the first is a stochastic term responsible for intrinsic fluctuations from shower development, second is the noise term due to the electronic noise of the readout chain and third is the constant term that is usually caused by instrumental effects [71].

The HCAL’s purpose is to measure the energy of both neutral- and charged hadrons. When hadrons enter a medium they initiate a hadronic cascade, known as a

\(^1\) the radius of a cylinder containing 90% of the electromagnetic cascade’s energy deposition
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shower, through strong interactions with the nuclei. These showers develop relatively slow compared to electromagnetic cascades, and even though the hadrons already lose some energy in the ECAL, they will deposit most of it in the HCAL. As opposed to the ECAL, which is a homogeneous detector, the HCAL is a sampling calorimeter which consists of alternating layers of high density absorber material and layer of plastic scintillators converting the absorbed energy into the light pulse.

The detector is designed to be as hermetic as possible and covers a range in \( \eta \) up to 5.0. This is to ensure there are no particles escaping from the detection which is essential for the calculation of \( p_T^{\text{miss}} \). The HCAL consists of four different detectors. Inside the magnetic coil are the barrel detector (HB), covering a range in \( \eta \) up to 1.3, and the endcap detector (HE) which covers the range \( 1.3 < \eta < 3.0 \). The outer detector (HO) is an additional layer of scintillators placed outside of the magnet, in order to collect the energy from hadron showers penetrating through the barrel detector. Finally, coverage between \( 2.9 < |\eta| < 5.0 \) is guaranteed by the HF detector, which detects particles through the emission of Cherenkov light in the absorber crystals. The geometry and location of the HCAL sub-detectors is shown in Fig. 3.7.

![Figure 3.7: Longitudinal view of the CMS HCAL detector showing the locations of the barrel (HB), endcap (HE), forward (HF) and outer (HO) detectors. The Figure is taken from [72].](image)

The energy resolution for the reconstructed jet in the HCAL at energies around 30 GeV is about 30\%, and it improves for increasing energy to less than 10\%, in all regions of the detector [57].

Magnet and Return Yoke The CMS detector uses a solenoid magnet which is the core of the detector, and is also reflected in the name of the experiment. A good momentum resolution of the high momentum charged particles is achieved by applying a strong magnetic field and measuring the curvature of the charged particle track. The CMS magnet is 6 m in diameter and 12.5 m in length and is made out of NbTi. The temperature of 4 K provided by the cooling system ensures the magnet to stay in a "superconducting" regime, i.e. electricity flows without resistance inside the magnet, and creates a powerful 3.8 T uniform magnetic field. The magnet return yoke of the CMS detector, confines the magnetic field and stops all remaining particles except for muons and neutrinos.
MUON SYSTEM

Muons can penetrate several meters of iron, losing their energy only via ionization, and contrary to other particles they are not absorbed by any of CMS sub-detectors. Therefore, chambers to detect muons are placed at the very end of the CMS detector. The muon system is composed of three types of gaseous detectors placed between the return yoke layers.

When a muon traverses a gas chamber, it ionizes the gas creating electron-ion pairs. Applied voltage between electrodes creates an electric field, where electrons drift to the positively charged anode whereas ions slowly move to the negatively charged cathode. Close to anode surface, electron energy becomes sufficient to ionize other atoms in the gas. As a result the avalanche inside the gas volume is created, which amplifies the output signal.

In the barrel region ($|\eta| < 0.9$), where the muon rate is low and the magnetic field uniform, drift tubes (DTs) are used. The DTs are installed in the 4 detector stations alternated with the segmented return yoke. Each station is arranged in 2 or 3 so-called "superlayers", each consisting of 4 layers of DTs. The "superlayers" are orthogonal to each other, in which each "superlayer" focuses on the measurement in the direction of $\phi$ or $z$.

In the endcap region ($0.9 < |\eta| < 2.4$), where particle rates are higher and the magnetic field is non-uniform and large, cathode strip chambers (CSCs) are used. CSCs have a trapezoidal form and consist of a cathode plane divided into strips and multiple anode wires orthogonal to the cathode strips. The cathode strips measure the $\phi$ coordinate, while the anode wires are optimized for bunch crossing identification and measurement in the $\eta$ direction.

Resistive plate chambers (RPCs) are used in both barrel and endcap regions up to $|\eta| < 2.1$. RPCs consist of two gas gaps, one serves as anode and another as a cathode. Due to the electric field in the gap, an electron avalanche is created when an ionizing particle crosses the detector. The movement of the charges induces a signal on the read-
out strips. RPCs have a coarser position resolution compared with the other two muon detectors, but their fast response allows to use them as a trigger for muon identification.

A high-luminosity upgrade of the LHC is foreseen during a third long shutdown, which starts in 2023, to further increase the instantaneous luminosity to $5 \times 10^{34} \text{cm}^{-2}\text{s}^{-1}$. To cope with this unprecedented luminosity the CMS muon system must be able to withstand a physics program that maintains sensitivity for electroweak scale physics and for TeV scale searches. One of the future improvements in the muon system is the installation of additional layers of muon detectors which are based on gas electron multiplier (GEM) technology in the first endcap muon station in order to maintain and improve the forward muon triggering and reconstruction in the region $1.6 < |\eta| < 2.2$. The proposed GEM detectors satisfy all performance requirements and are able to operate at particle fluxes far above those expected in the forward region under high luminosity LHC conditions [74].

### 3.3 Trigger System and Data Acquisition

When CMS is running at design luminosity, about one billion proton-proton interactions take place every second inside the detector. Such amount of data could not be processed and stored for all collisions. The vast majority of interactions are low-energy soft collisions, while interesting, energetic head-on collisions happen much less often. Therefore, CMS designed a powerful multilayer trigger system to select interesting events.

The trigger system consists of two levels designed to select events corresponding to rare physics processes, e.g. BEH and BSM physics, from billions of proton-proton collisions. The first level of the trigger is implemented on a hardware level, and selects events containing detector signals consistent with an electron, photon, muon, $\tau$ lepton, jet, or $p_T^{\text{miss}}$ signatures. It reduces the initial event rate to an output rate of 100 kHz and has only $3.2 \mu$s to accept or reject an event. As it is impossible to readout full tracker in this short time, the first level trigger relies solely on the information from the muon system and the calorimeters.

If an event is accepted by the first level trigger, data from all sub-detectors are analyzed at the High Level Trigger (HLT), where the event rate gets reduced to 1-2 kHz. The HLT trigger algorithms are built up of a series of filters to make a decision on an event. To pass the trigger, an event needs to pass every filter in the corresponding trigger path. Events passing the HLT are recorded permanently for further physics analysis [75].

### 3.4 Grid Computing

CMS produces about five petabytes of data per year running at peak performance, even though this amount is already significantly decreased by the trigger system. To handle this amount of data, a distributed computing and data storage infrastructure called the Worldwide LHC Computing Grid was developed [76]. The grid gets together tens of thousands of standard computers worldwide, giving access to data and simulation samples and analysis of the data to thousands of scientists all over the world.
4

EVENT GENERATION

The proton-proton collisions at the LHC can be categorized into three types of collisions: elastic scattering, diffractive and non-diffractive inelastic processes. In this chapter, we first describe non-diffractive collision processes relevant for this PhD thesis, and later give an overview of particle physics generators.

4.1 HADRON COLLISIONS

One type of interaction between protons is an elastic scattering. In this process, the kinetic energy of a particle is conserved in the center-of-mass frame and only momentum is exchanged between the protons. As the two protons stay intact, elastic scatterings do not involve an exchange of quantum numbers between the protons.

Diffractive processes are similar to elastic scatterings as they do not exchange quantum numbers between the protons, but the transferred momentum causes the single or double diffractive dissociation of protons. There is a third topology, called central diffraction, where an excited system between the protons is created.

In non-diffractive inelastic processes, none of the protons survive in the collision, and the interaction takes place actually between its constituents, so-called partons. Most of these interactions occur with low momentum transfer. However, sometimes partons could carry a large fraction of proton momentum resulting in a hard scattering event. This type of events can lead to the production of heavy SM and BSM particles.

According to asymptotic freedom in QCD, hadrons interact weakly at high energies, corresponding to a smaller coupling constant, $\alpha_s$, so that the constituents of the hadron can be considered as free particles. Whereas, at low energies the interaction becomes strong, leading to the confinement of quarks and gluons within composite hadrons [77, 78]. The high energy interactions can be calculated perturbatively while for low energies it is not possible due to large $\alpha_s$. The probability, i.e. cross section, of a hard inelastic scattering process $AB \rightarrow X$ can be estimated using the factorization scheme, in which the perturbative description of a hard scattering parton-parton interaction is separated from the non-perturbative contribution to the process:

$$\sigma = \sum_{a,b} \int_0^1 dx_a dx_b \int f_a^A(x_a, \mu_F) f_b^B(x_b, \mu_F) d\hat{\sigma}_{ab \rightarrow c}(\hat{s}, \mu_F, \mu_R). \quad (4.1)$$

Here $f_a^A$ is the parton distribution function (PDF), describing the probability to find a parton of type $a$ (e.g. quark, anti-quark, gluon) carrying a momentum fraction of the proton, $x$, in a hadron $A$. The PDFs can not be obtained via perturbative QCD calculations. However, they are independent of the process under consideration and hence universal to all high energy physics experiments. Therefore, the $f_a^A$ are systematized by several experimental collaborations, based on data from previous and current experiments.
The PDFs are also dependent on the momentum scale at which the hadron is probed: the value of the coupling constant, $\alpha_s$, affects gluon emission and gluon splitting processes, which affect the quark and gluon parton distributions. A factorization scale, $\mu_F$, is introduced at which the $f_a^A$ are extracted. Emissions with transverse momenta below $\mu_F$ are absorbed into the $f_a^A$, while emissions at higher transverse momenta are supposed to be calculated perturbatively. Fortunately, it is possible to describe the dependence of these splitting processes as a function of $\mu_F$, resulting in the DGLAP evolution equations [79–81] which enable the extrapolation of the parton distribution functions from one scale to another.

The hard interaction differential cross section for the partons $a$ and $b$ to some final state $c$ is denoted by $d\hat{\sigma}_{ab\to c}$. This term contains only hard emissions above the factorization scale $\mu_F$ and can be calculated in terms of perturbative theory. The term $\mu_R$ is the renormalization scale, which is used to make sense of infinite integrals in perturbation theory and $\hat{s}$ is the parton center-of-mass energy. The differential cross section term can be reduced to the formulation of the Matrix Element (ME), which is a sum over the Feynman diagrams [19] contributing to the scattering amplitude. The ME enters the cross section formula as its square. As a result, the total cross section of different processes leading to the same final state is not simply the sum of the cross sections of the individual contributing processes, but also positive or negative interference effects are taken into account.

The same final state $X$ can be created by different combinations of incoming parton types $a$ and $b$. Therefore, one needs to sum over all parton types and integrate over their possible momentum fractions $x_a$ and $x_b$ in order to include all possible contributions. A graphical representation of what described earlier is shown in Fig. 4.1.

![Figure 4.1: Hard scattering of a parton a from hadron A and parton b from hadron B to some final state c. The Figure is taken from [82].](image-url)
4.2 PARTON SHOWERING AND HADRONIZATION

The ingoing and outgoing partons of the hard scattering process emit initial- and final-state radiation (ISR and FSR), therefore reducing their own energy. For example, gluons and quarks can emit a gluon, or a gluon can split into two quarks. The radiated partons mostly carry a small fraction of the initial parton’s momentum and are therefore emitted at small angles. The latter partons can emit other partons, and this process, called a parton shower, will continue until the partons reach the non-perturbative regime, at an energy of about 1 GeV. At this point, the hadronization starts to happen: colored partons are clustered into hadrons. The initial parton coming from the hard scattering will therefore be represented by a collimated spray of energetic hadrons, called a jet.

The most commonly used model to describe the hadronization is the Lund String Model [83], implemented in PYTHIA [84] and proposed to be process independent. This model is based on the observation that the color potential of two quarks increases linearly with the distance between them [85]. When these two quarks, \( q \) and \( \bar{q} \), move apart from their production vertex the potential will rapidly grow. As a result it will become energetically preferable to create a new quark-antiquark, \( q' \) and \( \bar{q}' \), pair between those partons, screening the color charge of the initial partons. The initial color singlet is now replaced by two \( q\bar{q}' \) and \( q't \) independent color singlets. This process repeats until the invariant masses of the color pairs are of the order of a hadron mass.

Apart from the hard interaction, other constituents of the colliding proton can also interact, giving additional hadrons in the final state. These interactions are called multiparton interactions. Beside this, the initial and final state gluon radiations not connected to the hard collisions and the multiparton interactions can happen. These are referred to as the underlying event.

4.3 PARTICLE PHYSICS GENERATORS

In order to compare the experimental observations to the theoretical predictions of the SM, the Monte Carlo (MC) event generators are used to simulate the physics processes.

MADGRAPH5_aMC@NLO [86] is a general purpose generator used for the computations of cross sections and generation of hard scattering process events by the calculation of ME for SM and BSM processes. These processes can be generated at Leading Order (LO) and next-to-leading-order (NLO) accuracy in the case of QCD corrections to SM processes; NLO refers to adding contributions with one extra loop to the process. For completing the event simulation after the ME calculation, an interface program, such as PYTHIA, is used for parton showering, hadronization and secondary interactions. The emission of an additional parton can now be obtained in two ways: either the ME includes the additional parton emission, or it could be emitted by the parton shower. This results in an overlap in the phase space and is called a "double-counting". To avoid this double-counting, a proper matching between the ME and parton shower is needed. In our studies, the MADGRAPH5_aMC@NLO samples are matched to PYTHIA using the MLM merging scheme [87], which is used for the processes generated at LO, and the FxFx merging scheme [88] for the processes generated at NLO.

POWHEG [89] is a dedicated NLO event generator that provides the modeling of the hard interaction at NLO QCD. It also needs then to be interfaced to PYTHIA for the parton showering and hadronization.

PYTHIA is an event generator, which can not only calculate the hard scattering process, but also has the tools needed for the calculation of the ISR and FSR parton showering,
hadronization, hadron decays, and the contribution from multiparton interactions and the underlying event. It can describe the complete final state of the event at the hadron level, but can provide only a limited set of ME processes.

The sketch of a hadron collision with all the effects discussed earlier and simulated in a MC generator is shown in Fig. 4.2.

![Figure 4.2: Sketch of a hadron-hadron collision as simulated by a MC event generator. The red blob in the center represents the hard collision, surrounded by a tree-like structure representing the parton showers. The purple blob indicates a secondary hard scattering event. Parton-to-hadron transitions are represented by light green blobs, dark green blobs indicate hadron decays, while yellow lines signal soft photon radiation. The Figure is taken from [90]](image)

### 4.4 EVENT SIMULATION

The particles generated in MC events are transported into a full detector simulation, in order to have a description in terms of detector signals. The GEANT4 toolkit [91] is used to describe the full CMS detector geometry and is able to simulate the interaction of the particles with material of the sub-detectors. Each particle in the event is propagated through the different detector layers, including the dead material regions due to cables and support structures. In addition, secondary particles are generated originating from the interactions between the particles and the detector material. For each sub-detector, the response is accurately simulated providing an output signal in the same format as it appears in real data. CMS uses two types of MC event simulations - fast, the so-called "FastSim", and full, the so-called "FullSim", depending on analysis requirements. The "FastSim" method [92] reduces the CPU time consumption and is much faster compared to the "FullSim". This is extremely useful for physics analyses that require generation
of many samples in order to cover a wide phase-space region of physics parameters, i.e. searches for SUSY particles. While "FastSim" uses a parametric approach to simulate and reconstruct events, the "FullSim" approach is more time-consuming, but more accurate.

The CMS simulation uses minimum-bias\textsuperscript{1} events created by an event generator (e.g., PYTHIA) to simulate the underlying interactions due to peripheral proton-proton collisions (PU) in each LHC bunch crossing. Due to electronics shaping time exceeding 25\,ns for some subdetectors, several bunch crossings before and after the bunch-crossing of interest must be included in the simulation, leading to hundreds of minimum bias events being used for each simulated hard-scattering event. At the next simulation step, information is converted into electronic signals including electronic noise. The information from first level trigger and HLT is also included in the simulated MC samples. The events in data and simulation are studied using the same reconstruction methods, allowing for a direct comparison of objects at the detector level.

\textsuperscript{1} By minimum-bias interaction any interaction that produce some detectable particles is meant
This thesis is devoted to the searches for SUSY particles and cross section measurements for $t\bar{t}W$ and $t\bar{t}Z$ processes in multilepton final state. This requires excellent identification of at least two leptons, as well as light and heavy-flavor jets in case of strong SUSY production and $t\bar{t}V$ processes. The purpose of this chapter is to describe techniques and methods necessary to reconstruct these physics objects.

The event reconstruction in CMS detector provides an event description in terms of detected electrons, muons, photons, charged and neutral hadrons. These particles, produced in a hard scattering process, traverse the CMS sub-detectors and induce detector signals; a schematic view is shown in Fig. 5.1. Electrons and muons give different signatures, i.e. electrons produce hits in the tracker and are absorbed in the ECAL, while muons traverse all CMS sub-detectors and are registered in the Muon Chambers. Charged hadrons, such as charged pions, produce hits in the tracker, ECAL and HCAL, while neutral particles as photons and neutral hadrons do not produce any signals in the tracker, while being absorbed in ECAL and HCAL, respectively.

Figure 5.1: The slice of the CMS detector in x-y plane showing the trajectories of particles and their hits in the different sub-detectors. A track can be reconstructed for charged particles, such as electrons, muons and charged hadrons. Electrons and photons deposit their energy in the ECAL, whereas hadrons are stopped in the HCAL. The muons transverse all sub-detectors and are stopped only in the Muon Chambers. The Figure is taken from [93].
A technique called Particle Flow (PF) [93] is used to reconstruct and identify all stable particles in the event by combining the signals from different sub-detectors. Neutrinos do not leave a trace in the detector, but still can be revealed as the missing energy in the transverse plane (\(p_T^{\text{miss}}\)). More complicated identification criteria are usually required in order to reduce the misidentification rate. The event reconstruction and additional identification techniques are applied in the same way to data and simulation. To account for a remaining mismodeling, event reweighting techniques are applied to MC simulation. We will briefly discuss it in this chapter.

5.1 COMPONENTS OF THE PARTICLE FLOW ALGORITHM

The separate components of the PF algorithm are explained below and includes tracks and vertex reconstruction, clustering in the calorimeters, the linking algorithm between the tracks and clusters and as well the discussion on how PF is used to suppress PU effects.

5.1.1 Tracks and vertex reconstruction

The tracker provides a very good momentum resolution for charged hadrons, better than the calorimeters, up to several hundred GeV. It also gives a precise measurement of the direction of charged particles. For these reasons, the tracker is the cornerstone of the PF algorithm.

Track reconstruction in CMS [68] is based on the very stringent criteria for the track seeds and reconstruction quality. Each iteration starts with a seed using only a few hits and providing information on initial track parameters, i.e. the position and direction vectors and an initial estimate of the transverse momentum. The hits are chosen in the innermost layers of tracker as the high granularity of the pixel detectors ensures lower occupancy and provides a better estimate for the initial parameters. The initial track parameters are extrapolated along the expected flight path of a charged particle, searching for additional hits along the trajectory. The Combinatorial Kalman Filter [94] is used for this search: the track parameters at each detector layer are used to find a compatible measurement in the next detector layer. If it is found, the track parameters are updated taking into account this information before extrapolating to the subsequent layer. The hits assigned to the tracks are then removed, and the tracking cycle is repeated several times for the remaining hits with progressively looser track seeding criteria. The looser criteria increase the tracking efficiency, and the misidentification rate is kept low because of the reduced combinatorics resulting from the removal of hits in the previous iterations. During additional iterations, the constraints on the vertex origin are also relaxed, allowing to reconstruct the tracks associated with secondary vertexes.

At least one vertex is required to be reconstructed in each event. This vertex should be associated with at least four charged-particle tracks. It should also lie within 24cm of the origin of the CMS coordinate system along the beam direction, \(d_z\), and within 2cm in the plane transverse to the beam, \(d_{xy}\). In case multiple vertexes are reconstructed in an event, the vertex with the highest value for a sum of \(p_T^2\) of the associated tracks and squared missing transverse momentum, estimated with these tracks, is chosen to be the leading primary vertex in the event. All other vertexes are referred to as PU vertexes.

---

1 these particles are stable with respect to the time needed to traverse the detector
2 both \(d_{xy}\) and \(d_z\) will be referred to as impact parameter variables
5.1.2 Calorimeter clustering

The clustering algorithm starts with seeds which are found as a local maximum above a given energy threshold. From the seed, the clusters are grown by aggregating cells which exceed a given energy threshold and have at least one side in common with a cell already in the cluster. The thresholds are taken at two standard deviations above the electronics noise level in the calorimeter. For each seed within the topological clusters, exactly one PF cluster is constructed. The energy and position of each PF cluster are determined using an iterative procedure, starting from the seed positions as an initial estimate for the PF cluster positions. The energy of each cell within the topological cluster is shared between the different PF clusters based on the distance between the cell and the cluster. The clustering is performed separately for the barrel and endcap sub-detectors in the ECAL and HCAL, and for the pre-shower, while the clustering is not performed for the forward calorimeter where each cell gives rise to exactly one cluster.

5.1.3 Linking algorithm

The tracks and calorimeter clusters need to be connected to each other by a linking algorithm to reconstruct each single particle, while getting rid of any possible double counting from different sub-detectors. Tracks are extrapolated from their last measured hit in the tracker to the calorimeters, where they are linked to any given cluster if the extrapolated position is within the cluster boundaries. Links between calorimeters are established when the cluster position in a higher granularity calorimeter is within the cluster boundaries of a less granular calorimeter. The distance in the $\eta$-$\phi$ plane between two linked elements gives a quantified description for the quality of the matching. Links between tracks reconstructed individually in the silicon tracker and in the muon system are established when the global fit between two tracks returns an acceptable $\chi^2$ value. When several tracks from the silicon tracker can be linked to a muon track, only the track with the smallest $\chi^2$ is picked.

5.1.4 Particle flow event reconstruction

Elements which are directly or indirectly linked are grouped together in blocks. Due to the fine granularity in the CMS sub-detectors, each block typically only contains few elements. For complex events, the number of blocks will increase, while the number of elements in each block remains the same, making the performance of the algorithm independent from the event complexity. The blocks are used as simple inputs to build the list of individual particles. First, each global muon is added to the list of PF muons if its momentum is compatible with the momentum determined using tracker information only. The track is then removed from the block.

A Gaussian-Sum Filter (GSF) [95] is used to refit the candidate electron track, taking into account the possible energy loss by bremsstrahlung, and follow its trajectory to the ECAL. Seeds for the time-consuming fitting procedure are chosen only from the subset of tracks that pass certain identification criteria. An electron is fully identified if its track is matched with an ECAL cluster, and if it passes a set of tracking and calorimeter requirements. The electron is then added to the PF electron collection, and the associated electron track and ECAL clusters, including those from bremsstrahlung, are removed from the block before further processing.
The remaining tracks are subject to tighter quality criteria: tracks for which the relative uncertainty on the $p_T$ is smaller than the expected relative calorimeter energy resolution for charged hadrons are rejected. Each of the remaining tracks give rise to a PF charged hadron. If the energy in the calorimeters is compatible with the track momentum within uncertainties, the charged hadron momentum is redefined by a fit of the measurements in the tracker and the calorimeter. It is also possible that the calibrated energy of the closest ECAL and HCAL clusters, linked to the track, is significantly larger compared to what is expected from the momenta in the tracker. If this excess is larger than the expected calorimeter energy resolution, a PF photon or PF neutral hadron is defined. In addition calorimeter clusters, which are not linked to any track, give rise to PF photons or PF neutral hadrons. At the end of the PF event reconstruction procedure, we have a list of identified particle objects.

5.1.5 Pileup mitigation techniques

The presence of PU causes extra energy deposits in calorimeters and tracks which are overlaid with a hard interaction event. This leads to degradation in resolution and less clean signatures. PU vertexes are usually separated in space from the vertex of interest. The CMS precise tracker system allows these vertexes to be reconstructed, and we can use the PF framework to mitigate the effect of PU, using a technique, the so-called charged hadron subtraction [96].

Contamination from PU events is reduced by discarding charged hadron PF candidates that are associated to PU vertexes, before any jet clustering and any further processing. Charged hadron candidates with a track associated to a PU vertex are removed. All other tracks are retained.

5.2 PHYSICS OBJECT IDENTIFICATION

The event selection is an integral part of any physics analysis. It determines which events are used, and thus which processes contribute to the specific dataset. An event is usually selected based on several physics objects, e.g. electrons, muons and jets\(^3\), which are decay products of the initially produced unstable particles. The particle flow technique described in the previous section is very compatible with this approach, given that it reconstructs a fully consistent set of identified particles from the detector hits.

However, a more careful selection of the PF objects is needed in order to ensure that their behavior is well understood, and to ensure that the selected events are not dominated by misidentified particles, or due to detector effects. The physics object groups (POG’s) within the CMS Collaboration are in charge of providing general recommendations on how to define each object. These recommendations are based on extensive studies, and are applicable for most analyses, thus reducing the workload for the analysis teams. However, it is also possible to develop a technique which is suitable for particular analysis, but then this technique should be approved internally within CMS POG groups. In the following, we describe quality criteria for selecting electrons, muons, jets and missing transverse energy for physics analysis.

---

\(^3\) Further in the thesis charged lepton is denoted as $\ell$, jet as $j$ and b-tagged jet as $b$
5.2.1 Muons

In addition to the tracks reconstructed in the tracker, CMS uses standalone muon identification based on the muon chambers. Hits in DTs and CSCs are geometrically matched to form track segments. The track segments in the innermost muon chambers are used as seeds to build a standalone-muon track towards the outer layers using the Kalman Filter technique. Muons are reconstructed in CMS using two approaches [97]: global-muon and tracker-muon.

Global-muon reconstruction starts from a standalone-muon track matched to a track in the inner tracker; tracks from both systems are combined in a global-muon track using a Kalman Filter to update parameters. For large transverse momenta, the global-muon fit improves the resolution compared to the tracker-only fit.

Tracker-muon reconstruction where inner tracks are extrapolated to the muon system, taking into account its expected trajectory through the magnetic field including average expected energy losses and multiple Coulomb scattering in the detector material. If the track can be matched to a muon segment, the track qualifies as a tracker-muon. In general, the tracker muon reconstruction is more efficient for muons with low momenta.

The two working points, so called "Loose ID" and "Medium ID", are used for the muon identification. Only muons within the muon system acceptance $|\eta| < 2.4$ and a minimum $p_T$ of 10 GeV are considered. "Loose ID" aims to identify muons from W or Z boson prompt decay and muons from light and heavy flavor decay, while keeping a low rate of the misidentification of charged hadrons as muons. "Medium ID" is optimized for prompt muons and for muons from heavy flavor decay. For detailed explanation of identification criteria and optimization procedure for both "Loose ID" and "Medium ID" working points we refer the reader to the Ref. [97].

One additional identification variable used in the analyses is the muon segment compatibility. This variable is calculated by propagating the inner track to the muon system, and evaluating both the number of matched segments in all stations and the closeness of the matching in position and direction [97].

5.2.2 Electrons

Electron candidates are reconstructed by associating trajectories in the inner tracking system with energy deposits in the ECAL [95]. The geometrical acceptance is restricted by the tracking system to $|\eta| < 2.5$. Two complementary approaches for seeding electron candidates are employed. The first one uses clustered energy deposits in the ECAL as a starting point to predict the position of hits in the tracking detector, the second one matches charged particle tracks with clusters in the ECAL. The clustering algorithms take into account that electrons can radiate large fractions of their energy as bremsstrahlung when passing through the detector material. This causes their energy to be spread over an array of ECAL crystals. For the track reconstruction, this energy loss leads to the increase of the curvature of the track trajectory and requires to employ a dedicated Gaussian sum filter [95].

The electron seeds are not always the result of isolated electrons from a primary vertex, but might be due to background processes, mainly originating from photon conversions, or from jets, misidentified as electrons. Electron identification algorithm is used to discriminate between prompt and nonprompt electrons, the used variables can be categorized into three classes:

---

[4] Hereafter nonprompt leptons will be referred to all leptons not originated from W or Z boson
• observables based on the shape of the electromagnetic cluster, e.g., the width of the cluster along the \( \eta \) direction

• observables based on tracking information, e.g., the momentum loss due to bremsstrahlung

• the quality of the matching between the supercluster and the track, e.g., the ratio of the supercluster energy over the track momentum

The electron identification is based on a Boosted Decision Tree (BDT) that combines 20 variables from these categories. The full list of variables and a description can be found in Table 5.1. The BDT returns a real number (score) between -1 and 1 for each electron candidate, where large positive values correspond to signal-like hypothesis. The training is done in three distinct regions of \( \eta \), namely in the inner barrel (\( |\eta| < 0.8 \)), outer barrel (\( 0.8 < |\eta| < 1.479 \)), and endcaps (\( 1.479 < |\eta| < 2.5 \)).

<table>
<thead>
<tr>
<th>Observable type</th>
<th>Observable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>cluster shape</td>
<td>( \sigma_{\eta \eta} ), ( \sigma_{\phi \phi} )</td>
<td>Standard deviation of the energy distribution in the cluster along ( \eta ) and ( \phi ) directions</td>
</tr>
<tr>
<td></td>
<td>( \Delta \eta \text{SC} )</td>
<td>Super cluster width along ( \eta )</td>
</tr>
<tr>
<td></td>
<td>( \Delta \phi \text{SC} )</td>
<td>Super cluster width along ( \phi )</td>
</tr>
<tr>
<td></td>
<td>( H/E )</td>
<td>Ratio of the hadronic energy behind the electron supercluster to the supercluster energy</td>
</tr>
<tr>
<td></td>
<td>( (E_{x5} - E_{x1})/E_{x5} )</td>
<td>Circularity: the energy sums ( E_{x1} ) of the ( i ) crystals in ( \eta ) and ( j ) crystals in ( \eta ) centred on the seed crystal</td>
</tr>
<tr>
<td></td>
<td>( R_0 = E_{x3}/E_{x5} )</td>
<td>Ratio of the energy in a ( 3 \times 3 ) ( \eta ) crystal cluster around the seed over the SC energy</td>
</tr>
<tr>
<td></td>
<td>( E_{x3}/E_{x5} )</td>
<td>For endcap training bins only: energy fraction in pre-shower over the raw SC energy</td>
</tr>
<tr>
<td>tracking</td>
<td>( f_{\text{hit}} = 1 - p_{\text{hit}}/p_{\text{fit}} )</td>
<td>Fractional momentum loss as measured by the GSF fit. The momenta ( p_{\text{hit}} ) and ( p_{\text{fit}} ) are extrapolations of the GSF track to the vertex and ECAL respectively.</td>
</tr>
<tr>
<td></td>
<td>( N_{\text{fit}} )</td>
<td>Number of hits of the Kalman Filter track of the iterative combinatorial track finder, if any</td>
</tr>
<tr>
<td></td>
<td>( \chi^2_{\text{fit}} )</td>
<td>Reduced ( \chi^2 ) of the KF track</td>
</tr>
<tr>
<td>track-cluster matching</td>
<td>( E_{x3}/p_x )</td>
<td>Ratio of the SC energy and the track momentum at the innermost hit</td>
</tr>
<tr>
<td></td>
<td>( E_{x3}/p_{\text{hit}} )</td>
<td>Ratio of the energy of the cluster closest to the electron track and the track momentum at the outermost hit</td>
</tr>
<tr>
<td></td>
<td>( 1/E_{\text{hit}} - 1/p_{\text{hit}} )</td>
<td>Energy-momentum agreement</td>
</tr>
<tr>
<td></td>
<td>( \Delta \eta_{\text{hit}} =</td>
<td>\eta_{\text{hit}} - \eta_{\text{True}}</td>
</tr>
<tr>
<td></td>
<td>( \Delta \phi_{\text{hit}} )</td>
<td>Same as ( \Delta \eta_{\text{hit}} ) but along ( \phi )</td>
</tr>
<tr>
<td></td>
<td>( \Delta \eta_{\text{true}} =</td>
<td>\eta_{\text{true}} - \eta_{\text{True}}</td>
</tr>
</tbody>
</table>

Table 5.1: Overview of input variables used for electron multivariate identification. The table is taken from [98].

Additional requirements are applied for all selected electrons to ensure that the offline selection is more stringent than the selection at trigger level. These are variables describing the shower shape, the ratio of energy deposits in the ECAL and HCAL, and the relation of energy \( E \) and momentum of an electron (\( |1/E - 1/p| \)). In the following, we refer to them as the "trigger emulation" requirement.

To improve the accuracy of the electron charge reconstruction, the position of the calorimeter deposit, identified by the linear projection of the deposits in the pixel detector to the inner calorimeter surface, has to match with a position determined with the full track fit. We refer to this requirement as the "charge consistency" requirement.

Another requirement used in the analyses is linked to the elimination of electrons originating from photon conversions. The contribution from these electrons is suppressed by rejecting candidates that do not produce energy deposits in the innermost tracking layers, or which are associated with a displaced vertex compatible with a photon conversion. This requirement will further be referred to as "conversion rejection".
5.2.3 Isolation and additional identification criteria

Another set of variables allows to discriminate between prompt and nonprompt leptons. The isolation is a powerful tool to reduce backgrounds coming from hadronic jets; prompt leptons are usually not surrounded by other particles coming from the hard interaction. Therefore, they tend to be isolated from other particles in the event. In practice one sums the \( p_T \) of all reconstructed PF candidates around the lepton. This is done separately for charged hadrons, neutral hadrons and photons. The lack of a reliable vertex information for photons and neutral hadrons makes the latter two contributions susceptible to the effect of PU in the event and a correction needs to be applied to reflect the contribution from neutral particles. The relative isolation is defined as:

\[
I_{\text{rel}} = \frac{\sum_R p_T(h^\pm) - \max(0, \sum_R p_T(h^0) + p_T(\gamma) - p_T^{\text{PU}})}{p_T(\ell)}
\]

(5.1)

where the sum runs over all PF candidates within the cone size of \( R \). Usually for standard isolation two values are considered, 0.3 and 0.4. Charged-hadron candidates associated with PU vertexes are not taken into account in the calculation of the isolation. However, they can be used to estimate the remaining contribution to the isolation coming from neutral hadrons associated with PU. This type of correction is referred to as \( \Delta \beta \) correction and is calculated with a formula:

\[
p_T^{\text{PU}} = 0.5 \sum_R p_T^{\text{charged,PU}}
\]

(5.2)

The factor 0.5 has been measured in jets [99] and empirically found that the total energy coming from neutral hadrons and photons is on average one half of the energy of the charged hadrons originating from PU.

Another approach for PU correction exploits an estimate of the median energy from PU as calculated with the FastJet algorithm [100]. The PU correction in this case is based on the effective area (EA) technique and estimated as:

\[
p_T^{\text{PU}} = \rho A_{\text{eff}},
\]

(5.3)

where \( \rho \) is the mean energy density in the event and the effective area \( A_{\text{eff}} \) is determined in bins of \( |\eta| \) and defined as the ratio between the slope of the average isolation and that of \( \rho \) as a function of the number of reconstructed vertexes [98]. The values for effective area are determined separately for each flavor and each dataset and can be found in Ref. [101] and [102].

The distinction between prompt and nonprompt becomes less evident in systems with a high Lorentz boost, where decay products tend to overlap and jets may contribute to the energy deposition around prompt leptons. This problem is mitigated with additional variables. Among them, mini-isolation (\( I_{\text{mini}} \)) is defined as the relative isolation, but the cone around the lepton has a \( p_T \)-dependent radius [103] according to the following formula:

\[
R = \min(\max(p_T^\ell, 50 \text{ GeV}), 200 \text{ GeV})
\]

(5.4)

A downside of using only mini-isolation is that certain nonprompt leptons can pass the isolation requirement, especially if their \( p_T^\ell \) is large enough to decrease the cone size.
Also this can be the case for nonprompt leptons that originate from the decay of low-\(p_T\) b quarks. For such decays, the angle between the trajectory of the lepton and the jet that arises from the hadronization of the light quark can exceed the opening angle of the isolation cone, which causes them to pass the isolation requirement. Better rejection of nonprompt leptons can be achieved by using another two variables: \(p_T^{\text{ratio}}\) and \(p_T^{\text{rel}}\).

The \(p_T^{\text{ratio}}\) variable is defined as the ratio of the lepton \(p_T\) and of the jet, matched to the lepton. This jet is matched geometrically to the lepton within \(\Delta R = 0.4\). If no jet is matching the lepton, then the \(p_T^{\text{ratio}}\) is equal to 1. The use of \(p_T^{\text{ratio}}\) is a simple way to identify leptons in quite boosted topologies, without any jet reclustering. The \(p_T^{\text{rel}}\) variable is defined as the magnitude of the component of the lepton momentum perpendicular to the axis of the closest jet:

\[
p_T^{\text{rel}} = \frac{||((\vec{p}(\text{jet}) - \vec{p}(\ell)) \times \vec{p}(\ell))||}{||\vec{p}(\text{jet}) - \vec{p}(\ell)||}.
\]  

(5.5)

If no jet is matching the lepton, the \(p_T^{\text{rel}}\) variable is set to 0. This variable allows recovering leptons from accidental overlap with jets in Lorentz-boosted topologies. For the calculation of \(p_T^{\text{rel}}\) and the previously mentioned \(p_T^{\text{ratio}}\), jets with \(p_T > 10\) GeV and without any additional identification criteria are considered.

A powerful discrimination between nonprompt and prompt leptons for SUSY searches in multilepton final state can be achieved by requiring that a lepton candidate is locally isolated (small \(I_{\text{mini}}\)) and either carries the major part of the momentum of the associated jet (large \(p_T^{\text{ratio}}\)) or is considered to overlap with the jet only accidentally (large \(p_T^{\text{rel}}\)) and will be referred to as the multi-isolation requirement. It can be formulated as:

\[
(I_{\text{mini}} < I_{\text{cut}}^{\text{mini}}) \text{ AND } (p_T^{\text{ratio}} > p_T^{\text{ratio, cut}} \text{ OR } p_T^{\text{rel}} > p_T^{\text{rel, cut}}),
\]

(5.6)

where \(I_{\text{cut}}^{\text{mini}}, p_T^{\text{ratio, cut}}\) and \(p_T^{\text{rel, cut}}\) are criteria tuned to define working points with different prompt lepton efficiencies and nonprompt lepton misidentification rates. These criteria are flavor dependent and optimized to achieve comparable selection efficiencies for prompt electrons and muons. Owing to the larger probability of electron misidentification compared to muons, this results in a more stringent requirements for electrons, which is shown in Table 5.2.

<table>
<thead>
<tr>
<th></th>
<th>Muons</th>
<th>Electrons</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I_{\text{cut}}^{\text{mini}})</td>
<td>0.16</td>
<td>0.12</td>
</tr>
<tr>
<td>(p_T^{\text{ratio, cut}})</td>
<td>0.69</td>
<td>0.76</td>
</tr>
<tr>
<td>(p_T^{\text{rel, cut}})</td>
<td>6.0</td>
<td>7.2</td>
</tr>
</tbody>
</table>

Table 5.2: Flavor dependent requirements on the isolation variables \(I_{\text{mini}}, p_T^{\text{ratio}}\) and \(p_T^{\text{rel}}\) employed in the SUSY analysis lepton selection.

**Multivariate discriminant for prompt lepton selection** A more robust algorithm to separate between prompt and nonprompt leptons is the ultimate, multivariate discriminant referred to as Lepton MVA. A number of discriminating variables is used; among them: lepton \(p_T\) and \(\eta\), the impact parameters of the leptons,
and their significance, SIP_{3D}^{5} ensures that leptons originate from the primary interaction vertex, relative isolation in cone R = 0.3, and mini-isolation I_{mini}. The discriminator also exploits information about the closest jet to the lepton, therefore p_{T}^{\text{rel}}, p_{T}^{\text{ratio}}, the number of charged particle tracks in the jet and the jet’s value of Deep CSV b tagging discriminator, which will be explained later, also serve as inputs to the Lepton MVA discriminator. In addition to all aforementioned variables, the muon segment compatibility is used in muon selection, and the electron MVA in the selection of electrons. All variables are combined into a BDT discriminant, which is trained and evaluated with the TMVA package [104]. The training is done using simulated prompt leptons originating from the tZq and t\bar{t}Z processes, while nonprompt leptons were taken from t\bar{t} simulation samples. Individual lepton MVA discriminants are trained separately for MC simulation in 2016 and 2017 campaigns, and separately for muons and electrons. The leptons are preselected using quite loose requirement on impact parameters and isolation, and muons were additionally required to pass the "Medium ID" requirement. All in all, close to 15 million prompt, and 2.5 million nonprompt leptons were available for each of the four lepton MVA training iterations and 80% of these were used to train the lepton MVA, while the remaining 20% were used as a test sample. For details of the training we refer the reader to the Ref. [105]. The output of the BDT training for the 2016 data sample is shown in Fig. 5.2 for prompt and nonprompt electrons and muons. The output distributions for training and test datasets are nearly identical, confirming that no significant effects of overfitting are present in the lepton MVA. The distributions for 2017 conditions look similar. Receiver operating characteristic (ROC) curves, showing the signal efficiency as function of the background efficiency, for the lepton MVA, compared to several other identification criteria are shown in Fig. 5.3. The superior performance of the new lepton MVA for selecting prompt leptons, compared to selection criterion provided by CMS POG, and other multivariate lepton discriminants such as the one used in the recent t\bar{t}H discovery [36], is clearly visible. To make sure none of the discriminating variables fed into the lepton MVA discriminant show major mismodeling in data, all variables, including the lepton MVA value, were checked in several dilepton control regions and are shown in Appendix A.

---

5 the significant is defined as the ratio $\frac{d_{3D}}{\sigma_{3D}}$, where $d_{3D}$ is the three-dimensional impact parameter with respect to the primary vertex and $\sigma_{3D}$ is its uncertainty from the track fit.
Figure 5.3: ROC curves for different lepton identification variables, including previous lepton MVA training used in $t\bar{t}H$ discovery [36] and the cut-based POG identification working point used in previous $t\bar{t}Z$ inclusive cross section measurement [45]. The top-left and top-right plots show the ROC curves for respectively low and high $p_T$ electrons, while the bottom plots are concerned with low and high muon $p_T$. 
5.2.4 Jets

Individual particles identified by the PF algorithm are clustered into jets if they originate from hadronization of the same parton in the hard interaction or in subsequent decays. The clustering is performed with the "anti-kt" algorithm [106] using a distance parameter of $R = 0.4$. The "anti-kt" is a sequential algorithm used as default in CMS experiment. It is infrared and collinear safe compared to cone algorithms used before LHC [107]. The "anti-kt" algorithm, as other sequential algorithms, is based on exploiting a quantity, which describes how likely two partons are stem from the same QCD splitting, and proceed sequentially to construct the jet by reconstructing the partons which are closer to each other in terms of this quantity. This is done in the following way. In first step two distances are defined: the distance between two objects $i$ and $j$, $d_{ij}$, and the distance between the object $i$ and the beam, $d_{iB}$, which are calculated according to

$$d_{ij} = \min\left( \frac{1}{p_{T_i}^2}, \frac{1}{p_{T_j}^2} \right) \frac{\Delta R_{ij}^2}{R^2},$$

$$d_{iB} = \frac{1}{p_{T_i}^2}.$$

Here $\Delta R_{ij}$ is the cone width between two objects and $R$ represents the cone width used for clustering. If $d_{ij}$ is the smallest among two distances then $i$ and $j$ entities are combined into a new entity $k$, for which the four-momentum vector is defined as a sum of four vectors for $i$ and $j$. In the other case, distance $d_{iB}$ is assigned to a jet with index $i$ and and $i$'s object is removed from the list of entities and considered as a final jet. The algorithm is then repeated until no entities are left in the event.

The functionality of the algorithm can be understood by considering several particle combinations. The distance is inversely proportional with the transverse momentum such that particles with high momentum (hard hadrons) will be given priority in the clustering and hard hadrons will tend to cluster with soft (low momenta) hadrons. This is illustrated in Fig. 5.4. The algorithm yields circular jets around high-$p_T$ particles, whose shapes are resilient to nearby low-$p_T$ particles originating for example from PU. The shapes of adjacent low-$p_T$ jets, however, can have non-circular shapes if they overlap with the hard jet. To reject noise and to avoid mismeasurements, PF jets considered for this analysis have to meet additional requirements.

Jet identification criteria were applied in order to reject fake jets originating from calorimeter and readout electronics noise, while retaining the vast majority of the jets (> 99%). Jets passing the "Loose" ("Tight") working point for jet identification used in analyses exploiting 2015 – 2016 (2017) datasets, the details of selection are shown in Table 5.3.

Only jets above a transverse momentum $p_T > 30$ GeV and within the tracker acceptance $|\eta| < 2.4$ are considered. The jet reconstruction algorithm uses as input the entire list of PF objects including the leptons. Therefore the leptons originating from W and Z bosons are also potentially clustered as jets. These jets need to be removed from the jet list, which is achieved by vetoing jets that are within the $\Delta R < 0.4$ cone around the selected leptons. The number of selected jets in the event in particular analysis is denoted as $N_j$. From those selected jets, the key variable $H_T$ is defined by:

$$H_T = \sum_{jets} p_T.$$
Figure 5.4: Illustration of jets obtained with the anti-$k_t$ algorithm, showing the active areas in $\eta$-$\phi$ space which tend to be circular. The figure is taken from [106].

<table>
<thead>
<tr>
<th></th>
<th>Loose</th>
<th>Tight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral hadronic energy fraction</td>
<td>$&lt; 0.99$</td>
<td>$&lt; 0.9$</td>
</tr>
<tr>
<td>Neutral electromagnetic energy fraction</td>
<td>$&lt; 0.99$</td>
<td>$&lt; 0.9$</td>
</tr>
<tr>
<td>Charged electromagnetic fraction</td>
<td>$&lt; 0.99$</td>
<td>-</td>
</tr>
<tr>
<td>Number of constituents</td>
<td>$&gt; 1$</td>
<td>$&gt; 1$</td>
</tr>
<tr>
<td>Charged Multiplicity</td>
<td>$&gt; 0$</td>
<td>$&gt; 0$</td>
</tr>
<tr>
<td>Charged Hadron Fraction</td>
<td>$&gt; 0$</td>
<td>$&gt; 0$</td>
</tr>
</tbody>
</table>

Table 5.3: Summary of the selection applied for jet identification

**Jet Energy Corrections and Resolution** In order to account for the contribution of PU to the measured jet energy and to compensate for nonlinear detector responses, jet energy corrections (JEC) [108, 109] are applied to relate the measured energy to the true energy deposit at the particle level. The overall correction factor is composed of the offset correction, the MC calibration factor, and the residual calibrations. Each correction factor is applied consequently.

At first, the offset correction is applied to subtract the energy not associated with the main primary vertex. The collisions taking place within a single beam crossing are called in-time PU. The contribution from the previous and subsequent beam crossings, which can also contribute to calorimetric energy in the same time window as the primary hard interaction, due to the finite signal decay time in calorimeters, are called out-of-time PU. The energy excess in the jet includes contributions from both in-time and out-of-time PU interactions, and from electronic noise in the calorimeters. The in-time PU is removed by identifying and subtracting charged hadrons as explained earlier and the remaining energy due to out-of-time PU and neutral particles is estimated with an effective area.
5.2 Physics Object Identification

After removing the offset contribution, the energy of the jet needs further corrections for the non-uniform and non-linear detector response. These effects are mostly mitigated by correction factors determined from studies on simulated jets in MC, in which the energy of the reconstructed jets were matched with the energy of their corresponding generator-level jets. In this way, scale factors are derived in bins of \( p_T \) and \( \eta \).

On top of the simulation-based correction, small residual corrections in \( p_T \) and \( \eta \) are applied only on data. The response of all jets in the event are corrected relatively to the jets in the CMS barrel region. The barrel region is chosen as the reference region because the detector material there is more uniform. The corrections are determined using a high statistics sample with two jets, in which one jet is found in the barrel region and is used as the reference object, while the other jet is free to scan the whole detector. Because of momentum conservation, we can assume both jets to be balanced in the transverse plane. Deviations from this balance are used to derive corrections in bins of \( \eta \).

The jet energy resolution also needs to be calibrated. Measurements show that the jet energy resolution (JER) in data is lower than the one in the simulation. Therefore, the jets in MC need to be smeared to match the jets from data.

Heavy Flavor Tagging

The suppression of b quark decays by the Cabibbo-Kobayashi-Maskawa (CKM) matrix [110, 111] leads to comparatively long lifetimes of \( O(10^{-12} \text{ s}) \) for particles containing a b quark. This entails that the distance between the primary vertex and the point where such particles decay is usually long enough to be resolved with the CMS pixel detector. The resulting so-called b jets can therefore be discriminated against jets originating from light flavor quarks or gluons by detecting displaced secondary vertexes. This allows to enhance the sensitivity of the search for signal models that are expected to produce this signature by categorizing events according to the number of identified b jets.

The identification of b jets is performed with the combined secondary vertex algorithm (CSVv2) in the SUSY searches and the \( \tilde{t}\tilde{W} \) cross section measurement [112]. By the time of the \( \tilde{t}\tilde{W} \) cross section measurement, the b tagging identification was improved using advances in deep machine learning [113] and a new version of the CSVv2 tagger was developed. The Deep CSV algorithm uses a deep neural network with more hidden layers, more nodes per layer, and a simultaneous training for all vertex categories and for all jet flavors. The efficiencies of the CSVv2 and Deep CSV algorithms can be compared in Fig. 5.5. The working point of the CSVv2 algorithm chosen for SUSY searches and the cross section measurement for the \( \tilde{t}\tilde{W} \) analysis has an efficiency of 65% to correctly tag a jet as b jet, while keeping the mistagging rate less than 1%. The Deep CSV algorithm achieves a \( p_T \) averaged efficiency of 70% for b quark jets to be correctly identified as b jets while retaining a mistagging rate 12% for charm quark jets and 1% for jets originating from u, d, or s quarks or from gluons. The number of selected b jets in the event of a particular analysis is denoted as \( N_b \).

5.2.5 Missing Transverse Momentum

The total transverse momentum of the particles that do not interact with the detector material is obtained by balancing the momentum conservation in the transverse plane. It
Figure 5.5: Misidentification probability for c and light-flavor jets versus b jet identification efficiency for various b tagging algorithms applied to jets in tt events. The figure is taken from [112].

is defined as the negative vectorial sum over the transverse momenta of all PF particles and transverse energy is the scalar magnitude of the total transverse momentum:

$$p_T^{\text{miss}} = - \sum_{\text{PF particles}} p_T$$

(5.7)

Since jets are involved in the missing transverse momentum calculation, missing energy is also corrected for jet energy scale [114]. In the following, the absolute value of the missing transverse momentum will be denoted as $p_T^{\text{miss}}$.

5.3 EVENT REWEIGHTING

Simulation events are generally tuned to reproduce real data. However, data taking conditions, in particular the PU profile, are not available before data taking starts. Furthermore, the event generation itself is also not perfect. Many details of the hadronization process are still unknown, and state-of-the-art event generators can only compute hard physics processes up to maximally NLO precision, whereas data contains higher orders corrections as well. All these effects can lead to discrepancies between the data and MC simulation.

To correct for some of these discrepancies, event reweighting have been developed. In the following, reweighting applied to the event and the particular physics objects will be described. These include the corrections for mismodeling of the PU, ISR and for a mismatch in efficiency selection for leptons and b-tagged jets in MC and data.
5.3.1 PU reweighting

The PU distribution in simulation is randomly sampled from a Poisson distribution with a mean equal to the assumed number of interactions in data. To match correctly the distribution of PU in data, MC simulation needs to be reweighted. The PU distribution in data is calculated using the bunch-by-bunch luminosity, assuming a total proton-proton inelastic cross section of 69.2 mb [63]. For each MC sample, the PU distribution is stored before event selection, and those events which pass through analysis chain are reweighted to match PU profile in data.

5.3.2 Lepton efficiency and scale factors

All variables used in the lepton identification, isolation, impact parameters and jet variables have been carefully validated in terms of agreement between data and simulation. Nevertheless, small differences remain. In order to mitigate this effect, correction factors are used to reweight simulated events. These scale factors (SF) are derived for each lepton flavor by measuring efficiencies separately in data and simulation, using the tag-and-probe technique in Z → ℓℓ events [95, 97].

The Z boson is reconstructed within the invariant mass range of 60-120 GeV from two objects: one lepton passing a tight selection called the tag, and the other lepton passing some looser criterion, than the main one, is called the probe. The tight selection also includes matching to the object selected by the trigger system. The invariant masses of the pair of the tag and passing the selection probe leptons, and the pair of the tag and failing the selection probe leptons are fitted as signal and background. The efficiency is computed by the ratio of the number of signal lepton pairs that both pass tag and probe selection compared to the number of all lepton pairs. This method is applied both to data and simulation. The scale factor is computed as the ratio of the two efficiencies:

$$SF(p_T, \eta) = \frac{\epsilon_{\text{data}}(p_T, \eta)}{\epsilon_{\text{MC}}(p_T, \eta)}$$

(5.8)

where $\epsilon_i(p_T, \eta)$ is the efficiency measured in bins of $p_T$ and $\eta$. The scale factor is used later to correct the weight of the simulated event. The full simulation correction from the lepton side is given by the product of all scale factors:

$$SF = \prod_{i \in \text{leptons}} SF_i(p_T^i, \eta^i)$$

(5.9)

Additional lepton selection efficiencies have been measured for leptons from W decays in simulated t\bar{t} events as a function of lepton $p_T$ and $\eta$ to correct the mismatch between measured efficiencies in "FullSim" and "FastSim" simulations. This measurement is cross-checked with the similar measurement in simulated Drell-Yan (DY) events.

5.3.3 Corrections for b tagging efficiencies

As a first step towards applying corrections for b tagging efficiencies the distribution of the b tagging discriminator output is reweighted to match the shape for light and heavy flavor jets in MC simulation to the one measured in data. The second component - the b tagging efficiency scale factors for b and light flavor jets - are determined in the
similar way to the lepton efficiencies, using tag and probe technique. The region chosen for this measurement is dominated by the $t\bar{t}$ process, where the electron and muon tight selection is applied. The hardest jets in this control region are supposed to be jets which come from the top quarks decays and are expected to be b-tagged jets. The SF depends on the jet flavor, $p_T$ and $\eta$ and is applied in the following way. The probability of a given configuration of jets in MC simulation and data is defined as:

$$P(\text{MC}) = \prod_{i=\text{tagged}} \varepsilon_i \prod_{j=\text{not tagged}} (1 - \varepsilon_j)$$

$$P(\text{Data}) = \prod_{i=\text{tagged}} \text{SF}_i \varepsilon_i \prod_{j=\text{not tagged}} (1 - \text{SF}_j \varepsilon_j)$$

where $\varepsilon$ is the MC b tagging efficiency and SF is the ratio of b tagging efficiency in data and MC. The event weight is calculated as the ratio of these probabilities in data and simulation.

5.3.4 ISR corrections

A study was performed to investigate how well the ISR is modeled in the simulation by evaluating agreement between data and simulation for $t\bar{t}$ production decaying into two lepton final state events. These events are reweighted based on the number of ISR jets in order to make the jet multiplicity agree with data. The same reweighting procedure is applied to SUSY MC events. The reweighting factors vary between 0.92 and 0.51 for the number of ISR jets between 1 and 6. One half of the deviation from unity is considered as the systematic uncertainty on these reweighting factors.
Part I

SEARCH FOR SUPERSYMMETRY IN EVENTS WITH MULTIPLE CHARGED LEPTONS, JETS, AND MISSING TRANSVERSE MOMENTUM
SEARCH FOR SUSY IN DATA SET COLLECTED BY CMS
EXPERIMENT IN 2016

With its unprecedented collision energies during Run II, the LHC opened once more
unexplored territory of SUSY particle masses for our explorations. In this chapter, we
discuss the first of the three data analyses performed by the PhD candidate: a search
for supersymmetry using collision events with multiple leptons.

There is no ‘golden discovery channel’ for SUSY. This is because of the unknown mass
spectrum of the SUSY particles. Depending on the masses the production rates and the
kinematic properties of the final state particles could alter vastly. A systematic search
over all possible kinematic phase space was conducted by several research groups with
the comprehensive program that was set up by the CMS collaboration. Due to extremely
small (< 1 pb) cross sections for SUSY processes it is essential to employ dedicated
techniques to discriminate SUSY signal against the background which arises from SM
processes. Among several strategies, the usage of leptons appears to be appealing:
dominant QCD process and single boson production do not have enough leptons to enter
the multilepton event selection. Furthermore, for the processes yielding multiple bosons
in the final state, every charged lepton decreases background efficiencies due to the
leptonic branching fractions of approximately 11% and 3.4% per lepton flavor for W and
Z bosons, respectively [10]. In this thesis extremely low SM background is achieved by
the usage of at least three charged leptons in the final state. Unfortunately, high lepton
multiplicity also implies low signal output for the SUSY models (see subsection 6.1).

Similar searches as the one presented in this thesis have been carried out by the
ATLAS [115] and the CMS [116, 117] Collaborations at $\sqrt{s} = 8$ TeV based on data
sets corresponding to 20.3 fb$^{-1}$ and 19.5 fb$^{-1}$ of proton-proton collisions, respectively.
All of these searches did not show significant deviations of the observed data from the
SM background expectation, which allowed to exclude gluino masses of up to 1 TeV in
different models. A first version of the search presented in this thesis has been conducted
with the first data set of proton-proton collisions collected by CMS at $\sqrt{s} = 13$ TeV in
2015, totaling an integrated luminosity of 2.3 fb$^{-1}$ [118]. Subsequently, the search has
been optimized for a larger data set and has been performed with 35.9 fb$^{-1}$ collected in
2016.

The results presented in this section are published by the CMS collaboration in JHEP.
The original paper for which the entire set of results are taken from this thesis work
is added here. After the paper, we will explain more in detail each component of the
analysis.
Search for supersymmetry in events with at least three electrons or muons, jets, and missing transverse momentum in proton-proton collisions at $\sqrt{s} = 13$ TeV

The CMS Collaboration

Abstract

A search for new physics is carried out in events with at least three electrons or muons in any combination, jets, and missing transverse momentum. Results are based on the sample of proton-proton collision data produced by the LHC at a center-of-mass energy of 13 TeV and collected by the CMS experiment in 2016. The data sample analyzed corresponds to an integrated luminosity of 35.9 fb$^{-1}$. Events are classified according to the number of b jets, missing transverse momentum, hadronic transverse momentum, and the invariant mass of same-flavor dilepton pairs with opposite charge. No significant excess above the expected standard model background is observed. Exclusion limits at 95% confidence level are computed for four different supersymmetric simplified models with pair production of gluinos or third-generation squarks. In the model with gluino pair production, with subsequent decays into a top quark-antiquark pair and a neutralino, gluinos with masses smaller than 1610 GeV are excluded for a massless lightest supersymmetric particle. In the case of bottom squark pair production, the bottom squark masses are excluded up to 840 GeV for charginos lighter than 200 GeV. For a simplified model of heavy top squark pair production, the top squark pair production, the bottom squark masses are excluded up to 840 GeV for charginos lighter than 200 GeV. For a simplified model of heavy top squark pair production, the top squark mass is excluded up to 720, 780, or 710 GeV for models with an exclusive $t_2 \rightarrow t_1 H$ decay, an exclusive $t_2 \rightarrow t_1 Z$ decay, or an equally probable mix of those two decays. In order to provide a simplified version of the analysis for easier interpretation, a small set of aggregate signal regions also has been defined, providing a compromise between simplicity and analysis sensitivity.

search for susy in data set collected by cms experiment in 2016
1 Introduction

Many different theories beyond the standard model (BSM) predict processes leading to events containing multiple electrons and/or muons [1–5]. The background from standard model (SM) processes forging such a final state is small and dominated by multiboson production, which is well understood theoretically [6–20] and well reconstructed experimentally [21–25]. The search in this paper is designed to have broad sensitivity to a variety of BSM models by examining the event yields as a function of several kinematic quantities.

This paper describes the methods and results of a search for new physics in final states with three or more electrons or muons in any combination accompanied by jets and missing transverse momentum. A sample of proton-proton (pp) collision data, corresponding to an integrated luminosity of 35.9 fb$^{-1}$ and collected by the CMS detector at the CERN LHC at a center-of-mass energy of 13 TeV throughout 2016, is used. Results of this analysis are interpreted in the context of supersymmetric (SUSY) models [26–34]. Supersymmetry is an extension of the SM that predicts a SUSY partner for every SM particle by introducing a new symmetry between bosons and fermions. It can potentially provide solutions to questions left open by the SM, such as the hierarchy problem and the nature of dark matter. More specifically, models in which R-parity [31] is conserved, whereby SUSY particles are produced only in pairs, can include a dark matter candidate in the form of a stable and undetectable lightest SUSY particle (LSP). In the models considered in this paper, the LSP is assumed to be the lightest neutralino (a mixture of the superpartners of the Higgs and Z bosons, and of the photon).

The reference models for this analysis are simplified model spectra (SMS) [35]. Examples for SUSY processes that can give rise to multilepton final states are shown in Fig. 1. Throughout this paper lepton refers to an electron or a muon. The models under consideration in this analysis feature the pair production of gluinos, $\tilde{g}$, or third generation squarks, $\tilde{b}_1$ or $\tilde{t}_2$, superpartners of gluons and third generation quarks, respectively, for a wide spectrum of possible masses. A typical process predicted by SUSY models consists of gluino pair production with each gluino decaying to a top quark pair, $t\bar{t}$, and an LSP, $\tilde{\chi}_1^0$, (Fig. 1, upper left), or to a pair of quarks and a neutralino, $\tilde{\chi}_2^0$, or chargino, $\tilde{\chi}_1^\pm$. The latter would then decay into a Z or W boson, and an LSP (Fig. 1, upper right). The first model is referred to as T1tttt and the second one as T5qqqqVV throughout this paper. Other models feature bottom squark, $\tilde{b}_1$, pair production, with subsequent cascade decays resulting in top quarks, W bosons and LSPs (Fig. 1, lower left) or pair production of the heaviest of the two top squark states, $\tilde{t}_2$, with subsequent decays to top quarks, Higgs or Z bosons, and LSPs (Fig. 1, lower right). The latter process allows a challenging scenario to be probed in which the mass difference between the lighter top squark, $\tilde{t}_1$, and the neutralino, $\tilde{\chi}_1^0$, is close to the mass of the top quark [36, 37]. These two models are denoted as T0ttWW and T0ttHZ, respectively. Through the decays of W, Z or Higgs bosons these processes can result in several leptons. In addition to the presence of multiple leptons, these models predict events with multiple jets and missing transverse momentum, largely induced by the undetected LSPs. The SUSY particles that are not directly included in the diagrams are assumed to be too heavy to be accessible at the LHC. Therefore, the only free parameters in these models are the mass of the produced gluinos or squarks, the masses of the possible intermediate particles in the decay chain, like $\tilde{\chi}_2^0$ or $\tilde{\chi}_1^\pm$, and the mass of the $\tilde{\chi}_1^0$.

Similar searches have been carried out by the ATLAS and CMS Collaborations using the 13 TeV dataset. With the data sample collected by the ATLAS experiment and corresponding to an integrated luminosity of 36.1 fb$^{-1}$, gluinos with masses up to 1870 GeV can be excluded [38] assuming the model depicted in Fig. 1 (upper left). A comparable search at the same center-of-mass energy with the CMS detector in 2015, based on a data sample corresponding to an
2 The CMS detector

The CMS detector features a superconducting solenoid with an internal diameter of 6 m that creates a magnetic field of 3.8 T. Inside the magnet volume are a silicon pixel and strip tracker, an electromagnetic calorimeter (ECAL) made of lead tungstate crystals, and a hadronic calorimeter (HCAL) made of brass and scintillator material, each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity ($\eta$) coverage for the HCAL. In the barrel section of the ECAL, an energy resolution of about 1% is achieved for unconverted or late-converting photons in the tens of GeV energy range. The remaining barrel photons have a resolution of about 1.3% up to $|\eta| = 1$, rising to about 2.5% at $|\eta| = 1.4$. In the endcaps, the resolution of unconverted or late-converting photons is about 2.5%, while the remaining endcap photons have a resolution between 3 and 4% [40]. When combining information from the entire detector, the jet energy resolution amounts typically to 15% at 10 GeV, 8% at 100 GeV, and 4% at 1 TeV, to be compared to about 40%, 12%, and 5% obtained when the ECAL and HCAL calorimeters alone are used. Muons are measured in the range $|\eta| < 2.4$, with detection planes made using three technologies: drift tubes, cathode strip chambers, and resistive plate chambers. Matching muons to tracks measured in the silicon tracker results in a relative transverse momentum resolution for muons with $20 < p_T < 100$ GeV of 1.3–2.0% in the barrel and better than 6% in the endcaps. The $p_T$ resolution in the barrel is better than 10% for muons with $p_T$ up to 1 TeV [41]. The first level of the CMS trigger system [42], composed of specialized hardware processors, uses information from the calorimeters and muon detectors to select the

integrated luminosity of 2.3 fb$^{-1}$, excluded gluino masses below 1175 GeV [39]. The current analysis improves upon the one performed with the data collected in 2015 with a more advanced strategy that exploits the transverse mass reconstructed with a lepton and the missing transverse momentum vector. Taking into account that approximately 15 times more data were collected in 2016, a new control region dominated by events from the $t\bar{t}Z$ process and a new interpretation of the results based on a $\bar{t}\bar{t}HZ$ model also were added.

Figure 1: Diagrams for models with gluino pair production leading to four top quarks, $T1tttt$ (upper left), or four quarks and two vector bosons, $T5qqqqVV$ (upper right) in the final state, in both cases accompanied by two LSPs. Models of bottom, $T6ttWW$, and top squark, $T6ttHZ$, pair production lead to two top quarks, two LSPs and either two W bosons (lower left) or two neutral bosons as SM Higgs (H) and/or Z bosons (lower right).
most interesting events in a fixed time interval of less than 4 µs. The high-level trigger (HLT) processor farm further decreases the event rate from approximately 100 kHz to around 1 kHz, before the storage of the data. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in [43].

3 Event selection criteria and Monte Carlo simulation

Events are reconstructed using the particle flow, PF, algorithm [44], which reconstructs and identifies each individual particle with an optimized combination of information from the various elements of the CMS detector. The objects identified as particles by this algorithm are commonly referred to as PF candidates. Jets are clustered from PF candidates using the anti-$k_T$ algorithm [45, 46] with a distance parameter of 0.4. Only jets with transverse momentum ($p_T$) larger than 30 GeV falling within $|\eta| < 2.4$ are considered. To avoid double counting, the closest matching jets to leptons are not considered if they are separated from the lepton by less than 0.4 in $\Delta R \equiv \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$. Here $\Delta \eta$ and $\Delta \phi$ are the differences in $\eta$ and azimuthal angle ($\phi$, in radians) between the considered lepton and a given jet. Additional criteria are applied to reject events containing noise and mismeasured jets. Jet energy scale (JES) corrections are applied to correct simulated jets for residual differences with data [47, 48].

The combined secondary vertex algorithm CSVv2 [49, 50] is used to assess the likelihood that a jet originates from a bottom quark. The tagging efficiency for true b flavor jets is typically 70% and the misidentification probabilities are 10% and 1% for c quark and light-flavor jets, respectively. Jets with $p_T > 25$ GeV and within $|\eta| < 2.4$ are considered for b tagging. Another variable related to jets that is used throughout this analysis is the scalar sum of the transverse momenta of all jets, defined as $H_T = \sum_{\text{jets}} p_T$, where jets have $p_T > 30$ GeV. The missing transverse momentum $p_T^{\text{miss}}$ is defined as the magnitude of $\mathbf{p}_T^{\text{miss}}$, the negative vector sum of the transverse momenta all PF candidates reconstructed in an event [51, 52].

Electron candidates are reconstructed using tracking and ECAL information, by combining the clusters of energy deposits in the ECAL with Gaussian sum filter tracks [53]. The electron identification is performed using a multivariate discriminant built with shower shape variables, track-cluster matching variables, and track quality variables. The algorithm is optimized to select electrons from the decay of W and Z bosons with a 90% efficiency while rejecting electron candidates originating from jets. To reject electrons originating from photon conversions inside the detector, electrons are required to have all possible measurements in the innermost tracker layers and to be incompatible with any conversion-like secondary vertices. The identification of the muon is performed using the quality of the matching between the measurements of the tracker and the muon system [41]. The muon identification efficiency is at least 96%, with some variation depending on $p_T$ and $\eta$.

The reconstructed vertex with the largest value of summed physics object $p_T^2$ is taken to be the primary pp interaction vertex. The physics objects are the objects returned by a jet finding algorithm [45, 46] applied to all charged tracks associated with the vertex, plus the corresponding associated missing transverse momentum. Both muon and electron candidates are required to have a transverse impact parameter smaller than 0.5 mm with respect to the primary vertex and a longitudinal impact parameter smaller than 1 mm. In addition, a selection on the three-dimensional impact parameter significance, defined as the value of impact parameter divided by its uncertainty, is applied. This value has to be smaller than 4 for both electrons and muons.

Additional information about the isolation of the lepton is necessary to discriminate between
leptons originating from decays of heavy particles such as W and Z bosons ("prompt" leptons) and those produced in hadron decays or jets misidentified as leptons ("nonprompt" leptons). The lepton isolation criterion is constructed using three different variables.

The relative isolation, $I_{\text{rel}}$, is defined as the ratio of the amount of energy measured in a cone around the lepton to the $p_T$ of the lepton, $p_T^l$, with a $p_T$-dependent radius [54]:

$$\Delta R \leq \frac{10 \text{ GeV}}{\min(\max(p_T^l, 50 \text{ GeV}), 200 \text{ GeV})}.$$  \hspace{1cm} (1)

Requiring $I_{\text{rel}}$ below a given threshold ensures that the lepton is locally isolated, even in Lorentz-boosted topologies.

The second isolation variable is the ratio of the lepton $p_T$ and that of the jet geometrically closest to the lepton: $p_T^{\text{ratio}} = p_T^l / p_T^j$. In most cases this is the jet containing the lepton. If no jet is found within a cone defined by $\Delta R < 0.4$, the ratio is set to 1. The use of $p_T^{\text{ratio}}$ provides a way to identify nonprompt low-$p_T$ leptons originating from low-$p_T$ b jets, which decay with a larger opening angle than the one used in $I_{\text{rel}}$.

The last variable used in the isolation criteria of leptons is $p_T^{\text{rel}}$, defined as the magnitude of the component of the lepton momentum perpendicular to the axis of the closest jet. The jet axis is obtained by subtracting the momentum vector of the lepton from that of the jet. If no matched jet is found around the lepton, the variable is set to 0. This variable allows the recovery of leptons from accidental overlap with jets in Lorentz-boosted topologies. For the calculation of $p_T^{\text{rel}}$ and the previously mentioned $p_T^{\text{ratio}}$, jets with $p_T > 5 \text{ GeV}$ and without any additional identification criteria are considered.

Using those three variables, a lepton is considered isolated if the following condition is fulfilled:

$$I_{\text{rel}} < I_1 \ \text{AND} \ (p_T^{\text{ratio}} > I_2 \ \text{OR} \ p_T^{\text{rel}} > I_3).$$  \hspace{1cm} (2)

The values of $I_1$, $I_2$, and $I_3$ depend on the flavor of the lepton; the probability to misidentify a jet as a lepton is higher for electrons than for muons, so tighter isolation values are used for the former. For electrons (muons), the tight selection requirements are $I_1 = 0.12$ ($0.16$), $I_2 = 0.76$ ($0.69$), and $I_3 = 7.2$ ($6.0$) GeV. The isolation requirement for leptons to pass the loose working point of the selection is significantly relaxed, only consisting of $I_{\text{rel}} < 0.4$.

Events used in this analysis are required to pass trigger selection criteria that target dilepton and multilepton events. The following two sets of triggers are used in a logic OR configuration. One set of triggers requires that the two leptons satisfy loose isolation criteria and that the highest-$p_T$ (leading) lepton have $p_T > 23$ (17) GeV and the second highest-$p_T$ (sub-leading) lepton have $p_T > 12$ (8) GeV for muons (electrons). The second set of triggers places no requirements on the isolation, has a lower $p_T$ threshold for both leptons ($p_T > 8 \text{ GeV}$), and requires the $H_T$ reconstructed in the trigger to be greater than 300 GeV. With the thresholds on the $p_T$ of the leptons and on the $H_T$ applied, the efficiency per event is near 100%.

The selection requires the presence of at least three well-identified leptons in the event. The leptons must satisfy $p_T$ thresholds that depend on the lepton flavor and the amount of hadronic activity in the event. For events with low hadronic activity ($H_T < 400 \text{ GeV}$), the leading electron (muon) must satisfy $p_T > 25$ (20) GeV and sub-leading electrons (muons) must satisfy $p_T > 15$ (10) GeV. In events with high hadronic activity ($H_T > 400 \text{ GeV}$), the thresholds are relaxed to 15 (10) GeV for the leading electrons (muons). The lowest-$p_T$ (trailing) lepton must have
Opposite-charge same-flavor lepton pairs are required to have an invariant mass \((m_{\ell\ell})\) greater than 12 GeV to suppress Drell–Yan and quarkonium processes.

In order to estimate the contribution from SM processes with prompt leptons in the signal regions and to calculate the predicted yields from new physics models, Monte Carlo (MC) simulations are used. The MADGRAPH5_aMC@NLO v2.2.2 or v2.3.3 generator [55] was used to simulate events for the \(t\bar{t}, W\gamma^*\) and \(tWZ\) processes, at leading order (LO), and for \(t\bar{t}Z, t\bar{t}W, tZq, t\bar{t}q, tW, WW, WZ, ZZ, \) and \(Z\gamma^*\) final states, at next-to-leading order (NLO) in perturbative quantum chromodynamics. The NLO POWHEG v2 [56] generator is exploited for the \(t\bar{t}H\) and diboson [58, 59] production. The NNPDF3.0LO [60] parton distribution functions (PDFs) are used for the simulated samples generated at LO and the NNPDF3.0NLO [60] PDFs for those generated at NLO. Parton showering and hadronization are simulated using the PYTHIA v8.212 generator [61] with the CUETP8M1 tune [62, 63]. A double-counting of the partons generated with MADGRAPH5_aMC@NLO and those with PYTHIA is removed using the MLM [64] and the FXFX [65] matching schemes, in the LO and NLO samples, respectively. The CMS detector response is modeled using a GEANT4-based model [66]. The simulated samples include additional simultaneous interactions per bunch crossing (pileup), with distributions that are weighted to match the observed data.

Monte Carlo simulation of signal events used for interpretation of the final results is done with the MADGRAPH5_aMC@NLO program at LO precision, allowing for up to two additional partons in the calculation of the matrix elements. The SUSY particle decays, parton showering, and hadronization are simulated with PYTHIA v8.212. The detector response for signal events is simulated using a CMS fast-simulation package [67] that is validated with respect to the GEANT4-based model. All simulated events are processed with the same reconstruction procedure as data. Cross sections for SUSY signal processes, calculated at NLO with next-to-leading-logarithmic (NLL) resummation, were provided by the LHC SUSY Cross Section Working Group [68–73].

## 4 Search strategy

A baseline selection is applied to the dataset containing events of interest: three or more electrons or muons, at least two jets \((N_{\text{jets}} \geq 2)\), \(p_T^{\text{miss}} \geq 50\) GeV, and \(m_{\ell\ell} \geq 12\) GeV for all opposite-charge, same-flavor lepton pairs. All these requirements are listed in Table 1. Two different regions are defined, based on whether or not an event contains an opposite-charge, same-flavor lepton pair with an invariant mass within the 15 GeV window around the Z boson mass [74]. If such a lepton pair is found the event is categorized as “on-Z”, otherwise “off-Z”.

<table>
<thead>
<tr>
<th>Number of selected leptons</th>
<th>(\geq 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p_T^{\text{miss}}, \text{GeV})</td>
<td>(\geq 2)</td>
</tr>
<tr>
<td>(m_{\ell\ell}, \text{GeV})</td>
<td>(&gt; 12)</td>
</tr>
</tbody>
</table>

Events are further categorized into signal regions, which are defined according to several event observables: \(N_{\text{b jets}}, H_T, p_T^{\text{miss}}, m_{\ell\ell}\), as well as the transverse mass reconstructed with a lepton and the missing transverse momentum vector,

\[
M_T = \sqrt{2p_T^\ell p_T^{\text{miss}} \left[ 1 - \cos \left( \phi_\ell - \phi^{\text{miss}}_\ell \right) \right]}.
\]
If the event is categorized as on-Z, the $M_T$ is calculated with the lepton that is not involved in the $Z$ boson mass reconstruction, otherwise the lepton yielding the lowest $M_T$ value ($M_T^{\text{min}}$) is used in the computation of this variable.

The classification of selected events based on the number of b jets creates signal regions with high signal-to-background ratios for events from different signal models. For example, the T1tttt model features several b jets, which would be categorized into signal regions that are almost free of the leptonic WZ background owing to the b jet requirements. Including the 0 b jet signal regions keeps the analysis sensitive to signatures without b jets, such as T5qqqqVV model. Additionally, a categorization in $H_T$ and $p_T^{\text{miss}}$ is useful to distinguish between compressed and noncompressed SUSY spectra, i.e. models with small or large mass differences between the SUSY particles in the decay chain.

Table 2 shows the definition of the signal regions (SRs) into which the events passing the baseline selection are subdivided. There are 16 separate off-Z and 16 on-Z SRs. Each category is split, depending on the number of b jets (0, 1 and 2), the value of $H_T$ (greater or lower than 400 GeV), and $p_T^{\text{miss}}$ (greater or lower than 150 GeV). These SRs are denoted as SR 1-12. Motivated by the low expected yield of events with high b jet multiplicities, one inclusive SR with $p_T^{\text{miss}} < 300$ GeV and $H_T < 600$ GeV has been defined for $\geq 3$ b jets (SR 13), and additionally to this three SRs with significant amounts of $H_T$ ($>600$ GeV, SRs 14, 15) or $p_T^{\text{miss}} (>300$ GeV, SR 16) have been introduced, since various noncompressed SUSY models yield very high values for these variables. These latter three regions are inclusive in the number of b jets. All of the 0 b jet regions, as well as three regions with high $H_T$ and $p_T^{\text{miss}}$ values, are further split depending whether $M_T$ is smaller (designated with the letter “a” after the region number) or greater (designated with “b”) than 120 GeV, leading to a total of 23 regions for each of the off-Z and on-Z categories. In the on-Z regions with 0 or 1 b jet and $60 < H_T < 400$ GeV, the $p_T^{\text{miss}}$ lower bound is raised to 70 GeV to completely suppress the contribution from the Drell–Yan process.

Table 2: Summary of the signal region definitions. The minimum $p_T^{\text{miss}}$ requirement is raised from 50 to 70 GeV only for the on-Z SR1 and SR5. Signal regions that are further subdivided at $M_T = 120$ GeV are indicated with †. The search regions are mirrored for on- and off-Z categories.

<table>
<thead>
<tr>
<th>$N_{\text{jets}}$</th>
<th>$N_{\text{b jets}}$</th>
<th>$H_T$ [GeV]</th>
<th>$50(70) \leq p_T^{\text{miss}} &lt; 150$ GeV</th>
<th>$150 \leq p_T^{\text{miss}} &lt; 300$ GeV</th>
<th>$p_T^{\text{miss}} \geq 300$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\geq 2$</td>
<td>0</td>
<td>400–600</td>
<td>SR2†</td>
<td>SR4†</td>
<td>SR6</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>60–400</td>
<td>SR3†</td>
<td>SR5</td>
<td>SR7</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>60–400</td>
<td>SR9†</td>
<td>SR11</td>
<td>SR12</td>
</tr>
<tr>
<td></td>
<td>$\geq 3$</td>
<td>400–600</td>
<td>SR16†</td>
<td></td>
<td></td>
</tr>
<tr>
<td>inclusive</td>
<td>$\geq 600$</td>
<td></td>
<td>SR13†</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In order to provide a simplified version of the analysis for easier interpretation, a small set of aggregate signal regions has been defined, providing a compromise between simplicity and analysis sensitivity. The definition of these so-called super signal regions (SSR) is given in Table 3. The additional requirement $M_T$ greater than 120 GeV was added to the SSRs with respect to the relevant SRs.

### 5 Background estimation

All backgrounds leading to the multilepton final states targeted by this analysis can be subdivided into the categories listed below.
Table 3: Definition of the aggregate super signal regions (SSRs). This simpler classification is proposed for reinterpretations, depending on the presence of a Z boson candidate and the number of b jets, along with additional simultaneous requirements on $M_T$, $p_T^{miss}$, and $H_T$.

<table>
<thead>
<tr>
<th></th>
<th>$N_{b\text{jets}} \leq 2$, $M_{T}^{\text{min}} \geq 120\text{GeV}$</th>
<th>$N_{b\text{jets}} \geq 3$, $M_{T}^{\text{min}} \geq 120\text{GeV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>off-Z</td>
<td>$H_T \geq 200\text{GeV}$, $p_T^{miss} \geq 250\text{GeV}$</td>
<td>$H_T \geq 60\text{GeV}$, $p_T^{miss} \geq 50\text{GeV}$</td>
</tr>
<tr>
<td>on-Z</td>
<td>SSR1</td>
<td>SSR2</td>
</tr>
<tr>
<td></td>
<td>SSR3</td>
<td>SSR4</td>
</tr>
</tbody>
</table>

**Nonprompt leptons** are leptons from heavy-flavor decays, misidentified hadrons, muons from light-meson decays in flight, or electrons from unidentified photon conversions. In this analysis $t\bar{t}$ events can enter the signal regions if nonprompt leptons are present in addition to the prompt leptons from the W boson decays. Top quark pair production gives the largest contribution for regions with low $H_T$ and $p_T^{miss}$ values, and therefore predominately populates signal regions 1 and 5, with 0 and 1 b jet, respectively. Apart from $t\bar{t}$, Drell–Yan events can enter the baseline selection. However, they are largely suppressed by the $p_T^{miss} > 50\text{GeV}$ selection, and additional rejection is achieved by increasing the $p_T^{miss}$ requirement to 70 GeV for on-Z regions with low $H_T$ and low $p_T^{miss}$. Processes that yield only one prompt lepton in addition to nonprompt ones, such as $W$+jets and various single top quark channels, are effectively suppressed by the three-lepton requirement because of the low probability that two nonprompt leptons satisfy the tight identification and isolation requirements. Albeit small, this contribution is nevertheless accounted for in our method to estimate the background due to nonprompt leptons (see below).

**Diboson production** can yield multilepton final states with up to three prompt leptons ($WZ$ or $W\gamma^*$) and up to four prompt leptons ($ZZ$ or $Z\gamma^*$), rendering irreducible backgrounds for this analysis. For simplicity, in the following we refer to these backgrounds as $WZ$ and $ZZ$, respectively. The $WZ$ production has a sizable contribution in the on-Z events, especially in the SRs without b jets. The yields of these backgrounds in the various SRs are estimated by means of MC simulation, with the normalization factors derived from control regions in data.

**Other rare SM processes** that can yield three or more leptons are $t\bar{t}W$, $t\bar{t}Z$, and triboson production. We also include the contribution from the SM Higgs boson produced in association with a vector boson or a pair of top quarks in this category of backgrounds, as well as processes that produce additional leptons from internal conversions, which are events that contain a virtual photon that decays to leptons. The internal conversion background components, $X+\gamma$, are strongly suppressed by the $p_T^{miss} > 50\text{GeV}$ and $N_{\text{jets}} \geq 2$ requirements. The background events containing top quark(s) in association with a W, Z or Higgs boson or another pair of top quarks are denoted as $t\bar{t}X$, except for $t\bar{t}Z$ which is separately delineated. For the estimation of the latter process, the same strategy as for the $WZ$ is used. All other processes are grouped into one category that is denoted as rare SM processes. The contribution from these processes as well as $t\bar{t}X$ are estimated from MC simulation.

The background contribution from nonprompt leptons is estimated using the tight-to-loose ratio method [54]. In this method, the yield is estimated in an application region that is similar to the signal region but which contains at least one lepton that fails the tight identification and isolation requirements but satisfies the loose requirements. The events in this region are weighted by $f/(1-f)$, where the tight-to-loose ratio $f$ is the probability that a loosely identified lepton also satisfies the full set of requirements. This ratio is measured as a function of lepton $p_T$ and $\eta$ in a control sample of multijet events that is enriched in nonprompt leptons (measurement region). In this region, we require exactly one lepton, satisfying the loose object selection, and...
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one recoiling jet with $\Delta R(\text{jet}, \ell) > 1.0$ and $p_T > 30$ GeV in the event. To suppress processes that can contribute prompt leptons from a $W$ or $Z$ boson decay, such as $W(+\text{jets})$, DY or $t\bar{t}$, we additionally require both $p_T^{\text{miss}}$ and $M_T$ to be below 20 GeV. The remaining contribution from these processes within the measurement region is estimated from MC simulation and subsequently subtracted from the data.

In order to reduce the dependence of the tight-to-loose ratio on the flavor composition of the jets from which the nonprompt leptons originate, this ratio is parameterized as a function of a variable that correlates more strongly with the mother parton $p_T$ than with the lepton $p_T$. This variable is calculated by correcting the lepton $p_T$ as a function of the energy in the isolation cone around it. This definition leaves the $p_T$ of the leptons satisfying the tight isolation criteria unchanged and modifies the $p_T$ of those failing these criteria so that it is a better proxy for the mother parton $p_T$ and results in a smaller variation as a function of the mother parton $p_T$. The flavor dependence, which is much more important for the case of electrons, is further reduced by adjusting the loose electron selection to obtain similar $f$ values for nonprompt electrons that originate from light- or heavy-flavor jets. As a result, the tight-to-loose ratio measured in a multijet sample leads to a good description of nonprompt background originating from $t\bar{t}$ events, which in most of the SR are dominant in this category of background.

The tight-to-loose ratio method for estimating the nonprompt background is validated both in a closure test in simulation and in a data control region orthogonal to the baseline selection with minimal signal contamination. This region is defined by the requirement of three leptons that satisfy the nominal identification, isolation, and $p_T$ selection, one or two jets, $30 < p_T^{\text{miss}} < 50$ GeV, and no dilepton pair with an invariant mass compatible with a Z boson. With these selection criteria a purity in $t\bar{t}$ of 80% can be achieved. We find an agreement of the order of 20–30% between the predicted and observed yields in this control region.

The WZ process is one of the main backgrounds in the regions with 0 b jets, while $t\bar{t}Z$ gives a significant contribution in categories enriched in b jets. As mentioned earlier, the contribution of these backgrounds is estimated from simulation, but their normalizations are obtained from a simultaneous fit using two control regions, designed so that each is highly enriched in one of the processes. The WZ control region is defined by the requirement of three leptons satisfying the nominal identification and isolation selections. Two leptons have to form an opposite charge, same flavor pair with $|m_{\ell\ell} - m_Z| < 15$ GeV, the number of jets and b jets has to be $\leq 1$ and 0, respectively. The $p_T^{\text{miss}}$ has to be in the range $30 < p_T^{\text{miss}} < 100$ GeV, and $M_T$ is required to be at least 50 GeV to suppress contamination from the Drell–Yan process. The purity of the WZ control region is 80%. The orthogonal control region for $t\bar{t}Z$ is defined similarly to that for WZ, except for a requirement on the number of jets: three leptons satisfying the nominal identification and isolation selection are to be found, two of them forming an opposite charge, same flavor pair with $|m_{\ell\ell} - m_Z| < 15$ GeV, at least 3 jets, and $30 < p_T^{\text{miss}} < 50$ GeV. Events are classified by the number of b jets, and three bins are formed for the $t\bar{t}Z$ CR: the 0 b jet category, where the background is dominated by the WZ and $t\bar{t}$ processes, and the 1 and $\geq 2$ b jet categories, enriched in $t\bar{t}Z$. The overall purity of the $t\bar{t}Z$ process is 20%, increasing to 50% in the bins with at least one b jet. These three bins, together with the WZ control region are used in a simultaneous fit to obtain the scale factors for the normalization of the simulated samples. In the fit to data, the normalization and relative population across all four bins of all the components are allowed to vary according to experimental and theoretical uncertainties. For the WZ process the obtained scale factor is compatible with unity, $1.01 \pm 0.07$, and no correction is applied to the simulation, while for the $t\bar{t}Z$ it is found to be $1.14 \pm 0.28$. Therefore the yields from the MC $t\bar{t}Z$ sample obtained in the baseline region are scaled by a factor of 1.14.
6 Systematic uncertainties

The uncertainties in the expected SM backgrounds and signal yields are categorized as experimental, such as those related to the JES or the b tagging efficiency description in the simulation; theoretical, such as the uncertainties in the considered cross sections; statistical, related to the observed yield in control regions in data; and as uncertainties in the background estimation methods relying on control regions in data. These uncertainties and their effect on the predicted yields are described below and summarized in Table 4.

One of the major experimental sources of uncertainty is the knowledge of the JES. This uncertainty affects all simulated background and signal events. For the data set used in this analysis, the uncertainties in the jet energy scale vary from 1% to 8%, depending on the transverse momentum and pseudorapidity of the jet. The impact of these uncertainties is assessed by shifting the jet energy correction factors for each jet up and down by one standard deviation and recalculating all kinematic quantities. The systematic uncertainties related to JES corrections are also propagated to the $p_T^{\text{miss}}$ calculation. The propagation of the variation of the JES results in a variation of 1–10% in the predicted event yields in the various signal regions of this analysis.

A similar approach is used for the uncertainties associated with the corrections for the b tagging efficiencies for light, charm and bottom flavor jets, which are parameterized as a function of $p_T$ and $\eta$. The variation of the scale factor correcting for the differences between data and simulation is at a maximum of the order of 10% per jet, and leads to an overall effect in the range of 1–10% depending on the signal region and on the topology of the event. The inaccuracy of the inelastic cross section value that affects the pile up rate gives up to a 5% effect. The sources of uncertainties explained here were also studied for the signal samples, and their impact on the predicted signal yields in every search region has been estimated following the same procedures.

Lepton identification and isolation scale factors have been measured as a function of lepton

Table 4: The effect of the systematic uncertainties on the event yields of the backgrounds and signal processes.

<table>
<thead>
<tr>
<th>Source</th>
<th>Effect on the backgrounds [%]</th>
<th>Effect on signal [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated luminosity</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>JES</td>
<td>1–8</td>
<td>1–10</td>
</tr>
<tr>
<td>b tag efficiency</td>
<td>1–8</td>
<td>1–10</td>
</tr>
<tr>
<td>Pileup</td>
<td>1–5</td>
<td>1–5</td>
</tr>
<tr>
<td>Lepton efficiencies</td>
<td>9</td>
<td>15</td>
</tr>
<tr>
<td>HLT efficiencies</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Nonprompt application region statistics</td>
<td>10–100</td>
<td>—</td>
</tr>
<tr>
<td>Nonprompt extrapolation</td>
<td>30</td>
<td>—</td>
</tr>
<tr>
<td>WZ control region normalization</td>
<td>10</td>
<td>—</td>
</tr>
<tr>
<td>tZ control region normalization</td>
<td>25</td>
<td>—</td>
</tr>
<tr>
<td>Limited size of simulated samples</td>
<td>1–100</td>
<td>10–100</td>
</tr>
<tr>
<td>ISR modeling</td>
<td>—</td>
<td>1–10</td>
</tr>
<tr>
<td>Modeling of unclustered energy</td>
<td>—</td>
<td>1–20</td>
</tr>
<tr>
<td>Ren., fact. scales, cross section (ttW, ttH)</td>
<td>11–13</td>
<td>—</td>
</tr>
<tr>
<td>Ren., fact. scales, acceptance (ttW, ttZ, ttH, signal)</td>
<td>3–18</td>
<td>3–18</td>
</tr>
<tr>
<td>PDFs (ttW, ttZ, ttH)</td>
<td>2–3</td>
<td>—</td>
</tr>
<tr>
<td>Other rare backgrounds</td>
<td>50</td>
<td>—</td>
</tr>
</tbody>
</table>
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\( \mathbf{p_T} \) and \( \eta \). They are applied to correct for residual differences in lepton selection efficiencies between data and simulation. The corresponding uncertainties are estimated to be about 3% per lepton for both flavors, and additionally 2% per lepton is assigned to the signal leptons due to the detector fast simulation. Assuming 100% correlation between the uncertainties on the corrections for the different leptons, a flat uncertainty of 9% is taken into account for the background, while 15% is considered for the signal. The uncertainty related to the HLT trigger efficiency is evaluated to amount to 3%.

For the nonprompt and misidentified lepton background, several systematic uncertainties are considered. The statistical uncertainty from the application region, which is used to estimate this background contribution, ranges from 10 to 100%. The regions where these uncertainties are large are generally regions where the overall contribution from this background is small. The uncertainty arising from the electroweak background subtraction in the measurement region for the tight-to-loose ratio is propagated from the uncertainty on the scale factor obtained from the fit to the control regions. In the case where no events are observed in the application region, an upper limit of the background expectation is used as determined from the upper limit at 68% confidence level (CL) multiplied by the most likely tight-to-loose ratio value.

The systematic uncertainty related to the extrapolation from the control regions to the signal regions for the nonprompt lepton background is estimated to be 30%. This value has been extracted from closure tests performed by applying the method described in Section 5 to simulated samples containing nonprompt leptons. From the simultaneous fit in the control regions, the uncertainty in the normalization of the WZ process is estimated to be 10%, while a value of 25% is found for \( ttZ \) background.

The limited size of the generated MC samples represents an additional source of uncertainty. For the backgrounds that are estimated from simulation, such as \( ttW, ttZ \), and \( ttH \), as well as for all the signal processes, this statistical uncertainty is computed from the number of MC events entering the signal regions and varies widely across the SRs.

For signal efficiency calculations additional uncertainties in the description of the initial-state radiation (ISR) are taken into account. The modeling of ISR by the version of the \textsc{MadGraph5}_\textsc{aMC}@\textsc{NLO} generator used for signal events was compared against a data sample of \( tt \) events in the dilepton final state. The corresponding corrections range from 0.51 to 0.92, depending on the jet multiplicity. These corrections are then applied on simulated SUSY events based on the number of ISR jets to improve upon the \textsc{MadGraph5}_\textsc{aMC}@\textsc{NLO} modeling of the multiplicity of additional jets from ISR. Half the magnitude of these ISR corrections is assigned as an additional systematic uncertainty, which can be as large as 10%.

The uncertainty in potential differences between the modeling of \( p_T^{\text{miss}} \) in data and the fast simulation arising from unclustered energy in the CMS detector is evaluated by comparing the reconstructed \( p_T^{\text{miss}} \) with the \( p_T^{\text{miss}} \) obtained using generator-level information. This uncertainty ranges up to 20%.

Theoretical uncertainties include the uncertainty in the renormalization (\( \mu_R \)) and factorization (\( \mu_F \)) scales, and in the knowledge of the PDFs. These uncertainties are evaluated for several processes, namely \( ttW, ttZ, \) and \( ttH \), which are dominant backgrounds in several signal regions. Both the changes in the acceptance and cross sections related to these effects are taken into account and propagated to the final uncertainties.

For the study of the renormalization and factorization uncertainties, variations up and down by a factor of two with respect to the nominal values of \( \mu_F \) and \( \mu_R \) are evaluated. The maximum difference in the yields with respect to the nominal case is observed when both scales are varied...
up and down simultaneously. The effect on the overall cross section is found to be \(\sim 13\%\) for \(t\bar{t}W\) and \(\sim 11\%\) for \(t\bar{t}H\) backgrounds. The effect of the variations of \(\mu_F\) and \(\mu_R\) on the acceptance is taken as additional, uncorrelated uncertainty on the acceptance corresponding to different signal regions. This effect is found to vary between 3% and 18% depending on the SR and the process.

The uncertainty related to the PDFs is estimated from the 100 NNPDF 3.0 replicas, computing the deviation with respect to the nominal yield for each of them in every signal region (the cross section and acceptance effect are considered together) [60]. The root-mean-square of the variations is taken as the value of the systematic uncertainty. Since no significant differences between signal regions have been found, a flat uncertainty of 3% (2%) is considered for \(t\bar{t}W\) (\(t\bar{t}Z\) and \(t\bar{t}H\)) backgrounds. This value also includes the effect of the strong coupling constant variation, \(\alpha_S(M_Z)\), which is added in quadrature. An extra, conservative, flat uncertainty of 50% is assigned to the yield of the remaining rare processes, which are not well measured.

7 Results

Comparisons between data and the predicted background of the distributions of the four event observables used for signal region categorization, namely \(H_T\), \(p_T^{miss}\), \(M_T\) and \(N_{b\text{ jets}}\), as well as the lepton \(p_T\) spectra, the lepton flavor composition, and the event jet multiplicity are shown in Fig. 2 (Fig. 3) for events satisfying the selection criteria of the off-Z (on-Z). Figure 4 graphically presents a summary of the predicted background and observed event yields in the individual SR bins. The same information is also presented in Tables 5 and 6 for the off-Z and on-Z regions, respectively. Table 7 represents the yields in the SSRs.

The number of events observed in data is found to be consistent with the predicted background yields in all 46 SRs. The results of the search are interpreted by setting limits on superpartner masses using simplified models. For each mass point, the observations, background predictions, and expected signal yields from all on-Z and off-Z search regions are combined to extract the minimum cross section that can be excluded at a 95\% CL using the CL\(_s\) method [75–77], in which asymptotic approximations for the distribution of the test-statistic, which is a ratio of profiled likelihoods, are used [78]. Log-normal nuisance parameters are used to describe the uncertainties listed in Section 6.

The limits are shown in Fig. 5 for the T1tttt model (left) and for the T5qqqqVV model (right). In the T5qqqqVV model each gluino decays to a pair of light quarks and a neutralino (\(\chi^0_2\)) or chargino (\(\chi^+_1\)), followed by the decay of that neutralino or chargino to a W or Z boson, respectively, and an LSP (Fig. 1, top right). The probability for the decay to proceed via the \(\chi^+_1\), \(\chi^0_1\), or \(\chi^0_2\) is taken to be 1/3 for each case. In this scenario, the second neutralino \(\chi^0_2\) and chargino are assumed to be mass-degenerate, with masses equal to \(0.5(m_{\tilde{g}} + m_{\tilde{\chi}^0_1})\).

The limits on the bottom squark pair production cross section are shown in Fig. 6. In this model, the mass of the LSP is set to 50 GeV. Finally, the limits on the \(t\bar{t}\) pair production cross section are shown in Fig. 7. In this scenario, the mass difference between the \(t_1\) and the LSP is set to 175 GeV, the \(t_1\) decays via a top quark to LSP, and the \(t_\bar{t}\) decays via a Z or Higgs boson to \(t_1\). We consider the reference values \(B(t_2 \to t_1Z) = 0, 50,\) and 100%; the sensitivity is diminished for the \(t_1\)H final state because of the additional branching factors for Higgs cascade decays to electrons or muons via gauge bosons or tau leptons.

Search regions providing the best sensitivity to new physics scenarios depend on the considered models and their parameters. In the non-compressed scenario of the T1tttt model, the most
sensitive region is off-Z SR16b (high $p_T^{miss}$ and $M_T$ region). When considering the compressed scenario, the contribution from SR16b region remains the largest, up to the most compressed cases where the SR12 off-Z region (2 b jets, medium $p_T^{miss}$ and high $H_T$) starts to contribute significantly. For the T5qqqqVV model in the non-compressed scenario, the most sensitive regions are on-Z SR16b and SR15b (high and medium $p_T^{miss}$, high $H_T$ and high $M_T$ values). When moving towards more compressed scenarios, the most significant contributions come from the SR16b and SR15b on-Z regions, until reaching the compressed scenario where the most sensitive region is SR4b (medium $p_T^{miss}$, high $H_T$ and high $M_T$). The exclusion limit for T6ttWW model is dominated by both off-Z SR16 regions (high $p_T^{miss}$ region). For the T6ttHZ model with $B(\ell_2 \to \ell_1Z) = 0\%$, the limits in the non-compressed scenario are driven by the off-Z SR15a (high $H_T$, medium $p_T^{miss}$, low $M_T$), while for compressed case by off-Z SR13 (high $N_b$ jets, low and medium $H_T$ and $p_T^{miss}$). For $B(\ell_2 \to \ell_1Z) = 50\%$ in the non-compressed scenario, the on-Z SR16b region dominates the exclusion limit, while in the compressed scenario the on-Z SR13 (high $H_T$, medium $p_T^{miss}$, high $M_T$) give the highest contribution. Finally, for $B(\ell_2 \to \ell_1Z) = 100\%$ the on-Z SR16b plays the leading role in both compressed and non-compressed scenarios.

Table 5: Expected and observed yields in the off-Z search regions. The first uncertainty states the statistical uncertainty, while the second represents the systematic uncertainty.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>60–400</td>
<td>50–150</td>
<td>&lt;120</td>
<td>206 ± 6 ± 35</td>
<td>201</td>
<td>SR1a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥120</td>
<td>1.4 ± 0.5 ± 0.2</td>
<td>3</td>
<td>SR1b</td>
</tr>
<tr>
<td></td>
<td>150–300</td>
<td></td>
<td>&lt;120</td>
<td>25.9 ± 2.1 ± 4.3</td>
<td>24</td>
<td>SR2a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥120</td>
<td>0.84 ± 0.34 ± 0.12</td>
<td>0</td>
<td>SR2b</td>
</tr>
<tr>
<td></td>
<td>400–600</td>
<td>50–150</td>
<td>&lt;120</td>
<td>15.6 ± 1.6 ± 2.1</td>
<td>21</td>
<td>SR3a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥120</td>
<td>0.19 ± 0.09 ± 0.02</td>
<td>0</td>
<td>SR3b</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&lt;120</td>
<td>6.0 ± 0.8 ± 0.7</td>
<td>5</td>
<td>SR4a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥120</td>
<td>0.19 ± 0.09 ± 0.04</td>
<td>0</td>
<td>SR4b</td>
</tr>
<tr>
<td>1</td>
<td>60–400</td>
<td>50–150</td>
<td>Inclusive</td>
<td>202 ± 6 ± 44</td>
<td>191</td>
<td>SR5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>150–300</td>
<td>25.6 ± 1.9 ± 4.6</td>
<td>25</td>
<td>SR6</td>
</tr>
<tr>
<td></td>
<td>400–600</td>
<td>50–150</td>
<td>Inclusive</td>
<td>15.4 ± 1.3 ± 2.2</td>
<td>21</td>
<td>SR7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>150–300</td>
<td>7.3 ± 1 ± 1.1</td>
<td>7</td>
<td>SR8</td>
</tr>
<tr>
<td>2</td>
<td>60–400</td>
<td>50–150</td>
<td>Inclusive</td>
<td>47.7 ± 2.8 ± 7.6</td>
<td>51</td>
<td>SR9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>150–300</td>
<td>5.3 ± 0.5 ± 0.6</td>
<td>5</td>
<td>SR10</td>
</tr>
<tr>
<td></td>
<td>400–600</td>
<td>50–150</td>
<td>Inclusive</td>
<td>5.8 ± 0.7 ± 0.8</td>
<td>9</td>
<td>SR11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>150–300</td>
<td>2.9 ± 0.5 ± 0.4</td>
<td>2</td>
<td>SR12</td>
</tr>
<tr>
<td>≥3</td>
<td>60–600</td>
<td>50–300</td>
<td>Inclusive</td>
<td>3.9 ± 0.7 ± 0.6</td>
<td>6</td>
<td>SR13</td>
</tr>
<tr>
<td></td>
<td>≥600</td>
<td>50–150</td>
<td>&lt;120</td>
<td>14.4 ± 1.2 ± 1.6</td>
<td>20</td>
<td>SR14a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥120</td>
<td>0.28 ± 0.14 ± 0.04</td>
<td>0</td>
<td>SR14b</td>
</tr>
<tr>
<td></td>
<td>150–300</td>
<td></td>
<td>&lt;120</td>
<td>12.1 ± 1.4 ± 1.6</td>
<td>10</td>
<td>SR15a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥120</td>
<td>0.40 ± 0.12 ± 0.05</td>
<td>0</td>
<td>SR15b</td>
</tr>
<tr>
<td></td>
<td>≥60</td>
<td>50–150</td>
<td>&lt;120</td>
<td>12.1 ± 1.5 ± 1.9</td>
<td>7</td>
<td>SR16a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥120</td>
<td>0.70 ± 0.25 ± 0.11</td>
<td>0</td>
<td>SR16b</td>
</tr>
</tbody>
</table>
Table 6: Expected and observed yields in the on-Z search regions. The first uncertainty states the statistical uncertainty, while the second represents the systematic uncertainty.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>60-400</td>
<td>70-150</td>
<td>&lt;120</td>
<td>266 ± 5 ± 39</td>
<td>241</td>
<td>SR1a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150-300</td>
<td>≥120</td>
<td>30 ± 2 ± 4</td>
<td>33</td>
<td>SR1b</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&lt;120</td>
<td>53.8 ± 2.2 ± 8</td>
<td>61</td>
<td>SR2a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥120</td>
<td>5.7 ± 0.8 ± 0.7</td>
<td>9</td>
<td>SR2b</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50-150</td>
<td>&lt;120</td>
<td>44.6 ± 1.9 ± 6.5</td>
<td>52</td>
<td>SR3a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥120</td>
<td>5.1 ± 0.6 ± 0.7</td>
<td>6</td>
<td>SR3b</td>
</tr>
<tr>
<td></td>
<td></td>
<td>400-600</td>
<td>&lt;120</td>
<td>16.6 ± 1.3 ± 2.5</td>
<td>17</td>
<td>SR4a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥120</td>
<td>1.4 ± 0.3 ± 0.2</td>
<td>1</td>
<td>SR4b</td>
</tr>
</tbody>
</table>

Table 7: Expected and observed yields in the super signal regions. The background events containing top quark(s) in association with a W, Z or Higgs boson, except $t\bar{t}Z$, or another pair of top quarks are denoted as $t\bar{t}X$. The first uncertainty states the statistical uncertainty, while the second represents the systematic uncertainty.

<table>
<thead>
<tr>
<th>SS</th>
<th>Nonprompt</th>
<th>$t\bar{t}Z$</th>
<th>$t\bar{t}X$</th>
<th>WZ</th>
<th>Rare</th>
<th>Total</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSR1</td>
<td>0.63 ± 0.38 ± 0.19</td>
<td>0.00 ± 0.00^{0.00}_{0.00}</td>
<td>0.05 ± 0.03 ± 0.01</td>
<td>0.01 ± 0.01 ± 0.01</td>
<td>0.01 ± 0.01 ± 0.01</td>
<td>1.1 ± 0.4 ± 0.2</td>
<td>0</td>
</tr>
<tr>
<td>SSR2</td>
<td>0.14 ± 0.06 ± 0.03</td>
<td>0.11 ± 0.04 ± 0.02</td>
<td>0.50 ± 0.07 ± 0.08</td>
<td>1.03 ± 0.28 ± 0.21</td>
<td>0.04 ± 0.09 ± 0.14</td>
<td>0.18 ± 0.05^{0.03}_{0.02}</td>
<td>0</td>
</tr>
<tr>
<td>SSR3</td>
<td>0.23 ± 0.04 ± 0.05</td>
<td>0.50 ± 0.07 ± 0.08</td>
<td>1.72 ± 0.18 ± 0.31</td>
<td>0.54 ± 0.10 ± 0.13</td>
<td>0.40 ± 0.09 ± 0.14</td>
<td>3.7 ± 0.5 ± 0.4</td>
<td>6</td>
</tr>
<tr>
<td>SSR4</td>
<td>0.01 ± 0.01 ± 0.01</td>
<td>0.01 ± 0.01 ± 0.01</td>
<td>0.01 ± 0.01 ± 0.01</td>
<td>0.01 ± 0.01 ± 0.01</td>
<td>0.01 ± 0.01 ± 0.01</td>
<td>0.94 ± 0.23 ± 0.20</td>
<td>2</td>
</tr>
</tbody>
</table>
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Figure 2: Background prediction and the observed event yields in the key observables for the off-Z baseline selection: the number of jets and b jets, $H_T$, $M_T$, $p_T^{\text{miss}}$, the lepton $p_T$ spectra and the event yields by flavor category are shown. The background events containing top quark(s) in association with a W, Z or Higgs boson, except tZ, or another pair of top quarks are denoted as tX. The last bin includes the overflow events, and the hatched area represents the statistical and combined systematic uncertainties in the prediction. The lower panels show the ratio of the observed and predicted yields in each bin. For illustration the yields, multiplied by a factor 10, for two signal mass points in the T6thHZ model, where the $B(t_2 \to t_1 H) = 100\%$, are displayed for non-compressed ($m(t_2) = 700$ GeV and $m(t_1) = 175$ GeV) and compressed ($m(t_2) = 600$ GeV and $m(t_1) = 425$ GeV) scenarios.
Figure 3: Background prediction and the observed event yields in the key observables of the on-Z baseline selection: the number of jets and b jets, $H_T$, $M_T$, $p_T^{miss}$, the lepton $p_T$ spectra and the event yields by flavor category are shown. The background events containing top quark(s) in association with a W, Z or Higgs boson, except tZ, or another pair of top quarks are denoted as tX. The last bin includes the overflow events, and the hatched area represents the combined statistical and systematic uncertainties in the prediction. The lower panels show the ratio of the observed and predicted yields in each bin. For illustration the yields, multiplied by a factor 10, for two signal mass points in the T6ttHZ model, where the $B(t_2 \rightarrow t_1 Z) = 100\%$, are displayed for non-compressed ($m(t_2) = 700 \text{ GeV}$ and $m(t_1) = 175 \text{ GeV}$) and compressed ($m(t_2) = 600 \text{ GeV}$ and $m(t_1) = 550 \text{ GeV}$) scenarios.
Figure 4: Background prediction and observed event yields in the 23 off-Z (left) and the 23 on-Z (right) signal regions. The background events containing top quark(s) in association with a W, Z or Higgs boson, except $t\bar{t}Z$, or another pair of top quarks are denoted as $t\bar{t}X$. The hatched area represents the statistical and systematic uncertainties on the prediction. The lower panels show the ratio of the observed and predicted yields in each bin. For illustration the yields, multiplied by a factor 10, for $t_2 \rightarrow t_1 H$ (left) and $t_2 \rightarrow t_1 Z$ (right) decays are displayed for two signal mass points in the $T_6ttHZ$ model to represent compressed and non-compressed scenarios.
Figure 5: Cross section upper limits at 95% CL in the $m_{\tilde{g}}$ versus $m_{\tilde{g}}$ plane for T1tttt (left) and T5qqqVV (right) simplified models. For the latter model the branching fraction of gluino decay to neutralino or chargino is equal to 1/3 and $m_{\tilde{g}} = m_{\tilde{g}} = 0.5(m_{\tilde{g}} + m_{\tilde{g}})$. The excluded regions are to the left and below the observed and expected limit curves. The color scale indicates the excluded cross section at a given point in the mass plane.

Figure 6: Cross section upper limits at 95% CL in the $m_{\tilde{g}}$ versus $m_{\tilde{g}}$ plane for T6ttWW simplified model. The mass of the neutralino is set to 50 GeV. The descriptions of the excluded regions and color scale are the same as in Fig. 5.
Figure 7: Cross section upper limits at 95% CL in the $m_{\tilde{t}_1}$ versus $m_{\tilde{t}_2}$ plane for T6ttHZ simplified model. Different branching fractions of the decay $\tilde{t}_2 \to \tilde{t}_1 Z$ are considered: 0% (top left), 50% (top right), and 100% (bottom). The mass difference between the lighter top squark ($\tilde{t}_1$) and a neutralino is close to the mass of the top quark. The descriptions of the excluded regions and color scale are the same as in Fig. 5.
8 Conclusions

A search for physics beyond the standard model in final states with at least three electrons or muons in any combination, jets, and missing transverse momentum has been presented using data collected by the CMS detector in 2016 at $\sqrt{s} = 13$ TeV, corresponding to an integrated luminosity of 35.9 fb$^{-1}$. The analysis makes use of control regions in data to estimate reducible backgrounds and to validate simulations used to estimate irreducible background processes. To maximize sensitivity to a broad range of possible signal models, 46 exclusive signal regions are defined. No significant deviation from the expected standard model background is observed in any of these signal regions.

The results are interpreted using a simplified gluino-pair production model that features cascade decays producing four top quarks and two neutralinos. In this model, gluinos with a mass up to 1610 GeV are excluded in the case of a massless LSP. The maximum excluded LSP mass is 900 GeV. This represents an improvement of approximately 435 and 250 GeV, respectively, compared to the exclusion limit set in a similar search based on data collected with the CMS detector in 2015, corresponding to an integrated luminosity of 2.3 fb$^{-1}$ [39].

For the simplified model of gluino-gluino production with decay to light-flavor quark jets, two vector bosons and neutralinos, gluino masses up to 1160 GeV and neutralino masses up to 680 GeV can be excluded. The limit on gluino and neutralino masses extends the corresponding limit from the previous analysis by about 335 and 180 GeV, respectively.

For a simplified model of bottom squark pair production decaying to top quarks, W bosons and neutralinos, bottom squark masses up to 840 GeV are excluded for a low mass chargino, while chargino masses are excluded up to 750 GeV. These extend the previous limits by 380 GeV for each particle.

Finally, for a simplified heavy top squark pair production model with further decays to two top quarks, Higgs or Z bosons, and neutralinos, the $t_2$ mass is excluded up to 720, 780, and 710 GeV for models with an exclusive $t_2 \rightarrow t_1 H$ decay, an exclusive $t_2 \rightarrow t_1 Z$ decay, and an equally probable mix of those two decays, while the $t_1$ mass is excluded up to 430, 540, and 450 GeV for the same branching fractions. This significantly improves the results obtained with the 8 TeV dataset [36].
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6.1 SUSY SIGNAL MODELS

Simplified SUSY models are used as benchmark processes in order to optimize the event selection and to interpret the results in terms of exclusion limits on the masses of the SUSY particles in a given model. Of particular interests are gluino pair and 3rd generation squark pair production with their subsequent cascade decays. All considered models assume R parity conservation, which means each model will have an LSP in the final state. The LSP escapes detection and gives rise to missing transverse momentum in the event. In this section, we will discuss the features of the simplified models considered in the analysis.

6.1.1 $T_{1tttt}$: A model with four top quarks in the final state

The first considered model is gluino pair production with the subsequent decay of each gluino via an intermediate virtual top squark into a top quark pair and a neutralino. In most of the phase space, this final state would result in a high jet and b jet multiplicity, as well as high $H_T$ and $p_T^{miss}$. The multilepton signature constitutes only about 7% of the 4 top-quark decays but it greatly profits from the reduced SM backgrounds and therefore provides a competitive sensitivity compared to other signatures. The model is denoted as $T_{1tttt}$ and is depicted in Fig. 6.1.

![Diagram of gluino pair production decaying into four top quarks and two neutralinos via an intermediate virtual $t$ sparticle (T1tttt).](image)

6.1.2 $T_{6ttWW}$: A model with four W bosons and two b quarks in the final state

One of the models considered to represent 3rd generation squark production is a $\tilde{b}$-pair production process where each $\tilde{b}$ undergoes a cascade decay through an on-shell chargino (see Fig. 6.2). In this model, the mass of the LSP is set to 50 GeV. This process has only 2 b quarks in the final state. In this search the masses of b squark are about 750-850 GeV which is significantly lower than the gluino masses this analysis sensitive to. This leads to the fact that in $T_{6ttWW}$ model the final state contains rather soft jets as opposed to those in $T_{1tttt}$. Therefore the sensitivity of the fully hadronic searches for $T_{6ttWW}$ is reduced and the sensitivity reached by the multilepton signature becomes more important.
6.1.3 \( T_6ttHZ: \text{A model with BEH and Z bosons} \)

Another model considered in this search consists of a \( \tilde{t}_2 \)-pair production process where each \( \tilde{t}_2 \) squark undergoes a cascade decay through a \( \tilde{t}_1 \) (see Fig. 6.3). This process has at least 2 b quarks in the final state, along with two prompt leptons from the top quarks. Additional leptons may be provided by the decays of the BEH and Z bosons, or also b jets in the case of the BEH decay. In this model, the mass difference between the \( \tilde{t}_1 \) and the LSP is set to 175 GeV, the \( \tilde{t}_1 \) decays via a top quark to LSP, and the \( \tilde{t}_2 \) decays via a Z or BEH boson to \( \tilde{t}_1 \). We consider the reference values \( B(\tilde{t}_2 \rightarrow \tilde{t}_1 Z) = 0, 50, \) and 100\%; the sensitivity is diminished for the \( \tilde{t}_1 H \) final state because of the additional branching factors for BEH cascade decays to electrons or muons via gauge bosons or \( \tau \) leptons.

6.1.4 \( T_5qqqqVV: \text{A model without b quarks in the final state} \)

The Fig. 6.4 shows another simplified model with gluino pair production, referred to as \( T_5qqqqVV \). Here, the gluinos decay into light flavor quarks and either the lightest chargino (\( \tilde{\chi}_1^\pm \)) or the second lightest neutralino (\( \tilde{\chi}^0_2 \)). The probability for the decay to proceed via the \( \tilde{\chi}_1^- \), \( \tilde{\chi}_1^+ \), or \( \tilde{\chi}^0_2 \) is taken to be 1/3 for each case. Subsequently, the chargino (neutralino) decays into a W(Z) boson and the LSP. In this scenario, the second neutralino \( \tilde{\chi}^0_2 \) and chargino are assumed to be mass-degenerate, with masses equal to \( 0.5(m_\tilde{g} + m_{\tilde{\chi}^0_1}) \).
Unlike previously described models, this model does not produce b jets in the final state. Instead, a pair of opposite-charge, same-flavor (OCSF) leptons is produced if the Z boson decays leptonically. Depending on the mass splitting between the $\tilde{\chi}^0_2/\tilde{\chi}^\pm_1$ and $\tilde{\chi}^0_1$ the leptons in the final state can be either soft or hard. Different combinations of vector bosons give rise to three distinct signal topologies. Assuming equal probabilities for the three decay channels relative production probabilities are $4/9$ and $1/9$ for the topology featuring WZ and ZZ production, respectively. While these two topologies can produce up to three and four leptons respectively, the WW topology, produced with a probability of $4/9$ yields at most two leptons if both W bosons decay leptonically.

![Figure 6.4: Gluino or squark production decaying into leptons and light quarks (T5qqqqVV).](image)

### 6.2 Trigger and Object Selection

In this section, we briefly discuss the trigger, lepton and jet selections used in the analysis.

#### 6.2.1 Triggers

The analysis targets events with at least three well-identified muons or electrons in any combination. These events are required to pass trigger selection criteria that target dilepton and multilepton events. The first set of triggers, referred to as isolated dilepton triggers, selects events with at least two loosely isolated leptons. On top of isolation, the longitudinal distance between two leptons is added to select leptons from the same vertex. The isolated dilepton triggers employed in this analysis impose $p_T$ thresholds of 17 GeV and 8 GeV on the highest-$p_T$ (leading) and the second highest-$p_T$ (sub-leading) muon. The corresponding thresholds for electrons are higher — 23 GeV and 12 GeV for the leading and the sub-leading electron, respectively. The second set of dilepton triggers places no requirements on the isolation. Instead, these triggers require a minimum amount of hadronic activity reconstructed in the trigger to be greater than 300 GeV. The lepton threshold for this type of triggers is set to 8 GeV both for electrons and muons. All trigger names are summarized in Table B.1.

For the dilepton triggers considered here, the trigger efficiency can be factorized as a product of the individual efficiencies for the trigger to correctly recognize the leading lepton, the sub-leading lepton and, in case of the non-isolated triggers, the hadronic activity separately. These efficiencies are measured in data using the tag-and-probe technique discussed earlier. Events entering the denominator of the efficiency are selected by a single lepton trigger that imposes more stringent requirements on the so-called tag lepton than the dilepton trigger requirement under study. Additionally, the tag lepton
has to pass the specific lepton selection that will be described in subsection 6.2.2. A second lepton in the event, which also has to pass the lepton selection with the $p_T$ requirement omitted, serves as the probe lepton. This allows measuring the factorized efficiency for triggering the event as a function of $p_T$ and $\eta$ of the probe lepton. An example of measured efficiencies is shown in Fig. 6.5.

![Efficiency map](image)

Figure 6.5: Efficiency ($\eta, p_T$) map for the leading (top) and sub-leading (bottom) legs of the dielectron (left) and dimuon (right) triggers in the full 2016 data set. The figures are made by Laurent Thomas.

The efficiencies have been measured to be 90% or better for leading and sub-leading leptons of both flavors and all trigger paths considered in this analysis. The redundancy of triggering events with at least three leptons with dilepton triggers thus entails trigger efficiencies above 97% if the leptons have sufficiently large transverse momenta. The lower lepton $p_T$ threshold of the non-isolated triggers allows decreasing the offline $p_T$ requirement for the offline lepton selection.

In addition to the signal triggers, a set of single lepton triggers that impose no isolation requirement on the lepton are used in the analysis. Events selected by these auxiliary triggers are used to measure the lepton misidentification rate that is used for the nonprompt lepton background estimation, as will be discussed in the section 6.4. Owing to the large number of events that can pass these triggers, their rates have been decreased by applying different pre-scale factors, resulting in lower effective integrated luminosities, compared to the signal triggers.

### 6.2.2 Lepton selection

Robust identification of muons and electrons is important to achieve a high selection efficiency in events with multiple leptons. On the other hand, prompt muons and electrons need to be discriminated against their nonprompt counterparts. Two different sets of quality requirements are used to form selection criteria for each of the lepton flavors, differing in the purity of contained prompt leptons. A so-called tight selection
with stringent quality requirements aims at reducing the contribution from nonprompt leptons as much as possible while maintaining a high selection efficiency for prompt leptons. Leptons satisfying these selection criteria form the basis for identifying events with multiple leptons for a \textit{SUSY} particles search. A second set of selection criteria with relaxed quality requirements is referred to as loose selection. Events with leptons passing this selection are used for an estimation of the nonprompt lepton background. Even more, relaxed requirements in identification and impact parameters are used for muons to avoid double counting of electrons and muons. The selections are inclusive, i.e., the more stringent selection contains a subset of leptons that pass the respective looser selection.

Two different working points of the MVA are used for electrons in the tight and the loose selection. The more rigorous working point is tuned to select prompt electrons with an efficiency of about 90% and has an acceptance of nonprompt electrons of 10% (20%) in the barrel (endcap) region. The working point used for the loose electron selection has been optimized with regard to the performance of the nonprompt background estimation, which will be discussed in Section 6.4. A summary of all lepton identification criteria for the lepton selections used in the analysis is given in Table 6.1 for muons and electrons. The difference between the loose and the tight selection is the more stringent requirement on isolation and stricter demands on the electron identification in terms of electron MVA value.

<table>
<thead>
<tr>
<th>Electrons</th>
<th>Loose</th>
<th>Tight</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T &gt; 10$ GeV</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>d_{xy}</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>d_z</td>
</tr>
<tr>
<td></td>
<td>SIP$_{3D}$ &lt; 4</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>conversion rejection</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>no missing pixel hits</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>trigger emulation</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>electron MVA loose</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>electron MVA tight</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>multi-isolation</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Muons</th>
<th>Loose</th>
<th>Tight</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T &gt; 10$ GeV</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>d_{xy}</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>d_z</td>
</tr>
<tr>
<td></td>
<td>SIP$_{3D}$ &lt; 4</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Loose ID</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Medium ID</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>multi-isolation</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.1: List of all quality criteria for electrons and muons for passing the loose and the tight selection in the \textit{SUSY} analysis.

6.2.3 \textit{Jet selection}

Jets used in this analysis are asked to pass "Loose" identification criteria, have to satisfy $p_T > 30$ GeV requirement, and must reside within $|\eta| < 2.4$. Double counting with leptons is avoided by discarding the jet closest to a muon or electron passing the loose selection if the separation between the jet and the lepton is smaller than 0.4 in $\Delta R$. Same requirements are applied for b jets, apart from a relaxed to 25 GeV requirement.
for the $p_T$. The latter enhances the discrimination between topologies with or without b jets in the final state. The CSVv2 b tagging algorithm is used to identify b jets in this analysis.

6.3 EVENT SELECTION AND SEARCH STRATEGY

Any SUSY search faces the challenge that the mass hierarchy of the predicted SUSY particles and their experimental signature are inherently unknown. The mass hierarchy of the SUSY particles directly govern the kinematic properties of the final state. For example, in T5qqqqVV model the mass difference between gluino and chargino or $\tilde{\chi}_2^0$ determines the amount of $H_T$, while the difference between the masses of gluino and LSP determines the size of $p_T^{\text{miss}}$. Furthermore, even if these mass hierarchies are fixed the final state particles can be very different in terms of number of b-tagged jets, presence of on-shell W and Z bosons, etc. In order to maximize the sensitivity of the search, the presented analysis follows an inclusive approach to achieve sensitivity for a wide range of BSM physics processes that produce three or more prompt leptons.

Up to this moment, a selection on trigger level is applied to filter out events of interest out of the huge amount of proton-proton collisions recorded by the CMS experiment. At first, we discuss the baseline selection, which aims to reduce the rate of background processes as much as possible while maintaining a high signal efficiency for all the simplified SUSY models described in Section 6.1. In order to further enhance the signal-to-background ratio for different models, selected events are categorized into different signal regions (SRs). In these SRs, SUSY physics processes would manifest themselves as notable excess of data over the SM background prediction.

6.3.1 Baseline selection

The selection requires the presence of at least three well-identified leptons in the event. The leptons must satisfy $p_T$ thresholds that depend on the lepton flavor and the amount of hadronic activity in the event. For events with low hadronic activity ($H_T < 400$ GeV), the leading electron (muon) must satisfy $p_T > 25(20)$ GeV and sub-leading electrons (muons) must satisfy $p_T > 15(10)$ GeV. In events with high hadronic activity ($H_T > 400$ GeV), the thresholds are relaxed to $15(10)$ GeV for the leading electrons (muons). The lowest-$p_T$ (trailing) lepton must have $p_T > 10$ GeV in all cases. Invariant mass of OCSF lepton pairs are required to be greater than 12 GeV to suppress DY and quarkonium processes.

Additional rejection of DY events with higher invariant mass is achieved by selecting only events with $p_T^{\text{miss}} > 50$ GeV, as such events do not involve genuine $p_T^{\text{miss}}$. In the considered simplified models we expect a significant number of jets in the final state, therefore we require to have at least 2 jets in any selected event ($N_j \geq 2$). Given the definition of $H_T$, this requirement is equivalent to $H_T > 60$ GeV. Selecting events with at least 2 jets also rejects a large portion of the diboson processes, since no jets are produced in this process at LO. Additional rejection of DY events is achieved by increasing the minimum requirement for $p_T^{\text{miss}}$ from 50 GeV to 70 GeV for events with a Z boson, small b jet multiplicities, low $H_T$, and low $p_T^{\text{miss}}$. All these selection criteria are summarized in Table 6.2.

To maximize the sensitivity for signal processes with or without on-shell Z bosons, events are split into two exclusive regions according to invariant mass of OCSF pair, $m_{\ell\ell}$:
The requirements for \( N_j \) and \( p_T^{miss} \) efficiently suppress the background from the DY process. The dominant background sources in the on-Z and off-Z region are \( t\bar{t}, WZ, t\bar{t}Z, \) and \( t\bar{t}W \) processes.

### Table 6.2: Summary of all requirements used in the baseline selection criteria.

<table>
<thead>
<tr>
<th>Process</th>
<th>DY</th>
<th>( t\bar{t} )</th>
<th>WZ</th>
<th>( t\bar{t}Z )</th>
<th>( t\bar{t}W )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \geq 3 ) leptons, ( p_T &gt; 10 ) GeV</td>
<td>3120.5 ( \pm 142.2 )</td>
<td>1107.3 ( \pm 24.2 )</td>
<td>2912.4 ( \pm 15.8 )</td>
<td>396.8 ( \pm 0.8 )</td>
<td>82.7 ( \pm 0.3 )</td>
</tr>
<tr>
<td>( m_{\ell\ell} \geq 12 ) GeV</td>
<td>3120.5 ( \pm 142.2 )</td>
<td>1107.3 ( \pm 24.2 )</td>
<td>2912.4 ( \pm 15.8 )</td>
<td>396.8 ( \pm 0.8 )</td>
<td>82.7 ( \pm 0.3 )</td>
</tr>
<tr>
<td>lepton ( p_T ) selection</td>
<td>3087.4 ( \pm 141.6 )</td>
<td>1092.6 ( \pm 24.2 )</td>
<td>2893.4 ( \pm 15.8 )</td>
<td>396.0 ( \pm 0.8 )</td>
<td>82.7 ( \pm 0.3 )</td>
</tr>
<tr>
<td>Z veto</td>
<td>268.3 ( \pm 40.9 )</td>
<td>837.1 ( \pm 21.2 )</td>
<td>379.6 ( \pm 5.5 )</td>
<td>85.9 ( \pm 0.6 )</td>
<td>67.6 ( \pm 0.3 )</td>
</tr>
<tr>
<td>( N_j \geq 2 )</td>
<td>18.9 ( \pm 10.8 )</td>
<td>475.9 ( \pm 16.1 )</td>
<td>121.6 ( \pm 3.3 )</td>
<td>74.7 ( \pm 0.6 )</td>
<td>52.3 ( \pm 0.3 )</td>
</tr>
<tr>
<td>( p_T^{miss} \geq 50 ) GeV</td>
<td>-</td>
<td>346.2 ( \pm 13.6 )</td>
<td>74.0 ( \pm 2.5 )</td>
<td>54.9 ( \pm 0.6 )</td>
<td>42.3 ( \pm 0.3 )</td>
</tr>
</tbody>
</table>

### Table 6.3: Evolution of the number of expected events for important background processes when subsequently applying requirements for the off-Z baseline selection. The number of events corresponds to an integrated luminosity of 35.9 fb\(^{-1}\). The shown uncertainty reflects the statistical uncertainty arising from the finite number of simulated events.

<table>
<thead>
<tr>
<th>Process</th>
<th>DY</th>
<th>( t\bar{t} )</th>
<th>WZ</th>
<th>( t\bar{t}Z )</th>
<th>( t\bar{t}W )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \geq 3 ) leptons, ( p_T &gt; 10 ) GeV</td>
<td>3120.5 ( \pm 142.2 )</td>
<td>1107.3 ( \pm 24.2 )</td>
<td>2912.4 ( \pm 15.8 )</td>
<td>396.8 ( \pm 0.8 )</td>
<td>82.7 ( \pm 0.3 )</td>
</tr>
<tr>
<td>( m_{\ell\ell} \geq 12 ) GeV</td>
<td>3120.5 ( \pm 142.2 )</td>
<td>1107.3 ( \pm 24.2 )</td>
<td>2912.4 ( \pm 15.8 )</td>
<td>396.8 ( \pm 0.8 )</td>
<td>82.7 ( \pm 0.3 )</td>
</tr>
<tr>
<td>lepton ( p_T ) selection</td>
<td>3087.4 ( \pm 141.6 )</td>
<td>1092.6 ( \pm 24.2 )</td>
<td>2893.4 ( \pm 15.8 )</td>
<td>396.0 ( \pm 0.8 )</td>
<td>82.7 ( \pm 0.3 )</td>
</tr>
<tr>
<td>Z veto</td>
<td>2819.4 ( \pm 135.5 )</td>
<td>255.5 ( \pm 11.6 )</td>
<td>2513.8 ( \pm 14.7 )</td>
<td>310.1 ( \pm 0.8 )</td>
<td>14.7 ( \pm 0.1 )</td>
</tr>
<tr>
<td>( N_j \geq 2 )</td>
<td>220.7 ( \pm 37.5 )</td>
<td>149.7 ( \pm 9.1 )</td>
<td>868.6 ( \pm 8.6 )</td>
<td>286.0 ( \pm 0.8 )</td>
<td>11.4 ( \pm 0.0 )</td>
</tr>
<tr>
<td>( p_T^{miss} \geq 50 ) GeV</td>
<td>51.8 ( \pm 16.9 )</td>
<td>105.5 ( \pm 7.7 )</td>
<td>524.6 ( \pm 6.6 )</td>
<td>198.8 ( \pm 0.6 )</td>
<td>9.2 ( \pm 0.0 )</td>
</tr>
<tr>
<td>( p_T^{miss} \geq 70 ) GeV (low ( N_{ib} ), ( p_T^{miss} ) and ( H_T ))</td>
<td>8.3 ( \pm 5.8 )</td>
<td>82.7 ( \pm 6.9 )</td>
<td>376.3 ( \pm 5.8 )</td>
<td>167.9 ( \pm 0.5 )</td>
<td>8.1 ( \pm 0.0 )</td>
</tr>
</tbody>
</table>

### Table 6.4: Evolution of the number of expected events for important background processes when subsequently applying requirements for the on-Z baseline selection. The number of events corresponds to an integrated luminosity of 35.9 fb\(^{-1}\). The shown uncertainty reflects the statistical uncertainty arising from the finite number of simulated events.

In order to estimate the signal selection efficiency and to assess the sensitivity of the analysis, different mass splitting scenarios of the T1tttt and the T5qqqWZ topologies have been simulated as benchmark models. For each model, one uncompressed and one more compressed spectrum is considered in order to probe both extreme scenarios. In the case of T1tttt, both scenarios feature a gluino mass of 1200 GeV, while the LSP mass is set to 100 GeV and 700 GeV, respectively. For the T5qqqWZ model the compressed (uncompressed) scenario is represented with a gluino mass of 800(1000) GeV and a LSP
mass of 500(100) GeV. Table 6.5 shows that a large fraction of the simulated signal events passes the baseline selection. The selection efficiency for events with at least three leptons is larger than 71% for the 2 different mass scenarios of the T1tttt model and larger than 83% for the 2 scenarios of the T5qqqWZ model. It can also be seen that the increased $p_T^{miss}$ requirement for on-Z events with small b jet multiplicities, low $H_T$, and low $p_T^{miss}$ does not affect the signal efficiency significantly.

Table 6.5: Evolution of the number of expected events for selected mass points of the T1tttt and T5qqqWZ SUSY benchmark model. The yields are normalized to an integrated luminosity of 35.9 fb$^{-1}$. The shown uncertainty reflects the statistical uncertainty arising from the finite number of simulated events.

<table>
<thead>
<tr>
<th>$m_{\tilde{g}}/m_{\chi_1^0}$ (GeV)</th>
<th>off-Z</th>
<th>on-Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>$≥ 3$ leptons, $p_T &gt; 10$ GeV</td>
<td>T1tttt(1200/100)</td>
<td>T1tttt(1200/700)</td>
</tr>
<tr>
<td>$m_{ll} ≥ 12$ GeV</td>
<td>76.3 ± 2.2</td>
<td>80.6 ± 3.0</td>
</tr>
<tr>
<td>lepton $p_T$ selection</td>
<td>76.3 ± 2.2</td>
<td>80.6 ± 3.0</td>
</tr>
<tr>
<td>$N_j ≥ 2$</td>
<td>61.2 ± 2.0</td>
<td>59.8 ± 2.8</td>
</tr>
<tr>
<td>$p_T^{miss} ≥ 50$ GeV</td>
<td>57.3 ± 3.8</td>
<td>59.7 ± 2.8</td>
</tr>
<tr>
<td>$p_T^{miss} ≥ 70$ GeV (low $N_b$, $p_T^{miss}$ and $H_T$)</td>
<td>57.3 ± 3.8</td>
<td>55.9 ± 2.5</td>
</tr>
</tbody>
</table>

Figures 6.6 and 6.7 show the distributions of important event observables - $H_T$, $p_T^{miss}$, $N_b$, and the transverse mass reconstructed with a lepton and the missing transverse momentum vector,

$$M_T = \sqrt{2p_T^\ell p_T^{miss}[1 - \cos (\phi_\ell - \phi_{p_T^{miss}})]},$$

where one can see the signal to background discrimination power of these variables. If the event is categorized as on-Z, the $M_T$ is calculated with the lepton that is not involved in the Z boson mass reconstruction, otherwise, the lepton yielding the lowest $M_T$ value is used in the computation of this variable. For background processes containing a W boson, the $M_T$ has a well defined end point, while for signal this end point is lost, even if there is a W boson, due to the large $p_T^{miss}$ produced by the LSP. The number of events is normalized to 35.9 fb$^{-1}$. For the off-Z selection, Fig. 6.6 shows that the dominant background arises from nonprompt leptons and that the shapes of the distributions are distinctively different for the SM background processes compared to the T1tttt signal model. The latter exhibits significantly larger b jet multiplicities as well as larger $p_T^{miss}$, $H_T$, and $M_T$ values. Additionally, it can be observed that the uncompressed spectrum produces events with larger values of $p_T^{miss}$ and $H_T$ owing to the larger amount of energy available in the decay chain. Similar behavior can be observed in Fig. 6.7, where the SM background is compared to the two benchmark scenarios of the T5qqqWZ model in the on-Z baseline region. Depending on the mass splitting between the gluino and the LSP, different shapes of $H_T$ and $p_T^{miss}$ are expected, which would lead to different levels of an excess of data over the background prediction in the tails of these distributions. Owing to the production of light flavor only in the T5qqqWZ model, the distribution of the b jet multiplicity does not show a distinctively different shape for signal and background for this model.
Figure 6.6: Distributions of $H_T$, $p_T^{\text{miss}}$, $N_b$, and $M_T$ for background processes and selected SUSY benchmark models after applying the off-Z baseline selection. The hatched bands show the statistical uncertainty arising from the finite number of simulated events.
Figure 6.7: Distributions of $H_T$, $p_T^{miss}$, $N_b$, and $M_T$ for background processes and selected SUSY benchmark models after applying the on-Z baseline selection. The hatched bands show the statistical uncertainty arising from the finite number of simulated events.
6.3.2 Signal regions

To improve further the sensitivity of the search, events that pass the baseline selection are categorized into different exclusive SRs to enhance the signal-to-background ratio for specific signal topologies. The SRs are defined separately for off-Z and on-Z events by a set of boundary conditions on the event observables $H_T$, $p_T^{miss}$, $N_b$, and $M_T$. The categorization in $N_b$ maximizes the sensitivity for signal models that yield multiple top quarks such as the $T1tttt$ model. Such models populate SRs with large $b$ jet multiplicities while important background processes, e.g., WZ and nonprompt lepton backgrounds are mainly contained in SRs requiring low $N_b$. Nevertheless, also background dominated SRs with low $b$ jet multiplicities are analyzed for this search. Firstly, they are used to gain confidence in the predicted background yields and furthermore these analysis categories help constraining the uncertainties on the backgrounds that populate this region. Secondly, such SRs allow probing signal models that do not produce top quarks like the $T5qqqWZ$ model. The sensitivity for this topology, which predominantly populates on-Z SRs, profits from the fact that the contribution from the nonprompt lepton background is mainly contained in the off-Z regions. Intermediate $b$ jet multiplicity categories are expected to be useful for $T6ttWW$ and $T6ttHZ$, where we expect on average 2 $b$ quarks in the final state.

Additional event categorization according to the observed $p_T^{miss}$, $H_T$, and $M_T$ allows to further enhance the signal-to-background ratio as more stringent requirements on these variables increasingly suppress SM background. Moreover, such categorization separates compressed and uncompressed signal models. The SR boundaries have been optimized to separate different background sources and to maximize sensitivity for the SUSY benchmark models.

All SRs are summarized in Table 6.6. There are 16 separate on-Z and 16 off-Z SRs. For each category four regions are defined for events with 0, 1, and 2 $b$ jets, depending on the amount of $H_T$ and $p_T^{miss}$. These SRs are denoted as SR 1-12. Motivated by the low expected yield of events with high $b$ jet multiplicities, one inclusive SR with $p_T^{miss} < 300$ GeV and $H_T < 600$ GeV has been defined for $\geq 3$ $b$ jets (SR 13). Additionally to this SR, three extra SRs with significant amounts of $H_T$ ($> 600$ GeV, SRs 14, 15) or $p_T^{miss}$ ($> 300$ GeV, SR 16) have been introduced. These latter three regions are inclusive in $N_b$. All of the 0 $b$ jet regions, as well as three regions with high $H_T$ and $p_T^{miss}$ values, are further split depending on whether $M_T$ is smaller (designated with the letter "a") or greater (designated with "b") than 120 GeV, leading to a total of 23 regions for each of the on-Z and off-Z categories.

<table>
<thead>
<tr>
<th>$N_b$</th>
<th>$N_b$</th>
<th>$H_T$ (GeV)</th>
<th>$50(70)$ GeV $\leq p_T^{miss} &lt; 150$ GeV</th>
<th>$150$ GeV $\leq p_T^{miss} &lt; 300$ GeV</th>
<th>$p_T^{miss} \geq 300$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>60 – 400</td>
<td>SR1 †</td>
<td>SR2 †</td>
<td>SR13 †</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>60 – 400</td>
<td>SR3 †</td>
<td>SR4 †</td>
<td>SR13 †</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>60 – 400</td>
<td>SR5</td>
<td>SR6</td>
<td>SR13 †</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>60 – 400</td>
<td>SR7</td>
<td>SR8</td>
<td>SR13 †</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>60 – 400</td>
<td>SR9</td>
<td>SR10</td>
<td>SR13 †</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>60 – 400</td>
<td>SR11</td>
<td>SR12</td>
<td>SR13 †</td>
</tr>
<tr>
<td></td>
<td>$\geq 3$</td>
<td>60 – 600</td>
<td>SR13 †</td>
<td>SR14 †</td>
<td>SR15 †</td>
</tr>
</tbody>
</table>

Table 6.6: Multilepton SR definition, used both for on-Z and off-Z events. Regions marked with a † are further split according to whether $M_T$ is smaller or larger than 120 GeV. $p_T^{miss} \geq 70$ GeV is only required in on-Z SR1 and SR5 regions.
6.4 BACKGROUND ESTIMATION

The analysis strategy mentioned in the previous section relies on comparing the observed data and the yields from known SM processes in each SR category defined in the previous section. This means that a robust and precise estimation of the different background contributions is essential to obtain a reliable result. This section describes the methods used for estimating SM background contributions and their validation in data and simulation.

The SM processes that produce less than three prompt leptons that can enter the selection if at least one nonprompt lepton passes all identification and isolation requirements. We commonly refer to this type of background as nonprompt lepton background. The estimation of this background is achieved using data samples that are orthogonal to the signal enriched data samples. This procedure is referred to as "data-driven" in LHC language and more details on this will be given in the following subsection.

Background from WZ and $t\bar{t}Z$ production is the dominant background contribution in various on-Z SRs. The background source is estimated using MC simulation and a simultaneous fit in an orthogonal to the baseline region control regions enriched in these two processes are used to obtain the normalization for these processes.

Other SM background sources are estimated from MC simulation. The most important contribution amongst the remaining background sources are the processes containing top quark(s) in association with a W, Z or BEH boson or another pair of top quarks.

6.4.1 Nonprompt lepton background

The main source of the nonprompt lepton background in this analysis, as it could be seen from the Tables 6.3 and 6.4, is the production of $t\bar{t}$ in association with jets. In this process two prompt leptons can originate from leptonic decays of the W bosons that are produced in the top quark decays and the contribution to $p_T^{miss}$ arises from neutrinos. Events with these two prompt leptons can enter the baseline selection if an additional nonprompt lepton, i.e. a lepton from heavy flavor hadron decay, misidentified hadrons, muons from light meson decays, or electrons from unidentified photon conversions, passes the tight lepton selection. Even though the tight selection suppresses the vast majority of the $t\bar{t}$ background, the cross section of this process is high enough to ensure $t\bar{t}$ production to be the main source of background in most of the off-Z SRs.

The amount of nonprompt lepton background depends on the probability for a nonprompt lepton to pass the tight selection, i.e. a parameter that depends on the performance of the detector to identify and reconstruct nonprompt leptons. The simulation of this background is rather complex and less reliable than the simulation of processes producing prompt leptons. Therefore, an estimation technique that is independent of MC simulations is used to predict the contribution from nonprompt lepton background. This technique is referred to as a tight-to-loose method.

Since discrimination of prompt and nonprompt leptons that pass the tight selection is essentially impossible, the method predicts the contribution of the nonprompt lepton background in a given SR by weighting the number of events measured in an orthogonal sideband region with the tight-to-loose ratio (TLR). This region is populated by multilepton events for which at least one lepton does not pass the tight lepton selection, but satisfies the loose criterion. This region is called an application region. All other kinematical criteria are identical to the ones used in a particular SR. The tight-to-loose ratio depends on the misidentification rate, $f$, defined as the probability of a loosely
identified lepton to satisfy the tight selection criterion. In case of \( n \) leptons passing loose identification criterion and failing tight selection, the TLR is equal to

\[
\text{TLR} = (-1)^{n+1} \prod_{i=1}^{n} \frac{f_i}{1 - f_i},
\]

where the product is running over all such leptons [119].

The misidentification rate is a key component in the nonprompt lepton background estimation. It strongly depends on the flavor and on the kinematic properties of the lepton, and thus it needs to be determined as a function of the lepton \( p_T \) and \(|\eta|\) individually for electrons and muons. The measurement of the misidentification rate is performed in the QCD multijet events, which is enriched in nonprompt leptons. Suitable events are preselected by a set of auxiliary single lepton triggers listed in Table B.2. The selection of events entering the denominator of the misidentification rate calculation requires exactly one lepton that passes the loose selection, while in the numerator we require this lepton to pass the tight identification criterion. Electroweak processes, involving W and Z bosons and producing a prompt lepton, in the selection are suppressed by additionally requiring one recoiling jet with \( \Delta R(\ell, \text{jet}) > 1.0 \), \( p_T^{\text{jet}} > 30 \text{ GeV} \), and \( p_T^{\text{miss}} \) and \( M_T \) to be less than 20 GeV. The remaining contamination from electroweak processes is subtracted using estimates from the simulation. The normalization of the simulation used for this subtraction is corrected by applying electroweak scale factors, which are derived from a data to MC comparison in a control region enriched in electroweak processes. This control region is defined by requiring \( p_T^{\text{miss}} \) to be greater than 20 GeV, 70 GeV < \( M_T \) < 120 GeV, and exactly one lepton to pass the tight lepton selection.

The tight-to-loose method assumes that the misidentification rate measured in the QCD multijet events is the same as a misidentification rate exhibited in the application regions. To mitigate the dependence of the tight-to-loose ratio on the flavor composition of the jets from which the nonprompt leptons originate, the tight-to-loose ratio is parameterized as a function of a variable that correlates more strongly with the parent parton \( p_T \) than with the lepton \( p_T \). Technically it is done by correcting the lepton \( p_T \) with the energy around the lepton. For the leptons that pass the requirement \( p_T^{\text{rel}} > p_T^{\text{rel, cut}} \), the transformation for \( p_T \) is given by

\[
p_T \rightarrow p_T(1 + \max(0, I_{\text{mini}} - I_{\text{cut,mini}})), \tag{6.2}
\]

while the \( p_T \) of the leptons for which the above requirement does not take place is transformed as

\[
p_T \rightarrow \max(p_T, p_T^{\text{jet}} \times p_T^{\text{ratio, cut}}). \tag{6.3}
\]

The values for \( I_{\text{cut, mini}} \) and \( p_T^{\text{ratio, cut}} \) are defined in Table 5.2. The transformed \( p_T \), also referred to as cone-corrected \( p_T \), serves as a proxy for the parent parton \( p_T \). Note that the transformation only modifies the \( p_T \) of leptons that pass loose selection and fail tight selection and does not affect leptons in events that enter the SRs. The flavor dependence, which is much more important for the case of electrons, is further reduced by relaxing the electron MVA value to obtain similar values for nonprompt electrons that originate from light- or heavy-flavor jets. A similar matching is not needed in the case of muons since nonprompt leptons of this flavor almost exclusively originate from b jets.
The typical misidentification rate both for electrons and muons is around 10% in the corrected lepton $p_T$ between 15 and 45 GeV. For low-$p_T$ muons with $10 \text{ GeV} < p_T < 15 \text{ GeV}$ the misidentification rate increases significantly to about 50%. Low-$p_T$ electrons exhibit a smaller misidentification rate around 30%. For high $p_T$ leptons with $p_T > 45 \text{ GeV}$ the tight-to-loose ratio is increased to approximately 15-20%.

**VALIDATION IN SIMULATION AND DATA** The validation of the nonprompt lepton background estimation is performed in a so-called closure test. The closure test shows the capability of the tight-to-loose method to correctly predict the nonprompt lepton background. This is done by comparing the number of events directly observed in the baseline region with the number of predicted events, where the prediction is based on the number of events observed in the corresponding application region reweighted by the tight-to-loose ratio. This test is fully based on simulation, therefore, the misidentification rates used for the prediction have been measured in simulated QCD multijet events using the same prescription as for the measurement of the misidentification rate in data.

The closure test with a $\bar{t}t$ MC sample as a function of main variables used in the search is shown in Figure 6.9 and 6.8 for on-Z and off-Z regions, respectively. In order to maximize the statistical precision, both muons and electrons are selected for the closure test. To verify that the closure works for both flavors independently, the agreement between predicted and observed yields is checked in events with different flavor composition.

The estimation of the nonprompt lepton background is additionally verified with data enriched in nonprompt lepton background. This data sample is formed by selecting three leptons that pass all nominal identification, isolation, and $p_T$ requirements in order to obtain a region similar to the SRs of this analysis. Selecting events with $30 \text{ GeV} < p_T^{\text{miss}} < 50 \text{ GeV}$ ensures orthogonality to the baseline selection. The control region is enriched with nonprompt lepton background by applying an off-Z selection for the three leptons and by requiring $N_j$ to be equal to 1 or 2 and $N_b \geq 1$. With this selection, a purity of 80% in the nonprompt lepton background is achieved. A comparison of the observed data and the nonprompt lepton background as predicted by the tight-to-loose method is shown in Figure 6.10 for the full data set of 35.9 fb$^{-1}$ of proton-proton collisions. The small contributions from other SM background sources are taken from MC simulations and the uncertainty band includes both the statistical and systematic uncertainties, the latter of which will be discussed in detail in section 6.5. The signal contamination in this validation region was found to be negligible for the benchmark signals introduced in Section 6.1.

### 6.4.2 WZ and $t\bar{t}Z$ background

The WZ process is one of the main backgrounds in the regions with 0 b jets, while $t\bar{t}Z$ gives a significant contribution in categories enriched in b jets. The estimation of these backgrounds is based on MADGRAPH5_aMC@NLO MC simulations, but the normalizations are obtained from a simultaneous fit using two control regions enriched in one of the processes. The validation region for WZ production is defined requiring three leptons to pass tight selection among which two leptons have to form an OCSF pair with invariant mass 15 GeV close to the mass of a Z boson. A number of jets and b jets has to be $\leq 1$ and 0, respectively. The $p_T^{\text{miss}}$ has to be in the range between 30 and 100 GeV, and the invariant mass of a third lepton not participating in the forming of a
Figure 6.8: Closure test for the nonprompt lepton background estimation in $\bar{t}t$ simulated events in the off-Z region. The misidentification rate is measured in a QCD multijet MC sample. The distributions of $H_T$, $p_T^{\text{miss}}$, $N_j$, $N_b$, and $p_T$ of the trailing lepton are shown. Additionally, the yields in events with different lepton flavor composition are shown.
Figure 6.9: Closure test for the nonprompt lepton background estimation in $t\bar{t}$ simulated events in the on-Z region. The misidentification rate is measured in a QCD multijet MC sample. The distributions of $H_T$, $p_T^{miss}$, $N_j$, $N_b$, and $p_T$ of the trailing lepton are shown. Additionally, the yields in events with different lepton flavor composition is shown.
Figure 6.10: The data control region enriched in nonprompt lepton background is shown. Good agreement between data and nonprompt lepton background estimated with a tight-to-loose method is observed in \( N_j \), \( N_b \), \( H_T \), \( p_T^{\text{miss}} \), \( M_T \) and the trailing lepton \( p_T \) distributions for an integrated luminosity of 35.9 fb\(^{-1}\).
Z boson is required to be at least 50 GeV in order to suppress contamination from the DY process. The purity of such a region is 80% in WZ, which is shown in Figure 6.11.

Figure 6.11: The control region enriched in the WZ production is shown. The nonprompt lepton background is estimated with a tight-to-loose method and other backgrounds are estimated with a MC simulation. For $M_{T}$ plot the requirement on $M_{T} > 50$ GeV is removed to show the contribution from nonprompt leptons in the $N_{b} = 0$ category. Additionally, the distributions for $p_{T}^{miss}$, $H_{T}$ and flavor composition are shown after applying all selection criteria described in the text. The hatched bands represent the statistical and systematic uncertainties.

The region enriched in $t\bar{t}Z$ production is defined in the same way as for WZ, apart from a requirement on the number of jets: three tight leptons, one OCSF pair 15 GeV close to the mass of a Z boson, $N_{j} \geq 3$, and $30 < p_{T}^{miss} < 50$ GeV. Events are classified by the number of b jets, so three categories are formed for the $t\bar{t}Z$ CR: $N_{b} = 0, 1$, and $\geq 1$. The overall purity of the $t\bar{t}Z$ process is approximately 20% and increases to 50% in the bins with at least one b jet. The $t\bar{t}Z$ control region is shown in Figure 6.12.

These three bins, together with the WZ region, are used in a simultaneous fit to obtain the scale factors for the normalization of the simulated samples. In the fit to data, the normalization and relative population across all four bins of all the components are allowed to vary according to experimental and theoretical uncertainties, which will be
discussed in Section 6.5. For the WZ process, the obtained scale factor is compatible with unity, 1.01 ± 0.07, and no correction is applied to the simulation, while for the ttZ it is found to be 1.14 ± 0.28. Therefore the yields from the MC ttZ sample obtained in the baseline region are scaled by a factor of 1.14. Based on this fit, the uncertainty in the normalization of the WZ process is estimated to be 10%, while a value of 25% uncertainty is assigned for the ttZ production.

6.4.3 Other background processes

Several SM processes can produce events that enter the baseline selection and give the same signature as SUSY processes. All processes in this category are characterized by having a production rate similar to the SUSY particles. Specifically, the main contribution originates from the production of a single or a pair of top quarks in association with a vector boson or BEH boson or another pair of top quarks. The majority of these processes are simulated with MADGRAPH5_aMC@NLO generator, with some exception like for the ttH process, which is produced with the POWHEG generator (for details see Table B.3). The contribution from these processes is estimated using the output from the MC simulations, scaled to the luminosity available in data and on top of this estimation the scale factors described in Section 5.3 are applied. All contributions from processes in this category are denoted as ttX.

Processes that contain a virtual photon decaying into leptons are referred to as internal conversions. The processes in this category must not be confused with external conversions where a real photon converts into leptons upon interaction with the detector material. All processes in the internal conversion group, namely ttγ, Zγ, τγ and Wγ, are simulated at NLO accuracy with the MadGraph5_aMC@NLO event generator. The internal conversion background components are strongly suppressed by the baseline selection, specifically requirements on \(p_T^{miss}\) and \(N_j\). The background originating from external conversions is largely suppressed by the requirement for tracks to have hits in all pixel detector layers and its estimate is included in the nonprompt lepton background.
Among the remaining background processes, the largest background is ZZ diboson production, which can yield up to 4 leptons in the final state and contributes to on-Z low b jet categories. It is simulated with the POWHEG event generator. This generator is also used to model the contribution from BEH boson production through gluon fusion with subsequent leptonic decay via two Z bosons (gg → H → ZZ). The remaining processes in this category are simulated with MadGraph5_aMC@NLO and include tri-boson production and the production of a BEH boson in association with a vector boson. These processes and internal conversion background processes are grouped together in a rare SM backgrounds category.

6.5 SYSTEMATIC UNCERTAINTIES

Systematic uncertainties affecting the estimated yields of signal and background processes for the various SRs can bias the result of this search. All systematic uncertainties can be categorized as experimental, e.g. uncertainties related to the JEC or the b tagging efficiency; as theoretical, e.g. the uncertainties on the considered cross sections; and as statistical owing to the limited size of the MC samples. Moreover, dedicated uncertainties on the nonprompt lepton background estimated from data are considered.

The impact of the systematic uncertainties is evaluated by varying an estimated yield in the signal or background category under study up and down by the extent of the systematic uncertainty. This variation can either affect similarly the yields in all SRs (e.g. for the uncertainty on the luminosity) or fluctuate from one SR category to another (e.g. for JEC and b tagging uncertainties). A summary of the magnitudes of the systematic uncertainties in this search and the resulting effect on the yields in signal and background estimates are given in Table 6.7 and described in more detail below.

<table>
<thead>
<tr>
<th>Source</th>
<th>Magnitude</th>
<th>Effect on yield</th>
<th>Nonprompt</th>
<th>WZ, ttZ</th>
<th>MC bkg.</th>
<th>signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>luminosity</td>
<td>2.6%</td>
<td>2.4%</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>JEC</td>
<td>1 - 8% per jet</td>
<td>1 - 10%</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>b tag efficiency</td>
<td>1 - 10% per jet</td>
<td>1 - 10%</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>pileup</td>
<td>4.6%</td>
<td>1 - 5%</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>lepton efficiencies</td>
<td>3% per ℓ</td>
<td>9%</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HLT efficiencies</td>
<td>3%</td>
<td>3%</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lepton eff. FastSim</td>
<td>2% per ℓ</td>
<td>4%</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>appl. region stat.</td>
<td>10 - 100%</td>
<td>10 - 100%</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>non-prompt extrapol.</td>
<td>30%</td>
<td>30%</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EWK subtraction (fit)</td>
<td>100% (ewk SF)</td>
<td>5%</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WZ CR normalization</td>
<td>10%</td>
<td>10%</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ttZ CR normalization</td>
<td>5%</td>
<td>25%</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QCD scales</td>
<td>0.5 / ×2</td>
<td>11 - 13% (σ) 3 - 18% (A)</td>
<td>✓ (ttZ, A)</td>
<td>ttW, ttH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PDFs</td>
<td>2 - 3%</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rare SM bkg.</td>
<td>50%</td>
<td>50%</td>
<td>✓</td>
<td>Rare SM processes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISR modeling</td>
<td>1 - 10%</td>
<td>1 - 10%</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modeling of unclustered energy</td>
<td>1 - 20%</td>
<td>1 - 20%</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MonteCarlo stat.</td>
<td>1 - 100%</td>
<td>1 - 100%</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.7: Summary of the sources of uncertainties, their magnitude and the associated effect on the yield of selected events. The second column indicates the magnitude of a given uncertainty and the third column shows the effect on the number of expected background and signal events when varying up and down the uncertainty by 1 standard deviation. The last four columns indicate which processes are affected by the respective uncertainty, where ‘MC bkg.’ stands for tTX and rare SM processes.
6.5.1 Experimental uncertainties

The first experimental uncertainty is the imperfect knowledge of JEC. This type of uncertainty affects all backgrounds and signals taken from the simulation. The jet energy scale is varied by 1-8%, depending on $p_T$ and $\eta$ of the jet. The impact of this uncertainty is assessed by shifting the jet energy correction factors for each jet up and down by one standard deviation before the calculation of all kinematic quantities. The JEC uncertainties are propagated to the $p_T^{miss}$ and all jet- and $p_T^{miss}$-related variables ($N_j$, $H_T$, $N_b$, and $M_T$) used in this analysis. In signal regions which are not statistically limited, variations of 1-10% of the yields are observed when the JEC is varied by one standard deviation.

A similar approach is used for the uncertainties associated with the corrections for the b tagging efficiencies for light and b flavor jets, which are parametrized as a function of $p_T$ and $\eta$. The variation of the b tagging correction factor is at maximum of the order of 10% per jet, which leads to an overall effect on the yield of up to 20% depending on the SR. All simulation yields are reweighted to match the PU distribution measured in data, based on the number of vertexes. The inelastic proton-proton cross section of 69.2 mb [63] is known within 4.6%, so the variations of the minimum bias cross section within this uncertainty are propagated to the reweighting and through the full chain of the analysis to estimate the associated uncertainty on the yields. The observed effect on the yield is of the order of 1-5%. Additional uncertainty is taken into account to model the precision of the luminosity measurement of CMS. Except for the WZ and t̅tZ processes, all background and signal processes that are estimated from MC simulations and scaled to the luminosity available in data, are affected by this uncertainty. For the data set of 35.9 fb$^{-1}$ analyzed in this thesis, an uncertainty of 2.6% is quoted on the luminosity measurement.

For the lepton reconstruction and identification, the corrections applied to simulation as explained in Section 5.3 have their own uncertainties. A flat uncertainty of 3% per muon is considered, while a $p_T$ and $\eta$ dependent uncertainty of a similar magnitude is considered for electrons. An additional 1% systematic uncertainty is applied to electrons with $p_T < 20$ or > 80 GeV. The uncertainties for different leptons are conservatively assumed to be correlated, leading to about 9% uncertainty for events with three leptons. In contrast to the uncertainty of the b tagging efficiency scale factors, this uncertainty can be propagated linearly to the number of predicted background events. The uncertainty related to the HLT trigger efficiency correction for the simulated backgrounds amounts to ±3%. For events with a correction factor larger than 0.97 the up variation of this uncertainty naturally does not exceed an efficiency of 100%.

All correction factors and associated uncertainties have also been measured for the signal processes generated with a "FastSim" simulation. Correction factors for b tagging and lepton reconstruction, identification and isolation are applied on top of the data to the "FullSim" correction and come with dedicated uncertainties. The application of the various corrections and the treatment of their uncertainties follows the same procedure as for the corrections for the full simulation described above.

6.5.2 Uncertainties related to data-driven background estimations

Three different uncorrelated uncertainties are considered for the estimation of the nonprompt lepton background. The first is a SR independent uncertainty of 30% on the
prediction, where the magnitude is motivated by the level of agreement between the observed and the predicted number of simulated events in the closure test presented in Subsection 6.4.1.

A second contribution accounts for the uncertainty associated with the simulation-based subtraction of electroweak processes in the nonprompt lepton enriched region used for the misidentification rate measurement. The measured correction factors found in the electroweak control region are varied within the uncertainty, which results in two alternative misidentification rates for each flavor parametrized in the nominal cone-corrected $p_T$ and $|\eta|$ binning. Propagating the alternative misidentification rates through the full background estimation procedure allows deriving SR dependent upward and downward variations of the estimated number of background events with respect to the nominal value.

The statistical power of the application region represents the third source of uncertainty of the final estimate for the nonprompt lepton background. This uncertainty follows directly from the number of events entering the application region and varies from 10 to 100% depending on the SR. A dedicated approach is employed in SRs with missing events in the application regions. In the full 2016 data set, this only concerns 2 on-Z application regions (SR 3b and 15b) and 1 off-Z region (14b). The upper bound of the expected event number from nonprompt lepton background category in these regions is estimated by multiplying the upper uncertainty of a zero event expectation from a Poisson distribution by a most likely misidentification rate.

6.5.3 Theoretical uncertainties

The effect of the theoretical uncertainties on the cross section and on the acceptance have been studied separately for $t\bar{t}W$ and $t\bar{t}H$. In order to assess the effect of the uncertainty of the renormalization and factorization scales, all possible permutations of independent upward and downward variations of the scales have been considered. For the upward variation, the nominal value for both scales has been doubled, while it has been decreased by half for the downward variation. The largest effect has been found when both scales are varied in the same direction and the associated effect on the cross section was found to be about 13% for $t\bar{t}W$ and 11% for $t\bar{t}H$ background, respectively. For another important background - $t\bar{t}Z$ - a 25% flat uncertainty from normalization in the control region is assigned on the cross section. The effect of the upward and downward variations on the acceptance has been also studied by comparing the resulting differences in the number of background events in the different SR with respect to the nominal prediction. The effect is taken into account by considering an additional uncorrelated uncertainty of 3–18%, depending on the SR and on the regarded process.

The uncertainty related to the knowledge of PDF is estimated from a set of 100 variations of the NNPDF3.0 PDFs [120]. The uncertainty on the cross section and the acceptance effect is considered together [121] and estimated as the root-mean-square of the deviations with respect to the nominal number of background events. Since no significant fluctuations among the different signal regions are seen, a flat uncertainty of 3% (2%) is applied for $t\bar{t}W$ ($t\bar{t}H$).

The same theoretical uncertainties also affect the $X\gamma$ and the remaining rare SM background processes. An uncertainty of 50% is considered for the contribution from these processes to take into account all of the effects described above. Due to the very small number of expected events from these processes, this uncertainty has only a small impact on the sensitivity of the search.
For the signal dedicated uncertainties related to the calculation of $p_T^{\text{miss}}$ in the "FastSim" package and to the uncertainty on the ISR modeling are considered. The uncertainty in potential mismodeling of $p_T^{\text{miss}}$ in the "FastSim" arises from unclustered energy in the CMS detector and is evaluated by comparing the reconstructed $p_T^{\text{miss}}$ with the $p_T^{\text{miss}}$ obtained using generator-level information. The mean of the signal contribution in the two cases is taken as the central value and half of the difference between the two values is assigned as systematic uncertainty, correlated among all SRs.

Uncertainties on the production cross section of the signal models are taken into account separately as uncertainty bands in the exclusion limit plots.

6.5.4 Uncertainties arising from limited Monte Carlo statistics

The limited size of the generated MC samples causes an additional source of uncertainty. For the backgrounds that are estimated from the simulation, like WZ, t\bar{t}Z, t\bar{t}X, and rare SM processes as well as for all the signal processes, this uncertainty is computed from the number and the weights of MC events entering the signal regions. The size of this effect depends on the considered process and signal region and varies between 1 and 100%. The yields and statistical uncertainties for each type of background estimated from MC are shown in Appendix B.3.

6.6 RESULTS

Comparisons between data and predicted background in four event observables used for signal region categorization, namely $H_T$, $p_T^{\text{miss}}$, $M_T$ and $N_b$, as well as the lepton $p_T$ spectra, the lepton flavor composition, and the event jet multiplicity are shown in Figures 6.14 and 6.13 for events satisfying the selection criteria of the on-Z and off-Z, respectively. Figure 6.15 graphically represents a summary of the predicted background and observed event yields in the individual SR bins. The same information is also presented in Tables 6.8 and 6.9.

A good agreement between data and the prediction is observed in all sensitive to analysis variables, with the exception of one large deviation in the three last bins in the leading $p_T$ distribution in the off-Z region and in the two last bins of $H_T$ distribution in the on-Z region. In the off-Z region where the $p_T > 320$ GeV selection was applied, 18 events were observed with total estimated background of $9.9 \pm 1.4$. Among these 18 events, 11 of them were observed in the 0 b-tagged category, 14 events in the 0 or 1 jets category and 14 events with $p_T^{\text{miss}}$ less than 150 GeV. In On-Z category the discrepancy in $H_T$ greater than 780 GeV region was observed. In total 38 events were recorded with high hadronic level, while the expected background estimate gives us $24.9 \pm 3.4$ events. Most of these events contribute to the low b-tagged and low $p_T^{\text{miss}}$ categories - 29 and 20 events, respectively. No accumulation of the events in any other distribution has been observed, therefore these events are considered as a statistical fluctuation. Besides these two excesses, in the bulk and the tails of all other distributions the predicted total SM background agrees with the observed data within its uncertainty.

The presented results can be interpreted in terms of upper limits on the production cross sections of simplified SUSY signal topologies. This allows to set exclusion limits on SUSY particle masses within the considered signal models described in Chapter 6.1. In the absence of significant deviations between the observed data and the SM background expectation, such exclusion limits allow to compare the sensitivity of the search with previous or similar competing searches that are sensitive to the same signal topologies.
Additionally, exclusion limits are important measures to reject theoretically viable SUSY models that are disfavored in observed data. Limits on SUSY particle masses in simplified models, however, do not rule out the existence of such SUSY particles if they are part of more complex signal topologies.

### 6.6.1 Statistical analysis

The result of this search for SUSY processes of squark or gluino pair production can be interpreted in terms of exclusion limits on the masses of the SUSY particles involved in the decay cascades in the SMS topologies. The following statistical procedure, known as modified frequentist $CL_s$ method, is used to set the limits and is summarized in [122].

The procedure is based on comparing the observed number of events in each SR or bin $i$, with the predicted number of SM background events $b_i$ and the expected number of signal events $s_i$ for a given signal model and fixed SUSY particle masses. The signal cross section can be scaled using a real, positive number $\mu$, the so-called signal strength.
Table 6.9: Expected and observed yields in the on-Z search regions. The first uncertainty states the statistical uncertainty, while the second represents the systematic uncertainty.

---

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>60 - 400</td>
<td>50 - 150</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt; 120</td>
<td>266 ± 5 ± 39</td>
<td>241</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≥ 120</td>
<td>30 ± 2 ± 4</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>150 - 300</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt; 120</td>
<td>53.8 ± 2.2 ± 8</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≥ 120</td>
<td>5.7 ± 0.8 ± 0.7</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>400 - 600</td>
<td>50 - 150</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt; 120</td>
<td>44.6 ± 1.9 ± 6.5</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≥ 120</td>
<td>5.1 ± 0.6 ± 0.7</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>150 - 300</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt; 120</td>
<td>16.6 ± 1.3 ± 2.5</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≥ 120</td>
<td>1.43 ± 0.33 ± 0.2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>400 - 600</td>
<td>50 - 150</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt; 120</td>
<td>21.7 ± 1.2 ± 2.8</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≥ 120</td>
<td>25.2 ± 1.2 ± 3.6</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>150 - 300</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>60 - 400</td>
<td>50 - 150</td>
<td>Inclusive</td>
<td>116 ± 4 ± 15</td>
<td>115</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≥ 120</td>
<td>21.7 ± 1.2 ± 2.8</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>150 - 300</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>400 - 600</td>
<td>50 - 150</td>
<td>Inclusive</td>
<td>47 ± 1.6 ± 7.4</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≥ 120</td>
<td>7.2 ± 0.8 ± 1.2</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>150 - 300</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥ 300</td>
<td>50 - 150</td>
<td>Inclusive</td>
<td>11.7 ± 1 ± 2.1</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≥ 120</td>
<td>2.6 ± 0.4 ± 0.4</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>150 - 300</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The multiplication is running over all considered SRs. This likelihood needs to be extended as the predicted numbers of signal and background events $s_i$ and $b_i$ tend to

$$L(data | \mu) = \prod_{i} \frac{(\mu s_i + b_i)^{n_i}}{n_i!} e^{-(\mu s_i + b_i)}.$$  (6.3)
be biased according to the systematic uncertainties as detailed in Section 6.5. Each uncertainty is described by a so-called nuisance parameter \( \theta \), which itself is modeled by a probability density function, \( \rho(\theta|\hat{\theta}) \) with an a priori estimate \( \hat{\theta} \) of the nuisances\(^1\). The Likelihood function therefore will be extended accordingly:

\[
L(data|\mu, \theta) = \prod_i \frac{(\mu s_i(\theta) + b_i(\theta))^{n_i}}{n_i!} e^{-(\mu s_i(\theta) + b_i(\theta))} \rho(\theta|\hat{\theta}).
\] (6.4)

For a given observation, this likelihood function can now be maximized in two different ways. Firstly, we can find nuisance parameters \( \hat{\theta}_\mu \) that maximize \( L \) for a fixed signal strength modifier \( \mu \geq 0 \), and secondly by letting both the nuisance parameters and the signal strength modifier float to find values \( \theta \) and \( \mu \) that correspond to the global maximum of \( L \). Here, \( \mu \) is restricted to \( 0 \leq \mu \leq \mu_0 \), where the lower bound is motivated by the assumption that NP processes cannot reduce the SM background and the upper bound ensures that upward fluctuations of data are not interpreted as evidence confirming the signal hypothesis. The upper bound \( \mu \) is a fixed parameter in the calculation and is incremented until a certain condition is met as will be discussed further.

A test statistics \( \tilde{\mu}_0 \) is constructed based on the ratio of these two maximized likelihoods and is referred to as the profile likelihood ratio

\[
\tilde{\mu}_0 = -2 \log \frac{L(data|\mu, \hat{\theta}_\mu)}{L(data|\mu_0, \hat{\theta}_\mu)},
\] (6.5)

where \( 0 \leq \mu_0 \leq \mu \). This test statistics used in comparing the compatibility of the observation with the \( H_0 \) hypothesis on the one hand and the \( H_1 \) hypothesis on the other hand.

To proceed further, the value of the test statistics \( \tilde{\mu}_{obs} \) corresponding to the observed data is evaluated for a signal strength modifier value under test. Then, nuisance parameters \( \hat{\theta}_0^{obs} \) and \( \hat{\theta}_\mu^{obs} \) are derived that maximize the likelihood function (Equation 6.4) for the \( H_0 \) and \( H_1 \) hypotheses, respectively. These sets of nuisance parameters are then used to generate toy MC pseudo-data and to construct probability density functions \( f(\tilde{\mu}_0|\mu, \hat{\theta}_0^{obs}) \) and \( f(\tilde{\mu}_0|0, \hat{\theta}_0^{obs}) \), which describe the test statistic \( \tilde{\mu}_0 \) for the two aforementioned hypotheses. The level of incompatibility with the respective hypothesis is defined by the p-value \( p_\mu \) and \( p_0 \), which are estimated from the probability density functions:

\[
p_\mu = P(\tilde{\mu}_0 \geq \tilde{\mu}_{obs}^{obs}|H_1) = \int_{\tilde{\mu}_{obs}^{obs}}^{\infty} f(\tilde{\mu}_0|\mu, \hat{\theta}_\mu^{obs})d\tilde{\mu}_0,
\]

\[
1 - p_0 = P(\tilde{\mu}_0 > \tilde{\mu}_{obs}^{obs}|H_0) = \int_{\tilde{\mu}_{obs}^{obs}}^{\infty} f(\tilde{\mu}_0|0, \hat{\theta}_0^{obs})d\tilde{\mu}_0.
\]

Finally, the quantity \( CL_s \) is calculated as the ratio of the two probabilities:

\[
CL_s(\mu) = \frac{p_\mu}{1 - p_0}.
\]

For claiming the exclusion of a signal model, the \( CL_s < 0.05 \) is required for \( \mu = 1 \), which means that the respective signal is excluded at the 95\% confidence level (CL), considering its nominal cross section.

\(^1\) for the presented analyses, log-normal distributions are used to model so-called flat uncertainties that affect a given background or signal contribution in all SRs by a constant percentage. Shape uncertainties, whose magnitude vary between the SRs, are modeled with Gaussian distributions.
Expected exclusion limits for the $H_0$ hypothesis can be calculated by generating pseudo-data obtained from the probability density function $f(\tilde{q}_\mu|0,\tilde{\theta}_0^{obs})$. This pseudo-data can then be treated as if it were real data in order to calculate $CL_s$, and in this way the signal models with $\mu < 1$ at 95% CL can be separated from the ones with $\mu \geq 1$. This methodology is used to optimize the SR selection and configuration. In general we can say that expected and observed exclusion limits indicate the level of agreement between observed yields and expected background prediction in the most sensitive SR for a considered SUSY scenario. Due to a large number of SUSY models and a number of SUSY particle mass configurations the exclusion limits are calculated with the approximate formula [123] that is valid when the number of expected events is sufficiently large. In addition to the exclusion limits, an upper limit on the production cross section ($\mu \times \sigma_s$) can be calculated, where $\mu$ is fulfilling the requirement $CL_s < 0.05$ at 95% CL and $\sigma_s$ is the nominal production cross section for a particular SUSY scenario.

6.6.2 Simplified model interpretation

Figs. 6.16, 6.17 and 6.18 show upper limits on the production cross sections of gluino, bottom and top squark pair productions, respectively. In the T1tttt and T5qqqqWZ models, gluinos with masses smaller than 1610 and 1170 GeV are excluded for a massless $\tilde{\chi}_1^0$. In the T6ttWW model, the bottom squark masses are excluded up to 840 GeV for charginos lighter than 200 GeV. And finally, in a T6ttHZ simplified model, the $\tilde{t}_2$ mass is excluded up to 720, 780, or 710 GeV for models with an exclusive decay of $\tilde{t}_2$ to $\tilde{t}_1$ and BEH boson, an exclusive decay of $\tilde{t}_2$ to $\tilde{t}_1$ and a $Z$ boson, or an equally probable mix of those two decays.

Nearly all search regions that are used in this search have shown to be important for probing various phase-spaces in various models. The region with high $p_T^{miss}$ and $M_T$ values provides the best sensitivity to non-compressed scenarios of the T1ttttt. In compressed cases, the values of $p_T^{miss}$ are significantly reduced giving a possibility to intermediate $p_T^{miss}$ categories contribute notably in exclusion limits. Additionally, the amount of hadronic activity in non-compressed scenarios remains substantial, therefore the $N_b = 2$ and $400 \text{ GeV} < H_T < 600 \text{ GeV}$ category also play a significant role. No significant excess was observed in these regions, therefore, the expected exclusion limits are compatible with the observed ones.

For the T5qqqqWZ model in the non-compressed scenario, the most sensitive region in the on-Z category are the one inclusive in $N_b$, but with a substantial amount of $p_T^{miss}$ and high $H_T$ and $M_T$ values. The insignificant excess in data was observed in these categories, which is reflected on lower observed limits with respect to expected limits. When moving towards compressed scenarios, the most significant contribution originates from the category with $N_b = 0$ and lower values of $H_T$ and $p_T^{miss}$. In this category, the number of expected events agrees with the observed data within its uncertainty, therefore the observed and expected limits are at the same level.

The mass of $\tilde{\chi}_1^0$ in T6ttWW model is fixed to 50 GeV, while this search targets the exclusion of chargino masses up to 650 GeV. Therefore, a significant amount of $p_T^{miss}$ is expected as a signature for this model. In the regions with high $p_T^{miss}$, the overall over-prediction is observed, which drives the observed exclusion limit to be higher than expected.

For the T6ttHZ model with $\mathcal{B}(\tilde{t}_2 \to \tilde{t}_1 Z) = 0\%$ branching ratio, the limits in the non-compressed scenario are driven by the off-Z high $H_T$ regions, while for the compressed case, the region with significantly lower hadronic activity plays a significant role. Overall
the observed event number in these region is compatible with the expected yields. In scenarios with the 50% and 100% branching ratio the on-Z regions with high $N_b$ and $H_T$ values play a dominant role. As for the T5qqqqWZ model, in this region an overall small excess in the data is observed, which gives a higher expected limits than the observed ones.

6.6.3 Comparison with other results

The exclusion limits placed on all SUSY particle masses in this search extend the limits set by previous searches in CMS that examined the multilepton final state at $\sqrt{s} = 8$ [124] and 13 TeV [118]. In the T1tttt model an improvement of approximately 435 and 250 GeV for gluinos and LSP, respectively, is achieved compared to the exclusion limit set in a similar search based on data collected with the CMS detector in 2015, corresponding to an integrated luminosity of 2.3 fb$^{-1}$. With respect to the same result, the limit on gluino and neutralino masses in the T5qqqqWZ model extends the corresponding limit by about 335 and 180 GeV, respectively. In T6ttWW model production, the limits on bottom squark and the chargino can be extended by 380 GeV for each particle. And finally, for the model featuring top squark production the limits with respect to the previous result at $\sqrt{s} = 8$ TeV for the model in which $\tilde{t}_2$ exclusively decay to $\tilde{t}_1$ and BEH boson the limits on $\tilde{t}_2$ and $\tilde{t}_1$ are extended by 160 GeV and 80 GeV, while in the model which features exclusive decay of $\tilde{t}_2$ to $\tilde{t}_1$ Z boson the corresponding limits are extended by 170 and 100 GeV.

We can also compare the results in this thesis with results from other groups within CMS. An analysis targeting events with same-charge dilepton pairs plus jets and $p_T^{miss}$ in the final state, carried out by CMS at $\sqrt{s} = 13$ TeV with the same data set as the analysis presented in this thesis places higher limits on gluino masses in the non-compressed region in the T1tttt simplified model. Results from searches exploiting a fully hadronic final state and a final state with exactly 1 lepton are higher by approximately 200 – 400 GeV for the compressed scenario (see Fig. 6.19, left). All analyses within CMS outperform the result obtained in this analysis for the T5qqqqWZ model (see Fig. 6.19, right). This can be explained by the low branching ratio of $W$ and $Z$ bosons decay to a multilepton final state. Nevertheless, the limits placed on the T1tttt and the T5qqqqWZ models in the analysis presented in this thesis have to be seen as a complementary result. The analysis presented here is the only one probing T6ttHZ and T6ttWW within CMS.

The ATLAS collaboration has performed searches for SUSY using the same experimental signature with 36.1 fb$^{-1}$ data of proton-proton collisions [126, 127]. Similar to the ones presented in this thesis, they have also observed no excess of data over the expected SM background and placed limits on SUSY particle masses using similar simplified models. The limits are rather comparable to the one obtained by our analysis.
Figure 6.13: Predicted background and observed data yields in the key observables for the off-Z baseline selection: $N_J$, $N_b$, $H_T$, $M_T$, $p_T^T$, the lepton $p_T$ spectra and the event yields by flavor category are shown. The last bin includes the overflow events, and the hatched area represents the statistical and combined systematic uncertainties in the prediction. The lower panels show the ratio of the observed and predicted yields in each bin. For illustration the yields, multiplied by a factor 10, for two signal mass points in the T6ttHZ model, where $B(t_2 \to t_1 H) = 100\%$, are displayed for non-compressed ($m(t_2) = 700$ GeV and $m(t_1) = 175$ GeV) and compressed ($m(t_2) = 600$ GeV and $m(t_1) = 425$ GeV) scenarios.
Figure 6.14: Predicted background and observed data yields in the key observables of the on-Z baseline selection: the number of jets and b jets, $H_T$, $M_T$, $p_T^{miss}$, the lepton $p_T$ spectra and the event yields by flavor category are shown. The last bin includes the overflow events, and the hatched area represents the combined statistical and systematic uncertainties in the prediction. The lower panels show the ratio of the observed and predicted yields in each bin. For illustration the yields, multiplied by a factor 10, for two signal mass points in the T6ttHZ model, where the $B(t_2 \to t_1 Z) = 100\%$, are displayed for non-compressed ($m(t_2) = 700$ GeV and $m(t_1) = 175$ GeV) and compressed ($m(t_2) = 600$ GeV and $m(t_1) = 550$ GeV) scenarios.
Figure 6.15: Predicted background and observed data yields in the 23 off-Z (left) and the 23 on-Z (right) signal regions. The hatched area represents the statistical and systematic uncertainties on the prediction. The lower panels show the ratio of the observed and predicted yields in each bin. For illustration the yields, multiplied by a factor 10, for $t_2 \rightarrow t_1$ H (left) and $t_2 \rightarrow t_1$ Z (right) decays are displayed for two signal mass points in the T6ttHZ model to represent compressed and non-compressed scenarios.

Figure 6.16: Cross section upper limits at 95% confidence level in the $m_{\tilde{g}}$ versus $m_{\tilde{\chi}_1^{\pm}}$ plane for T1tttt (left) and T5qqqVV (right) simplified models. For the latter model the branching fraction of gluino decay to neutralino or chargino is equal to 1/3 and $m_{\tilde{\chi}_1^{\pm}} = m_{\tilde{\chi}_1^0} = 0.5(m_{\tilde{g}} + m_{\tilde{\chi}_2^0})$. The excluded regions are to the left and below the observed and expected limit curves. The color scale indicates the excluded cross section at a given point in the mass plane.
Figure 6.17: Cross section upper limits at 95% CL in the $m_{\tilde{\chi}^\pm}$ versus $m_{\tilde{b}_1}$ plane for T6ttWW simplified model. The mass of the $\tilde{\chi}_1^0$ is set to 50 GeV. The descriptions of the excluded regions and color scale are the same as in Fig. 6.16.
Figure 6.18: Cross section upper limits at 95% CL in the $m_{\tilde{t}_1}$ versus $m_{\tilde{t}_2}$ plane for T6ttHZ simplified model. Different branching fractions of the decay $\tilde{t}_2 \rightarrow \tilde{t}_1 Z$ are considered: 0% (top left), 50% (top right), and 100% (bottom). The mass difference between the lighter top squark ($\tilde{t}_1$) and a neutralino is close to the mass of the top quark. The descriptions of the excluded regions and color scale are the same as in Fig. 6.16.
Figure 6.19: Exclusion contours for a simplified model of gluino pair production with gluino decays to pairs of top quarks and the LSP (left) and for a simplified model of gluino pair production with gluino decays via an intermediate chargino (\(\tilde{\chi}^\pm\)) or neutralino (\(\tilde{\chi}^0\)) to a final state with a quark, an antiquark, and either a W or a Z boson. The mass of the intermediate gaugino is set to the average of the top squark and LSP masses. The Figures are taken from [125]
Part II

INCLUSIVE AND DIFFERENTIAL CROSS SECTION MEASUREMENT FOR TOP PAIR PRODUCTION IN ASSOCIATION WITH A VECTOR BOSON
In this chapter the measurement of top pair production in association with a W boson, hereafter referred to as $t\bar{t}W$, using the data collected by the CMS detector during 2016 is presented. Experimentally this process was observed for the first time in an analysis of proton-proton collision data at center-of-mass energy of $\sqrt{s} = 8$ TeV by the CMS Collaboration [128]. The data used corresponds to the integrated luminosity of 19.5 fb$^{-1}$ and the measured cross section was $382^{+117}_{-102}$ fb with a precision level of 30%. The analysis presented in this chapter uses a data set of proton-proton collisions at $\sqrt{s} = 13$ TeV. At such increased center-of-mass energy the $t\bar{t}W$ cross section increases, leading to a larger number of signal events, however, the main background process, $t\bar{t}$, receives an even larger increase in its production cross section. This fact clearly led to challenges and necessitated the usage of involved analysis techniques. The cornerstone of this analysis is the usage of one of such techniques - multivariate analysis which exploits a boosted decision tree classifier with gradient boosting.

The $t\bar{t}W$ process is measured in the most promising decay channel: two leptons with the same charge accompanied by jets and neutrinos (see Fig. 7.1). Requiring the same charge for the two leptons retains only one third of the signal in the dilepton final state. However, this selection significantly improves the signal-to-background ratio, as same charge lepton pairs are produced in the SM processes with relatively small cross sections. The main background in this final state originates from the $t\bar{t}$ process. Having 3 orders of magnitude higher cross section than $t\bar{t}W$, it contributes in two ways to the total background. Firstly, in semileptonic $t\bar{t}$ decay, where only one prompt lepton is available, an additional nonprompt lepton may stem from heavy-quark decay giving rise to the same-charge dilepton yield. Secondly, the charge of one of the two leptons in dileptonic $t\bar{t}$, where both leptons are prompt and come from W, can be misidentified. Data-driven techniques are used to measure and validate these two types of backgrounds.

Figure 7.1: The $t\bar{t}W$ process decay in the same-charge dilepton final state. The charged leptons (denoted by $\ell$) are accompanied by four jets ($j$), among which two are $b$-tagged jets ($b$), and two neutrinos ($\nu$).
The results on the $t\bar{t}W$ cross section measurement presented in this thesis (together with the $t\bar{t}Z$ measurement and the EFT interpretation of the results) are published by the CMS collaboration. In the following we add the publication as reference. After this, each ingredient of the data analysis will be discussed in detail.
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Abstract

A measurement is performed of the cross section of top quark pair production in association with a W or Z boson using proton-proton collisions at a center-of-mass energy of 13 TeV at the LHC. The data sample corresponds to an integrated luminosity of 35.9 fb$^{-1}$, collected by the CMS experiment in 2016. The measurement is performed in the same-sign dilepton, three- and four-lepton final states. The production cross sections are measured to be $\sigma(t\bar{t}W) = 0.77^{+0.12}_{-0.11}\,^{+0.13}_{-0.12}\,(\text{stat})^{+0.12}_{-0.10}\,^{+0.13}_{-0.12}\,(\text{syst})\,\text{pb}$ and $\sigma(t\bar{t}Z) = 0.99^{+0.09}_{-0.08}\,(\text{stat})^{+0.12}_{-0.10}\,(\text{syst})\,\text{pb}$. The expected (observed) signal significance for the $t\bar{t}W$ production in same-sign dilepton channel is found to be 4.5 (5.3) standard deviations, while for the $t\bar{t}Z$ production in three- and four-lepton channels both the expected and the observed significances are found to be in excess of 5 standard deviations. The results are in agreement with the standard model predictions and are used to constrain the Wilson coefficients for eight dimension-six operators describing new interactions that would modify $t\bar{t}W$ and $t\bar{t}Z$ production.

MEASUREMENT OF THE TOP PAIR PRODUCTION IN ASSOCIATION WITH A W BOSON
1 Introduction

The 13 TeV center-of-mass energy of proton-proton (pp) collisions at the LHC opens the possibility for studying the processes at larger mass scales than previously explored in the laboratory. The top quark-antiquark pair (t\bar{t}) produced in association with a W (t\bar{t}W) or Z (t\bar{t}Z) boson is among the most massive signatures that can be studied with high precision. The theoretical cross sections at next-to-leading order (NLO) in quantum chromodynamics (QCD) for t\bar{t}W and t\bar{t}Z production at $\sqrt{s} = 13$ TeV are about 3–4 times higher than those at 8 TeV [1]. This, coupled with the higher integrated luminosity collected at 13 TeV collisions, allows for a much more accurate study of these processes. Precise measurements of the production cross section for t\bar{t}W and t\bar{t}Z are of particular interest because these topologies can receive sizeable contributions from new physics (NP) beyond the standard model (SM) [2, 3]. Furthermore, these processes form dominant backgrounds to several searches for NP, as well as to the measurements of SM processes, such as t\bar{t} production in association with the Higgs boson (t\bar{t}H). In addition, t\bar{t}Z production is the most sensitive process for directly measuring the coupling of the top quark to the Z boson. The Feynman diagrams for the dominant production mechanisms of these processes are shown in Fig. 1, to which the charge-conjugate states should be added.

Figure 1: Representative leading-order Feynman diagrams for t\bar{t}W and t\bar{t}Z production at the LHC.

The t\bar{t}Z cross section was measured by the CMS collaboration at $\sqrt{s} = 7$ TeV with a precision of $\approx 50\%$ [4]. At $\sqrt{s} = 8$ TeV CMS used multivariate techniques in events containing two, three, or four charged leptons to measure the t\bar{t}W and t\bar{t}Z cross sections with a precision of 30 and 25\%, respectively [5, 6]. The t\bar{t}Z process was observed with a significance of 6.4 standard deviations, and evidence for t\bar{t}W production was found with a significance of 4.8 standard deviations. The ATLAS Collaboration analyzed events containing two and three charged leptons for its t\bar{t}W measurement, and using two, three, and four charged leptons for the t\bar{t}Z channel, achieving a similar precision [7]. In a more recent publication, the ATLAS Collaboration reported the first measurement of the t\bar{t}W and t\bar{t}Z production cross sections at $\sqrt{s} = 13$ TeV [8] with a significantly smaller data set than the one considered here.

In this paper we present measurements of the t\bar{t}Z and t\bar{t}W production cross sections at $\sqrt{s} = 13$ TeV with a data set corresponding to an integrated luminosity of 35.9 $fb^{-1}$. The measurements are performed using events in which at least one of the W bosons, originating from a top quark decay, further decays to a charged lepton and a neutrino, and the associated W or Z boson decays to a charged lepton and a neutrino or a charged lepton pair, where the charged lepton (l) refers to an electron or a muon. The contribution from $\tau$ leptons are included through their decays to electrons and muons. The analysis is performed in three exclusive final states, in which events with two leptons of same charge, denoted as same-sign (SS) dileptons, are used to extract the t\bar{t}W signal, while events with three or four charged leptons that include a lepton pair of opposite charge and same flavor (OSSF) are used to measure the t\bar{t}Z signal yield. In addition to the individual t\bar{t}W and t\bar{t}Z cross section measurements, a fit is performed in all three final
states to simultaneously extract these cross sections. Furthermore, the results are interpreted in the context of an effective field theory to constrain the Wilson coefficients [9], which parameterize the strength of new physics interactions, for a set of selected dimension-six operators that might signal the presence of NP contributions in $t\bar{t}W$ and $t\bar{t}Z$ production.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity ($|\eta|$) coverage provided by the barrel and endcap detectors. Muons are detected in gas-ionization chambers embedded in the steel magnetic flux-return yoke outside the solenoid. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [10]. Events of interest are selected using a two-tiered trigger system [11]. The first level, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select events, while the second level selects events by running a version of the full event reconstruction software optimized for fast processing on a farm of computer processors.

3 Event and object selection

Events are selected by online triggers that require the presence of at least one electron or muon, with transverse momentum, $p_T$, greater than 27 or 24 GeV, respectively. The selection efficiencies for the signal and background events that pass all requirements are found to be greater than 95 and 98% for the dilepton analysis and for the three- and four-lepton analyses, respectively.

The Monte Carlo (MC) simulations are used to estimate some of the backgrounds, as well as to calculate the selection efficiencies for the $t\bar{t}Z$ and $t\bar{t}W$ signal events. The simulated events for the $W\gamma^*$, $WW$, $tWZ$, and for pairs of top quarks associated with a pair of bosons ($t\bar{t}VV$, where $V = W, Z$, or $H$) processes, are performed at leading order (LO) in QCD, and for $t\bar{t}Z$, $t\bar{t}W$, $t\bar{t}q$, $t\bar{t}H$, $t\bar{t}HW$, $t\bar{t}Zq$, $t\bar{t}Hq$, $t\bar{t}HW$, processes, the $t\bar{t}H$ and $q\bar{q}\rightarrow ZZ$ final states are generated at NLO in QCD using the MadGraph5_aMC@NLO v2.2.2 or v2.3.3 [12]. The NLO POWHEG v2 [13] generator is used for the production of the $t\bar{t}H$ [14] and $q\bar{q}\rightarrow ZZ$ [15, 16] processes, while the $gg\rightarrow ZZ$ process is generated at LO in QCD with MCFM v7.0 [17]. The simulated samples of ZZ events are scaled to the cross sections calculated at next-to-next-to-leading order (NNLO) in QCD for $q\bar{q}\rightarrow ZZ$ [18] (using a scaling $K$ factor of 1.1) and for $gg\rightarrow ZZ$ at NLO [19] (using $K = 1.7$). The NNPDF3.0LO [20] parton distribution functions (PDFs) are used for the simulation generated at LO and the NNPDF3.0NLO [20] PDF for those generated at NLO. Parton showering, hadronization, and the underlying event are simulated using PYTHIA v8.212 [21, 22] with the CUETP8M1 tune [23, 24]. The double counting of the partons generated with MadGraph5_aMC@NLO and those with PYTHIA is removed using the MLM [25] and the FXFX [26] matching schemes, in the LO and NLO generated events, respectively. All events are processed through a simulation of the CMS detector based on GEANT4 [27] and are reconstructed with the same algorithms as used for data. Simultaneous pp collisions in the same or nearby bunch crossings, referred to as pileup (PU), are also simulated. The PU distribution used in simulation is chosen to match the one observed in the data.
The theoretical cross sections for the t\bar{t}W and t\bar{t}Z signal processes are computed at NLO in QCD using MADGRAPH5_aMC@NLO and found to be $0.628 \pm 0.082$ and $0.839 \pm 0.101$ pb [1], respectively. These values are used to normalize the expected signal yields, as well as to rescale the measured signal strengths to obtain the final cross sections. In the calculation for t\bar{t}Z, the cross section corresponds to a phase space where the invariant mass of all pairs of leptons is required to be greater than 10 GeV.

Event reconstruction uses the CMS particle-flow (PF) algorithm [28] for particle reconstruction and identification. Because of PU, there can be far more than one collision vertex reconstructed per event. The reconstructed vertex for which the sum of the $p_T$ of the physics objects is largest is chosen to be the primary pp interaction vertex. The physics objects here are the objects obtained by a jet finding algorithm [29, 30] applied to all charged tracks associated with this vertex, plus the missing transverse momentum ($p_T^{\text{miss}}$), which is computed as the magnitude of the vector sum of the $p_T$ of all PF candidates.

Leptons are required to have $p_T > 10$ GeV and $|\eta| < 2.5$ (2.4) for electrons (muons) and must be isolated from the other particles produced in the collision. A relative isolation parameter, $I_{\text{rel}}$, is determined by a cone-based algorithm. For each electron (muon) candidate, a cone of $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.3$ (0.4) is constructed around the track direction at the event primary vertex, where $\Delta \eta$ and $\Delta \phi$ are the respective differences in pseudorapidity and azimuthal angle (in radians) relative to the lepton track. The scalar sum of the $p_T$ of all PF particles within this cone is calculated, excluding the lepton candidate and any charged particle not originating from the selected primary vertex. Exclusion of such particles removes the PU contribution from the charged particles, and a correction is therefore still required for the neutral component. The average energy density deposited by neutral particles in the event, computed with the FASTJET [30, 31] program, is therefore subtracted from the neutral component to the sum of the $p_T$ of particles in the cone. The quantity $I_{\text{rel}}$ is then defined as the ratio of this corrected sum to the $p_T$ of the lepton candidate. An electron candidate is selected if $I_{\text{rel}} < 0.1$ for all three analyses, while a muon candidate is selected if $I_{\text{rel}} < 0.25$ for the three- and four-lepton analyses, and if $I_{\text{rel}} < 0.15$ for the SS dilepton analysis. Consistency of the origin of the lepton from the primary vertex is enforced by requiring lepton transverse and longitudinal displacements from the primary vertex to be less than 0.05 and 0.1 cm, respectively. Additionally, the transverse impact parameter is required to be smaller than 4 standard deviations, where the impact parameter is the minimum spatial distance between the lepton trajectory and the primary vertex.

Jets are reconstructed by clustering PF candidates using the anti-$k_T$ algorithm [29] with a distance parameter $R = 0.4$. The influence of PU is mitigated through a charged-hadron subtraction technique, which removes the energy of charged hadrons not originating from the primary vertex [32]. Jets are calibrated in simulation, and separately in data, accounting for energy deposits of neutral particles from PU and any nonlinear detector response. Calibrated jets with $p_T > 30$ GeV and $|\eta| < 2.4$ are selected for the analysis. Furthermore, jets formed with fewer than three PF candidates or with electromagnetic or hadronic energy fractions greater than 99% are vetoed. A selected jet can also overlap with selected leptons and lead thereby to some double counting. To prevent such cases, jets that are found within a cone of $\Delta R = 0.4$ around any of the signal leptons are removed from consideration.

A multivariate b tagging discriminator [33, 34] is used to identify jets that originate from the hadronization of b quarks (b jets). The selection criteria used in this analysis gives about 1% rate for tagging light-quark or gluon jets as b jets and a corresponding b tagging efficiency of around 70%, depending on the jet $p_T$ and $\eta$. 
4 Event selection
4.1 SS dilepton analysis

We measure the production rate of $t\bar{t}W$ events in the decay channel that yields exactly two leptons with the same charge. Requiring the same electric charge for the two leptons retains only one third of the signal in the dilepton final state. However, this selection significantly improves the signal-to-background ratio, as SS lepton pairs are produced in SM processes with relatively small cross sections. The main backgrounds to this analysis originate from misreconstruction effects: misidentification of leptons from heavy-quark decays, hereafter called nonprompt leptons to distinguish them from prompt leptons originating from $W$ and $Z$ boson decays, and mismeasurement of the charge of one of the leptons in events with an oppositely charged lepton pair.

We select events with two SS leptons ($\mu\mu$, $\mu e$, $ee$), requiring the $p_T$ of both leptons to be above 25 GeV. To avoid inefficiencies due to the trigger selection in the ee channel, the electron with higher $p_T$ is required to have $p_T > 40$ GeV. Events containing additional leptons passing looser identification and isolation requirements are vetoed. These loose identification and isolation criteria are the same as used to estimate the nonprompt background in data (see Section 5). The invariant mass of the two leptons must be greater than 12 GeV to suppress Drell–Yan (DY) and quarkonium processes. To suppress $Z \rightarrow e^- e^+$ events, the invariant mass of the two electrons is required to lie outside the 15 GeV window around the $Z$ boson mass $M(Z)$ [35], followed by the requirement that $p_T^{\text{miss}} > 30$ GeV.

In order to distinguish these backgrounds from the signal, a multivariate analysis (MVA) has been developed. The MVA has been trained using the $t\bar{t}W$ signal and the main background process, using events with at least two jets, one or more of which are identified as $b$ jets. Among the observables examined as inputs to the MVA training, the following are found to provide the best discrimination between the signal and background: the number of jets, $N_j$, the number of $b$ jets, $N_b$, the scalar sum of $p_T$ of the jets, $H_T$, $p_T^{\text{miss}}$, the highest-$p_T$ (leading) and the lowest-$p_T$ (trailing) lepton $p_T$, the invariant mass calculated using $p_T^{\text{miss}}$ and $p_T$ of each lepton, $M_T$, the leading and next-to-highest-$p_T$ (subleading) jet $p_T$, and the separation $\Delta R$ between the trailing lepton and the nearest selected jet.

A boosted decision tree classifier with gradient boosting [36] is used as the MVA discriminant, and simulated events are split into equal training and testing samples. Figure 2 shows the kinematic distributions of variables used in the MVA, and Fig. 3 displays the output of the boosted decision tree classifier ($D$) for all background sources and the signal, scaled to the integrated luminosity of the analyzed data samples.

Events with $D > 0$ are selected to suppress the background from nonprompt leptons, and, for final signal extraction, they are split into two categories: $0 < D < 0.6$ and $D > 0.6$. These values are optimized to achieve the best expected sensitivity for $t\bar{t}W$. Furthermore, the number of jets and $b$ jets are also used to form five exclusive event categories that maximize signal significance. The categories are formed using events with $N_j = 2, 3,$ and $>3$. The latter two categories are further split according to the number of $b$ jets, $N_b = 1$ and $N_b > 1$. Events with $D < 0$ are also used in the signal extraction procedure to constrain the uncertainties in the nonprompt lepton background.

Each of these categories is further split into two sets according to the total charge of the leptons: $\ell^+ \ell^+$ or $\ell^- \ell^-$. This increases the sensitivity to the charge-asymmetric production of the signal ($t\bar{t}W^+$ vs. $t\bar{t}W^-$) resulting from the pp nature of the collision at the LHC, while the main backgrounds yield charge-symmetric dileptons. In total, we form 20 exclusive signal regions.
Figure 2: Distributions of different variables in data from the SS dilepton analysis, compared to the MC generated expectations. From left to right: jet and b jet multiplicity (upper), $H_T$ and $p_T^{\text{miss}}$ (center), trailing lepton $p_T$ and event yields in each lepton-flavor combination (lower). The expected contributions from the different background processes are stacked, as well as the expected contribution from the signal. The shaded band represents the total uncertainty in the prediction of the background and the signal processes. See Section 5 for the definition of each background category.
Figure 3: Distribution of the boosted decision tree classifier $D$ for background and signal processes in the SS dilepton analysis. The expected contribution from the different background processes, and the signal as well as the observed data are shown. The shaded band represents the total uncertainty in the prediction of the background and the signal processes. See Section 5 for the definition of each background category.

4.2 Three-lepton analysis

The production rate of $t\bar{t}Z$ events is measured in the final state with three leptons. We select events that contain exactly three leptons ($\mu\mu\mu$, $\mu\mu\mu$, or $\mu\mu\mu$), requiring the leading, subleading, and trailing lepton $p_T$ to be above 40, 20, and 10 GeV, respectively. To reduce backgrounds from multilepton processes that do not contain a Z boson, we require at least one OSSF lepton pair with invariant mass, $M(\ell\ell)$, consistent with the Z boson hypothesis, namely $|M(\ell\ell) - M(Z)| < 10$ GeV.

Signal events are expected to have at least four jets, two of which originate from b quarks. When the events pass the jet and b jet requirements defined in the previous section, one obtains a sample of events enriched in signal, with minimal background contribution. However, nearly 70% of the signal events fail the requirement of having four jets with two of them identified as b jets. We therefore make use of lower jet and b jet multiplicities to form nine exclusive event categories to include a larger fraction of the signal events. These nine categories are formed using events with $N_j = 2, 3,$ and $>3$, where each jet multiplicity gets further split according to the b jet multiplicity, $N_b = 0, 1,$ and $>1$.

Despite the larger background contamination, the $N_j = 3$ categories, especially in bins with larger $N_b$, improve the signal sensitivity, as this category recovers signal efficiency for the jets that fall outside the acceptance. The $N_j = 2$ category provides a background-dominated region that helps to constrain the background uncertainties. We use all nine signal regions to extract the signal significance and the cross section.

4.3 Four-lepton analysis

In addition to the three-lepton final state, events with four leptons are exclusively analyzed for the measurement of the $t\bar{t}Z$ production rate.

The $t\bar{t}Z$ events in this channel are characterized by the presence of two b jets, $p_T^{\text{miss}}$, and four leptons, two of which form an OSSF pair consistent with the Z boson mass. The event selection
is optimized to obtain high signal efficiency in simulation in order to profit from low expected background yields. Events with exactly four leptons that pass the lepton identification and isolation requirements described in Section 3 are selected. The leading lepton must have $p_T > 40\, \text{GeV}$ and the $p_T$ of the remaining three leptons must exceed 10 GeV. The sum of the lepton charges must be zero, and the invariant mass of any lepton pair is required to be greater than 12 GeV. At least one OSSF lepton pair with an invariant mass $|M(\ell\ell) - M(Z)| < 20\, \text{GeV}$ must be present in the event. Events with $\mu\mu\mu\mu$, $\text{eeee}$, and $\mu\mu\text{ee}$ final states, in which a second OSSF lepton pair consistent with the Z boson mass is found, are rejected. Events containing two jets are selected and split into two categories for signal extraction: one with zero b jets and the other with at least one b jet.

5 Background predictions

5.1 Background due to nonprompt leptons

Nonprompt leptons, i.e. leptons from heavy-flavor hadron decay, misidentified hadrons, muons from light meson decays, or electrons from unidentified photon conversions, are strongly rejected by the identification and the isolation criteria applied on electrons and muons. Nonetheless, a residual background from such leptons leaks into the analysis selection. Such backgrounds are mainly expected from $t\bar{t}$ production, in which one or two of the leptons originate from the leptonic W boson decays and an additional nonprompt lepton comes from the semileptonic decays of a b hadron, as well as from $Z \rightarrow \ell\ell$ events containing an additional misidentified lepton. These backgrounds are estimated using a data-based technique. From a control sample in data, we calculate the probability for a loosely identified nonprompt lepton to pass the full set of tight requirements, designated as the tight-to-loose ratio. For loose leptons we choose a relaxed isolation requirement, $I_{\text{rel}} < 1$, and additional electron identification requirements on the variables that distinguish prompt electrons from hadrons and photons which are misidentified as electrons. The tight-to-loose ratios are measured in a data control sample of QCD multijet events that are enriched in nonprompt leptons. This control sample consists of events with a single lepton and at least one jet, where the lepton and jets are separated by $\Delta R > 1$. We suppress the prompt lepton contamination, mostly from $W+jets$, by requiring $p_T^{\text{miss}} < 20\, \text{GeV}$ and $M_T < 20\, \text{GeV}$, where $M_T$ is the transverse mass constructed using $p_T^{\text{miss}}$ and the selected lepton. The residual prompt lepton contamination is subtracted using estimates from MC simulation. This subtraction is relevant only for the high-$p_T$ leptons, and its effect on the total estimated background does not exceed a few percent. These tight-to-loose ratios are parametrized as functions of the $\eta$ of the leptons and $p_T^{\ell\ell}$, with the latter calculated through corrections to lepton $p_T$ as a function of the energy in the isolation cone. This definition has no impact on the $p_T$ of the leptons that pass the isolation requirement, but modifies the $p_T$ of those that fail, and extract thereby a more accurate value of true $p_T$ [37]. The tight-to-loose ratios are then used together with the observed number of events in sideband regions. These sideband regions contain events that pass full event criteria in each analysis region, except that at least one of the leptons passes the loose selection but does not pass the tight selection. Each event in this region is assigned a weight as a function of the $p_T$ and $\eta$ of the loose lepton to account for the probability of the lepton to pass the tight selection.

We validate this technique using simulated events. The tight-to-loose ratios are first measured for electrons and muons in simulated multijet events, and applied in simulated $t\bar{t}$ and $Z+jets$ events in the same way as in data, to extract predictions for the nonprompt background contribution. These predictions agree very well with the observed yields in simulation, not only for the integral yields, but also for distributions in all kinematic variables used to form the analysis.
regions, including the boosted decision tree output \( D \). Additionally, data control regions used in the signal-extraction regions and enriched in processes with nonprompt leptons, are formed to check any other potential sources of mismodeling. For the SS dilepton channel, we use the region with \( D < 0 \). Figure 4 shows the predicted background and observed data yields versus \( N_j \) and the \( p_T \) of the trailing lepton. Events in this region are also used in the signal extraction procedure for \( t\bar{t}W \). The potential systematic effects for the extrapolation from \( D < 0 \) to \( D > 0 \) are studied in simulation and found to be negligible compared to other sources of uncertainty. For the three-lepton channel this control region is defined by either the absence of an OSSF lepton pair, or by the presence of an OSSF, with its invariant mass being at least 10 GeV away from \( M(Z) \), and with at least one b jet present. This region is dominated by \( t\bar{t} \) events in which both W bosons decay leptonically and an additional nonprompt lepton is present. Figure 5 shows the predicted and observed yields versus the flavor of the leptons, \( p_T^{\text{miss}} \), \( N_j \), and \( N_b \). Both of these control regions show very good agreement between predicted and observed yields and for kinematic distributions that are relevant for the signal extraction.

Based on the extensive aforementioned validation in both data and simulated control samples, we conclude that a systematic uncertainty of 30% is appropriate for the prediction of the background from nonprompt leptons. The statistical uncertainties due to the limited number of observed events in the sideband regions of data are taken into account, and are often found to be larger or comparable to the systematic uncertainty.

5.2 Background induced by the mismeasurement of the lepton charge

The charge mismeasurement rate for muons is negligible and background is significant only for the channels with at least one electron. This background is estimated with a partially data-based approach. The opposite-charge ee or \( e\mu \) data events passing the full kinematic selection are weighted by the \( p_T \) and \( \eta \)-dependent electron-charge misidentification probabilities. These probabilities are obtained from MC simulation. The charge mismeasurement rate in simulation is validated through a comparison with data. It is measured in DY events in MC and in data, where events are selected when the two SS electrons have an invariant mass that falls within a Z boson mass window, \( 76 < M(\ell\ell) < 106 \text{ GeV} \). The measured electron charge misidentification
5.3 Background due to WZ production

Rates in data and in DY simulation are in good agreement and vary from $4 \times 10^{-5}$ for low-$p_T$ electrons in the barrel region to $4 \times 10^{-3}$ for high-$p_T$ electrons in the endcap.

The process contributing to this category of background in signal regions is primarily $t\bar{t}$ production. Based on the agreement in the charge mismeasurement rate between data and MC events, and the simulation studies of charge misidentification rate comparison between $t\bar{t}$ and DY MC events, we assign a 20% systematic uncertainty in the estimation of this background [38].

5.3 Background due to WZ production

Kinematic distributions for the background from WZ events are taken from simulation. This background has the highest expected yields in the analysis region with no b-tagged jets. The data used for this analysis contain a substantial number of WZ events that can be isolated and compared with the MC predictions. We define a control region in a subset of the data with the following requirements: we select events with three leptons, with the same $p_T$ thresholds as the ones used in the $t\bar{t}Z$ selection, that have two leptons forming an OSSF pair with $|M(\ell\ell) - M(Z)| < 10\text{GeV}$, less than two jets, and no b-tagged jets. Additionally $p_T^{\text{miss}}$ is required to be greater than 30 GeV, and $M_T$, constructed using this $p_T^{\text{miss}}$ and the lepton not used in the $M(\ell\ell)$
calculation, is required to be greater than 50 GeV.

This selection provides a data sample that is expected to be 85% pure in WZ events. Figure 6 shows the number of events as a function of $M_{T_1}$, lepton flavor, $N_j$, and $M(\ell\ell)$. The expected background from nonprompt leptons is measured from data using the method described above. The other background contributions are obtained from simulation. We observe overall agreement between data and the total expectation in all four-lepton channels and also in the kinematic distributions. The ratio of the total observed yield to the predicted one is found to be $0.94 \pm 0.07$, where the uncertainty reflects only statistical sources. With this level of agreement between the data and MC prediction, we proceed without applying any corrections to the WZ prediction obtained from the simulation. The statistical uncertainty in the ratio is propagated to the final prediction. We also study possible mismodeling of the WZ + heavy-flavor background at large $b$ jet multiplicities. We find that the WZ contribution at high $b$ jet multiplicities is mainly caused by the misidentification of light-flavor jets as $b$ jets. The fraction of WZ events containing at least one $b$ quark is predicted by the simulation to vary between 5 and 15% across all of the analysis categories. We apply scale factors to take into account the differences in $b$ tagging efficiencies and misidentification probabilities between data and simulation [33, 34]. Once all the corrections are applied, we check the agreement between data and $Z+\text{jets}$ simulated events as a function of $N_b$ in OSSF dilepton events consistent with the $M(Z)$. Based on this study, we assign a 10% systematic uncertainty to the WZ background estimate, which covers the differences between data and expectations found in the control region. For the three-lepton analysis, an additional 20% uncertainty is introduced for regions with $N_j > 3$. Other systematic uncertainties associated with the extrapolation from this control region to high $N_j$ or $N_b$ regions, such as jet energy scale and $b$ tagging uncertainties, are considered separately.

5.4 Background due to $t\bar{t}(\ell)X$ and other rare SM processes

The background events containing either multiple bosons or top quark(s) in association with a $W$, $Z$, or a Higgs boson are estimated from simulation scaled by their NLO cross section and normalized to the integrated luminosity. The backgrounds that have at least one top quark in final state, i.e. $t\bar{t}H$, $t\bar{t}W$, $tqZ$, $t\bar{t}q$, $t\bar{t}W$, $t\bar{t}V$, and $t\bar{t}f$, are denoted as $t\bar{t}(\ell)X$, while all others, i.e. WW, ZZ, $Wg\gamma$, $Zg\gamma$, WWW, WWZ, WZZ, ZZZ, are grouped into the rare SM processes category.

For background yields in the $t\bar{t}(\ell)X$ category, we studied the theoretical and systematic uncertainties separately. The theoretical uncertainties for the inclusive cross section are around 10% [12, 39, 40]. Using the simulations, we study the effect of the changes made in renormalization and factorization scales ($\mu_R$ and $\mu_F$), as well as the uncertainties from choice in PDF in the phase-space region relative to this analysis. From these studies we deduce an additional theoretical uncertainty of 2%. On the experimental side, to account for the differences in the lepton-selection efficiencies, $b$ jet identification efficiencies, mistagging rate between the simulation and the data, we apply scale factors to the predictions obtained from simulations, and assign systematic uncertainties associated with these scale factors. These experimental uncertainties are estimated in each analysis category (see Section 6) and are applied in addition to the above-mentioned 10% uncertainty in the yield.

The rate for the backgrounds from rare SM processes, except ZZ, are assigned an overall 50% systematic uncertainty. This is motivated by the fact that these processes are not yet measured at the LHC and the uncertainties associated with the absence of higher-order effects might be large in the phase-space region relevant to this analysis. For the ZZ background, the consis-
Figure 6: Distributions of the predicted and observed yields versus $M_T$ (upper left), lepton flavor (upper right), jet multiplicity (lower left), and the reconstructed invariant mass of the $Z$ boson candidates (lower right) in the WZ-enriched control region. The requirements on $M_T$ and $N_j$ are removed for the distributions of these variables. The shaded band represents the total uncertainty in the prediction of the background and the signal processes.

6 Signal acceptance and systematic uncertainties

The uncertainty in the integrated luminosity is 2.5% [41]. Simulated events are reweighted according to the distribution of the true number of interactions at each bunch crossing. The uncertainty in the total inelastic $pp$ cross section, which affects the PU estimate, is 5% [42] and it leads to a 1–2% uncertainty in the expected yields.

We measure the trigger efficiencies in a data sample independent from the one used for the signal selection, as well as in simulation. These efficiencies are measured for each channel sep-
Figure 7: Comparison of data with MC predictions for the mass of the Z boson candidate (upper left), event yields (upper right), jet multiplicity (lower left) and b jet multiplicity (lower right) in a ZZ-dominated background control region. The shaded band represents the total uncertainty in the prediction of the background and the signal processes.

Reconstructed lepton selection efficiencies are measured using a “tag-and-probe” method [43, 44] in bins of lepton $p_T$ and $\eta$. The overall efficiency for the SS dilepton channel is higher than 95% and that for the three- and four-lepton analyses is greater than 98%. The trigger efficiencies measured in simulation agree within 1% with the measurements in data, with an exception of the SS dimuon channel, in which the difference reaches 3%. The event yields in simulation are therefore scaled to match the trigger efficiencies in data. The systematic uncertainty due to this scaling is 2–4% depending on the channel.

Reconstructed lepton selection efficiencies are measured using a “tag-and-probe” method [43, 44] in bins of lepton $p_T$ and $\eta$, and are higher than 65 (96)% for electrons (muons). These measurements are performed separately in data and in simulation. The differences between these two measurements are typically around 1–4% per lepton, which corresponds to 3–7% for all leptons in the event. The systematic uncertainties related to this source vary between 2 and 7%.

Uncertainties in the jet energy calibrations are estimated by shifting the energy of jets in the simulation up and down by one standard deviation. Depending on $p_T$ and $\eta$, the uncertainty in jet energy scale changes by 2–5% [45, 46]. For the signal and backgrounds modelled through simulation, the resulting uncertainty is determined by the observed differences in yields with and without the shift in jet energies. The same technique is used to calculate the uncertainties caused by the jet energy resolution, for which the uncertainty is found to be 1–6%. These uncertainties are also propagated in the $p_T^{miss}$ variable, and the resulting uncertainty in signal
selection is found to be around 1%. The b tagging efficiency in the simulation is corrected using scale factors determined from data [33, 34]. These contribute with an uncertainty of about 2–5% on the predicted yields, which depend on \( p_T \), \( \eta \) and jet and b-tag multiplicity.

To estimate the theoretical uncertainties due to \( \mu_R \) and \( \mu_F \) choices, each of these parameters is varied independently up and down by a factor of 2, ignoring the anti-correlated variations. For the acceptance uncertainties, the envelope of the results is used as an uncertainty in each search bin, and found not to exceed 2%. The different replicas in the NNPDF30 PDF set [20] are used to estimate the corresponding uncertainty in acceptance, which is typically less than 1%.

The theoretical uncertainty in the cross sections for top quark (pair) production in association with a Higgs boson or a vector boson is 11% [1]. For the WZ and ZZ backgrounds, the overall uncertainty in the cross section is 10%, with additional uncertainties at large jet multiplicities. Rare SM processes are assigned a 50% systematic uncertainty. All of the experimental uncertainties described above are evaluated for each process in all analysis categories. A 20% systematic uncertainty is assigned to the charge-misidentified background. The uncertainty in the nonprompt lepton contribution in the SS dilepton and three-lepton analyses is 30%, for which the statistical uncertainty in the observed yields in the sideband region is also taken into account.

The theoretical uncertainties for individual backgrounds as well as the systematic uncertainties for the nonprompt background are uncorrelated, but correlated across the analysis categories. The different sources of experimental uncertainty are correlated across the analysis categories and among the background and signal predictions. The statistical uncertainties from the limited number of events in MC simulation and from the data events in the sideband regions are considered fully uncorrelated.

The impact of different sources of systematic uncertainty is estimated by fixing the nuisance parameter corresponding to each uncertainty one at a time and evaluating the decrease in the total systematic uncertainty. Uncertainties associated with the integrated luminosity, lepton identification, trigger selection efficiencies, nonprompt lepton, and \( t\bar{t}X \) backgrounds have the greatest effect on both the \( t\bar{t}W \) and \( t\bar{t}Z \) cross section measurements. The full set of systematic uncertainties is shown in Table 1.

### 7 Results

As described in Section 4, the data are analyzed in three exclusive channels according to the number of leptons in the final state: SS dilepton, three- and four-lepton events. Each channel is further categorized according to the number of jets and b-tagged jets. The predicted SM background and signal yields, and the observed data are shown in Figs. 8 and 9, and in Tables 2–5, for each of the above categories, respectively. In general, we find good agreement between the predicted yields and the observed data, except for some excess of events accumulated in the \( N_j = 2, 3 \) and \( N_b > 1 \) category of the three-lepton channel. Extensive studies were performed to ensure the robustness of the estimated background yields in this region. No hints of a missing or underestimated background were found; therefore, we attribute this excess to a statistical fluctuation in data. In Figs. 10 and 11, various kinematic distributions in the predicted and observed yields are presented in \( t\bar{t}W \) and \( t\bar{t}Z \) signal-enriched regions: SS dileptons with \( N_j > 2 \) and \( N_b > 1 \), and three-lepton events with \( N_j > 2 \) and \( N_b > 0 \), respectively.

The statistical procedure to extract the cross section is detailed in Refs. [47–50]. The observed yields and background estimates in each analysis category, described in Section 4, and the sys-
Table 1: Summary of the sources of uncertainties, their magnitudes, and their effects in the final measurement. The first column indicates the source of the uncertainties, while the second column shows the corresponding input uncertainty on each background source and the signal. The third and fourth columns show the resulting uncertainties in the respective $t\bar{t}W$ and $t\bar{t}Z$ cross sections.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty from each source (%)</th>
<th>Impact on the measured $t\bar{t}W$ cross section (%)</th>
<th>Impact on the measured $t\bar{t}Z$ cross section (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated luminosity</td>
<td>2.5</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Jet energy scale and resolution</td>
<td>2–5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Trigger</td>
<td>2–4</td>
<td>4–5</td>
<td>5</td>
</tr>
<tr>
<td>B tagging</td>
<td>1–5</td>
<td>2–5</td>
<td>4–5</td>
</tr>
<tr>
<td>PU modeling</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Lepton ID efficiency</td>
<td>2–7</td>
<td>3</td>
<td>6–7</td>
</tr>
<tr>
<td>Choice in $\mu_R$ and $\mu_F$</td>
<td>$&lt; 1$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>PDF</td>
<td>1</td>
<td>$&lt; 1$</td>
<td>1</td>
</tr>
<tr>
<td>Nonprompt background</td>
<td>30</td>
<td>4</td>
<td>$&lt; 2$</td>
</tr>
<tr>
<td>WZ cross section</td>
<td>10–20</td>
<td>$&lt; 1$</td>
<td>2</td>
</tr>
<tr>
<td>ZZ cross section</td>
<td>20</td>
<td>—</td>
<td>1</td>
</tr>
<tr>
<td>Charge misidentification</td>
<td>20</td>
<td>3</td>
<td>—</td>
</tr>
<tr>
<td>Rare SM background</td>
<td>50</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$t\bar{t}$X background</td>
<td>10–15</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Stat. unc. in nonprompt background</td>
<td>5–50</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Stat. unc. in rare SM backgrounds</td>
<td>20–100</td>
<td>1</td>
<td>$&lt; 1$</td>
</tr>
<tr>
<td>Total systematic uncertainty</td>
<td>—</td>
<td>14</td>
<td>12</td>
</tr>
</tbody>
</table>

Figure 8: Predicted signal and background yields, as obtained from the fit, compared to observed data in the SS dilepton analysis. The hatched band shows the total uncertainty associated with the signal and background predictions, as obtained from the fit.

Systematic uncertainties described in Section 6 are used to construct a binned likelihood function $L(r, \theta)$ as a product of Poisson probabilities of all bins. The parameter $r$ is the signal-strength modifier and $\theta$ represents the full suite of nuisance parameters. The signal strength parameter $r = 1$ corresponds to a signal cross section equal to the SM prediction, while $r = 0$ corresponds to the background-only hypothesis.

The test statistic is the profile likelihood ratio, $q(r) = -2L(r, \hat{\theta})/L(\hat{r}, \hat{\theta})$, and asymptotic approximation is used to extract the fitted cross section, the associated uncertainties, and the significance of the observation of the signal process [47–50], where $\hat{\theta}$ reflects the values of the nuisance parameters that maximize the likelihood function for signal strength $r$. The quantities $\hat{r}$ and $\hat{\theta}$ are the values that simultaneously maximize $L$. 

Figure 8: Predicted signal and background yields, as obtained from the fit, compared to observed data in the SS dilepton analysis. The hatched band shows the total uncertainty associated with the signal and background predictions, as obtained from the fit.
Figure 9: Predicted signal and background yields, as obtained from the fit, compared to observed data in $N_j = 2, 3, \text{and} > 3$ categories in the three-lepton analysis (left), and in $N_b = 0, 1$ categories in the four-lepton analysis (right). The hatched band shows the total uncertainty associated with the signal and background predictions, as obtained from the fit.

Figure 10: Predicted signal and background yields, as obtained from the fit, compared to observed data versus the flavor and the charge combination of leptons (upper left), $p_T^{\text{miss}}$ (upper right), jet multiplicity (lower left), and the $p_T$ of the leading lepton (lower right) in the SS dilepton channel with at least three jets and at least two $b$ jets. The last bin in each distribution includes the overflow events, and the hatched band shows the total uncertainty associated with the signal and background predictions, as obtained from the fit.
Figure 11: Predicted signal and background yields, as obtained from the fit, compared to observed data in the three-lepton channel for events containing at least three jets and at least one b jet. From left to right: the lepton flavor and jet multiplicity (upper), \(p_T\) of the leading jet and the lepton not used to form Z (central), and invariant mass of the OSSF lepton pair and \(p_T\) of the reconstructed Z boson (lower). The last bin in each distribution includes the overflow events, and the hatched band shows the total uncertainty associated with the signal and background predictions, as obtained from the fit.

The measurement of the individual cross sections for t\(t\)W and t\(t\)Z is performed using the events in the SS dilepton, and the three- and four-lepton categories, respectively, while the t\(t\)W\(^+\) (t\(t\)W\(^-\)) signal extraction is performed using the SS dilepton category with \(\ell^+\ell^-\) (\(\ell^+\ell^\pm\)). The summary of the expected and observed signal significances for each of these processes is given in Table 6. We find an expected (observed) signal significance of 4.5 (5.3) standard deviations in the SS
Table 2: Predicted signal and background yields, as obtained from the fit, compared to observed data in the SS dilepton channel for the $D < 0$ region, i.e. the nonprompt lepton control region. The total uncertainty obtained from the fit is also shown.

<table>
<thead>
<tr>
<th>Process</th>
<th>$N_\ell = 2$</th>
<th>$N_\ell = 3$</th>
<th>$N_\ell &gt; 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonprompt</td>
<td>136.5 ± 13.9</td>
<td>110.3 ± 11.3</td>
<td>57.3 ± 6.1</td>
</tr>
<tr>
<td>Total background</td>
<td>192.1 ± 15.6</td>
<td>137.7 ± 11.7</td>
<td>74.0 ± 6.4</td>
</tr>
<tr>
<td>tW</td>
<td>13.1 ± 0.3</td>
<td>17.6 ± 0.3</td>
<td>13.8 ± 0.3</td>
</tr>
<tr>
<td>tZ</td>
<td>1.6 ± 0.4</td>
<td>3.1 ± 0.7</td>
<td>4.4 ± 1.0</td>
</tr>
<tr>
<td>Total</td>
<td>206.8 ± 15.7</td>
<td>158.4 ± 11.8</td>
<td>92.3 ± 6.5</td>
</tr>
</tbody>
</table>

Table 3: Predicted signal and background yields, as obtained from the fit, compared to observed data in the SS dilepton channel for the $D \leq 0$ region, i.e. the nonprompt lepton control region. The total uncertainty obtained from the fit is also shown.

<table>
<thead>
<tr>
<th>$N_\ell$</th>
<th>$N_\ell$</th>
<th>Background</th>
<th>tW</th>
<th>tZ</th>
<th>Total</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 &gt;0</td>
<td>18.1 ± 1.8</td>
<td>2.2 ± 0.4</td>
<td>0.5 ± 0.1</td>
<td>20.8 ± 1.9</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>3 &gt;1</td>
<td>10.9 ± 1.1</td>
<td>3.5 ± 0.6</td>
<td>0.8 ± 0.1</td>
<td>15.2 ± 1.3</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>&gt;3 &gt;1</td>
<td>22.2 ± 2.0</td>
<td>7.6 ± 1.2</td>
<td>2.7 ± 0.4</td>
<td>32.5 ± 2.4</td>
<td>27</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N_\ell$</th>
<th>$N_\ell$</th>
<th>Background</th>
<th>tW</th>
<th>tZ</th>
<th>Total</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 &gt;0</td>
<td>17.9 ± 1.8</td>
<td>4.9 ± 0.8</td>
<td>0.3 ± 0.1</td>
<td>23.1 ± 2.0</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>3 &gt;1</td>
<td>10.2 ± 1.3</td>
<td>3.7 ± 0.6</td>
<td>0.4 ± 0.1</td>
<td>14.4 ± 1.4</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>&gt;3 &gt;1</td>
<td>22.4 ± 2.0</td>
<td>13.3 ± 2.2</td>
<td>3.0 ± 0.5</td>
<td>38.7 ± 3.0</td>
<td>42</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N_\ell$</th>
<th>$N_\ell$</th>
<th>Background</th>
<th>tW</th>
<th>tZ</th>
<th>Total</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 &gt;0</td>
<td>8.0 ± 1.1</td>
<td>4.3 ± 0.7</td>
<td>0.4 ± 0.1</td>
<td>12.7 ± 1.3</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>3 &gt;1</td>
<td>4.8 ± 0.7</td>
<td>3.2 ± 0.5</td>
<td>0.3 ± 0.1</td>
<td>8.4 ± 0.9</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>&gt;3 &gt;1</td>
<td>5.4 ± 0.7</td>
<td>7.1 ± 1.2</td>
<td>1.0 ± 0.2</td>
<td>13.5 ± 1.4</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>&gt;3 &gt;1</td>
<td>6.3 ± 0.8</td>
<td>5.6 ± 0.9</td>
<td>0.9 ± 0.2</td>
<td>12.8 ± 1.2</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>&gt;3 &gt;1</td>
<td>16.5 ± 1.5</td>
<td>22.5 ± 3.7</td>
<td>3.1 ± 0.5</td>
<td>42.1 ± 4.0</td>
<td>46</td>
<td></td>
</tr>
</tbody>
</table>

dilepton channel, and 4.7 (4.5) standard deviations in the four-lepton channel, while in three-lepton channel both the expected and the observed significances are found to be much larger than 5 standard deviations. The expected (observed) signal significances for tW$^+$ and tW$^-$ processes are calculated as well, being 4.2 (5.5) and 2.4 (2.3), respectively.

The measured signal strength parameters are found to be $1.23^{+0.19}_{-0.18} (\text{stat})^{+0.20}_{-0.19} (\text{syst})^{+0.13}_{-0.12} (\text{theo})$ for tW, and $1.17^{+0.11}_{-0.10} (\text{stat})^{+0.12}_{-0.11} (\text{syst})^{+0.11}_{-0.12} (\text{theo})$ for tZ. These parameters are used to multiply the corresponding theoretical cross sections for tW and tZ mentioned in Section 3, to obtain the measured cross sections for tW and tZ:

$$\sigma(\text{pp} \rightarrow \text{tW}) = 0.77^{+0.12}_{-0.11} (\text{stat})^{+0.13}_{-0.12} (\text{syst}) \text{ pb},$$
Table 4: Predicted signal and background yields, as obtained from the fit, compared to observed data in the three-lepton final state. The total uncertainty obtained from the fit is also shown.

<table>
<thead>
<tr>
<th>$N_b$</th>
<th>$N_j$</th>
<th>Background</th>
<th>$t\bar{t}W$</th>
<th>$t\bar{t}Z$</th>
<th>Total</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>1032.8 ± 77.1</td>
<td>0.9 ± 0.1</td>
<td>18.2 ± 3.2</td>
<td>1051.9 ± 77.2</td>
<td>1022</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>293.5 ± 21.4</td>
<td>0.4 ± 0.1</td>
<td>22.3 ± 3.9</td>
<td>316.3 ± 21.8</td>
<td>318</td>
</tr>
<tr>
<td>&gt;3</td>
<td></td>
<td>95.4 ± 7.4</td>
<td>0.3 ± 0.1</td>
<td>26.1 ± 4.6</td>
<td>121.8 ± 8.7</td>
<td>144</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>164.6 ± 17.8</td>
<td>1.9 ± 0.3</td>
<td>24.3 ± 4.3</td>
<td>190.7 ± 18.3</td>
<td>209</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>66.6 ± 6.7</td>
<td>0.9 ± 0.2</td>
<td>41.2 ± 7.2</td>
<td>108.7 ± 9.8</td>
<td>99</td>
</tr>
<tr>
<td>&gt;3</td>
<td></td>
<td>32.8 ± 3.3</td>
<td>0.8 ± 0.1</td>
<td>61.3 ± 10.8</td>
<td>94.9 ± 11.3</td>
<td>72</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>12.9 ± 2.4</td>
<td>1.0 ± 0.2</td>
<td>5.9 ± 1.0</td>
<td>19.8 ± 2.6</td>
<td>32</td>
</tr>
<tr>
<td>&gt;1</td>
<td>3</td>
<td>11.6 ± 1.7</td>
<td>0.6 ± 0.1</td>
<td>17.9 ± 3.2</td>
<td>30.1 ± 3.6</td>
<td>46</td>
</tr>
<tr>
<td>&gt;3</td>
<td></td>
<td>10.6 ± 1.6</td>
<td>0.4 ± 0.1</td>
<td>41.0 ± 7.2</td>
<td>52.0 ± 7.4</td>
<td>54</td>
</tr>
</tbody>
</table>

Table 5: Predicted signal and background yields, as obtained from the fit, compared to observed data in the four-lepton final state. The total uncertainty obtained from the fit is also shown.

<table>
<thead>
<tr>
<th>Process</th>
<th>$N_b = 0$</th>
<th>$N_b &gt; 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total background</td>
<td>12.8 ± 2.0</td>
<td>3.3 ± 0.3</td>
</tr>
<tr>
<td>$t\bar{t}Z$</td>
<td>4.5 ± 0.6</td>
<td>14.5 ± 1.8</td>
</tr>
<tr>
<td>Total</td>
<td>17.2 ± 2.0</td>
<td>17.8 ± 1.8</td>
</tr>
<tr>
<td>Observed</td>
<td>23</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 6: Summary of expected and observed significances (in standard deviations) for $t\bar{t}W$ and $t\bar{t}Z$.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Expected significance</th>
<th>Observed significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS dilepton $\ell^+\ell^-$ ($t\bar{t}W^-$)</td>
<td>2.4</td>
<td>2.3</td>
</tr>
<tr>
<td>SS dilepton $\ell^+\ell^+$ ($t\bar{t}W^+$)</td>
<td>4.2</td>
<td>5.5</td>
</tr>
<tr>
<td>SS dilepton $\ell^+\ell^-$ ($t\bar{t}W^+$)</td>
<td>4.5</td>
<td>5.3</td>
</tr>
<tr>
<td>Three-lepton ($t\bar{t}Z$)</td>
<td>&gt;5.0</td>
<td>&gt;5.0</td>
</tr>
<tr>
<td>Four-lepton ($t\bar{t}Z$)</td>
<td>4.7</td>
<td>4.5</td>
</tr>
<tr>
<td>Three- and four-lepton combined ($t\bar{t}Z$)</td>
<td>&gt;5.0</td>
<td>&gt;5.0</td>
</tr>
</tbody>
</table>

\[ \sigma'(pp \to t\bar{t}Z) = 0.99^{+0.09}_{-0.08} \text{ (stat)} \pm 0.12^{+0.08}_{-0.10} \text{ (syst)} \text{ pb}. \]

The measured cross sections for the $t\bar{t}W^+$ and $t\bar{t}W^-$ processes are:

\[ \sigma'(pp \to t\bar{t}W^+) = 0.58 \pm 0.09 \text{ (stat)} \pm 0.06 \text{ (syst)} \text{ pb}, \]

\[ \sigma'(pp \to t\bar{t}W^-) = 0.19 \pm 0.07 \text{ (stat)} \pm 0.06 \text{ (syst)} \text{ pb}. \]

The individual measured cross sections for $t\bar{t}W$ and $t\bar{t}Z$, as well as the results of a simultaneous fit for these cross sections in all three analysis categories, SS dilepton, three-lepton, and four-lepton, are summarized in Fig. 12. The corresponding 68 and 95% confidence level (CL) contours and intervals are also shown. The cross section extracted for $t\bar{t}Z$ from the simultaneous fit is identical to the one obtained from the individual measurement, while for $t\bar{t}W$ the simultaneous fit result is shifted down by about 6%, which is smaller than the total systematic uncertainty. This is because the fitted value for the nonprompt background contribution in the three-lepton channel is 9% higher than the nominal value, so the fitted nonprompt yields in the SS dilepton channel are higher in the combined fit compared to the one in the individual fit.
8 Effective field theory interpretation

Within the framework of effective field theory, cross section measurements can be used to search for NP in a model-independent way at energy scales that are not yet experimentally accessible. Using this approach, the SM Lagrangian is extended with higher-order operators that correspond to combinations of SM fields. The extended Lagrangian is a series expansion in the inverse of the energy scale of the NP, $1/\Lambda$ [51], hence operators are suppressed as long as $\Lambda$ is large compared with the experimentally-accessible energy.

The effective Lagrangian is (ignoring the single dimension-five operator, which violates lepton number conservation [51])

$$L_{\text{eff}} = L_{\text{SM}} + \frac{1}{\Lambda^2} \sum_i c_i O_i + \cdots ,$$

(1)

where $L_{\text{SM}}$ is the dimension-four SM Lagrangian, $O_i$ are dimension-six operators, and the ellipsis symbol represents higher-dimension operators. The dimensionless Wilson coefficients $c_i$ parameterize the strength of the NP interaction.

Assuming baryon and lepton number conservation, there are fifty-nine independent dimension-six operators [51]. Thirty-nine of these operators were chosen for study in Ref. [53] because they include at least one Higgs field; the four-fermion operators were omitted. Constraints on the Wilson coefficients of some dimension-six operators have been reported in Refs. [2, 6, 54–60].

To investigate the effects of NP on any given process, it is necessary to calculate the expected cross section as a function of the Wilson coefficients. The matrix element can be written as the sum of SM and NP components:

$$M = M_0 + \sum_i c_i M_i .$$

(2)

In this work, we consider one operator at a time. The cross section is proportional to the square
Figure 13: Feynman diagrams representing some of the most significant NP contributions to the $t\bar{t}Z$, $t\bar{t}W$, and $t\bar{t}H$ processes.

of the matrix element, and has the following structure [57]:

$$c_{\text{SM+NP}}(c_i) \propto |M|^2 \propto s_0 + s_1 c_i + s_2 c_i^2. \quad (3)$$

The coupling structures $s_0$, $s_1$, and $s_2$ are constants which can be determined by evaluating the cross section for at least three values of $c_i$. Note that while $c'(c_i)$ is always quadratic, the minimum is not constrained to appear at the SM value ($c_i = 0$), and in cases of destructive interference with the SM, it is possible to have $c_{\text{SM+NP}}(c_i) < c_{\text{SM}}$.

NP effects on $t\bar{t}W$ and $t\bar{t}Z$ are considered. Because $t\bar{t}H$ is sizeable background to $t\bar{t}W$, and the NP effects on $t\bar{t}H$ are considered as well, as they cannot be disentangled from NP effects on $t\bar{t}W$. The range of Wilson coefficient values to study is chosen such that $|c_i| < (4\pi)^2$ [61].

The dimension-six operators are encoded using the FeynRules [62] implementation from Ref. [53], and we follow their notation and operator-naming scheme throughout this work. This implementation assumes flavor-independent fermion couplings. Because the W and Z boson couplings to light quarks are highly constrained by other measurements, i.e. inclusive W or Z cross section measurements, we removed all NP couplings to the first two generations. This modified implementation is used in MADGRAPH5_aMC@NLO [63] to evaluate the cross section $c_{\text{SM+NP}}$ expected due to both SM and NP effects at LO, with no constraints on the number of allowed QCD or electroweak vertices, for 30 values of $c_i$, with all other couplings set to their SM values. We then fit those points with a quadratic function (see Eq. (3)) to determine $c_{\text{SM+NP}}(c_i)$.

The signal strength $\tau_{t\bar{t}Z}(c_i)$ is defined as the ratio of $c_{\text{SM+NP}, t\bar{t}Z}(c_i)$ to $c_{\text{SM+NP}, t\bar{t}Z}(0)$, and similarly for $t\bar{t}W$ and $t\bar{t}H$. We use this to construct a profile likelihood test statistic $q(c_i)$. The likelihood statistic is maximized to find the asymptotic best fit $c_i$, similarly to the procedure described in Section 7. Each coupling is profiled with the other couplings set to their SM values.

Of the thirty-nine operators in Ref. [53], we choose not to consider operators that do not affect $t\bar{t}W$, $t\bar{t}Z$, or $t\bar{t}H$. The expected 95% CL interval is calculated for the remaining 24 operators. We also exclude from consideration operators that produce large effects in better-measured processes for Wilson coefficient values to which our measurement is sensitive. To accomplish this, we require that the cross section for each of $t\bar{t}$, WW, ZZ, WZ, and inclusive Higgs boson production is not modified by more than 70% within our expected 95% CL interval. Finally, we do not include any operators that produce a significant effect on background yields (as described in Section 5) other than $t\bar{t}H$, as these can be studied more effectively in other signal regions.
Table 7: Expected 68% and 95% CL intervals for selected Wilson coefficients.

<table>
<thead>
<tr>
<th>Wilson coefficient</th>
<th>68% CL [TeV^2]</th>
<th>95% CL [TeV^2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{c}_W / \Lambda^2$</td>
<td>[−1.6, 1.5]</td>
<td>[−2.2, 2.2]</td>
</tr>
<tr>
<td>$</td>
<td>\bar{c}_H</td>
<td>/ \Lambda^2 - 16.8$ TeV^2</td>
</tr>
<tr>
<td>$\bar{c}_G / \Lambda^2$</td>
<td>[−0.5, 0.5]</td>
<td>[−0.7, 0.7]</td>
</tr>
<tr>
<td>$c_G / \Lambda^2$</td>
<td>[−0.3, 0.7]</td>
<td>[−0.5, 0.9]</td>
</tr>
<tr>
<td>$\bar{c}_{1G} / \Lambda^2$</td>
<td>[−0.9, −0.8] and [−0.3, 0.2]</td>
<td>[−1.1, 0.3]</td>
</tr>
<tr>
<td>$</td>
<td>\bar{c}_{1B}</td>
<td>/ \Lambda^2$</td>
</tr>
<tr>
<td>$c_{1H} / \Lambda^2$</td>
<td>[−9.2, −6.5] and [−1.6, 1.1]</td>
<td>[−10.1, 2.0]</td>
</tr>
<tr>
<td>$\bar{c}_{2G} / \Lambda^2$</td>
<td>[−0.7, 0.4]</td>
<td>[−0.9, 0.6]</td>
</tr>
</tbody>
</table>

Eight operators satisfy the above requirements, and constraints on their Wilson coefficients, $\bar{c}_W$, $\bar{c}_H$, $\bar{c}_G$, $c_{1G}$, $c_{1B}$, $c_{1H}$, and $\bar{c}_{2G}$ are reported here. Feynman diagrams representing some of the most significant NP contributions to the $t\bar{t}W$, $t\bar{t}W$, and $t\bar{t}H$ processes are shown in Fig. 13.

The expected CL intervals for the selected Wilson coefficients are summarized in Table 7. Observed best fit values and CL intervals are summarized in Table 8. For three representative operators, the calculated signal strengths $r_{t\bar{t}Z}(c_i)$, $r_{t\bar{t}W}(c_i)$, and $r_{t\bar{t}H}(c_i)$ are shown in the left panels of Fig. 14. The profile likelihood scan is presented in the center panels. In the right panels, results are shown in the $\sigma_{t\bar{t}Z}$ versus $\sigma_{t\bar{t}W}$ plane. The 68% and 95% contours are obtained by sampling randomly from the fitted covariance matrix and extracting the contours which enclose 68.27% and 95.45% of the samples. We remove any assumptions about the energy scale of the NP made in Ref. [53] and report the ratio $c_i / \Lambda^2$. In cases where $\sigma_{SM,NP}(c_i)$ has the same minimum for all three processes, the profile likelihood is symmetric around this point, and we present results for $|c_i - c_{i,\text{min}}|$ to make this symmetry explicit.

Table 8: Observed best fit values for selected Wilson coefficients determined from this $t\bar{t}W$ and $t\bar{t}Z$ measurement, along with corresponding 68% and 95% CL intervals. In some cases the profile likelihood shows another local minimum that cannot be excluded; the number reported here is the global minimum.

<table>
<thead>
<tr>
<th>Wilson coefficient</th>
<th>Best fit [TeV^2]</th>
<th>68% CL [TeV^2]</th>
<th>95% CL [TeV^2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{c}_W / \Lambda^2$</td>
<td>1.7</td>
<td>[−2.4, −0.5] and [0.4, 2.4]</td>
<td>[−2.9, 2.9]</td>
</tr>
<tr>
<td>$</td>
<td>\bar{c}_H</td>
<td>/ \Lambda^2 - 16.8$ TeV^2</td>
<td>0.16</td>
</tr>
<tr>
<td>$\bar{c}_G / \Lambda^2$</td>
<td>0.5</td>
<td>[0.07]</td>
<td>[0.09]</td>
</tr>
<tr>
<td>$c_G / \Lambda^2$</td>
<td>−0.4</td>
<td>[−0.6, 0.1] and [0.4, 0.7]</td>
<td>[−0.7, 1.0]</td>
</tr>
<tr>
<td>$c_{1G} / \Lambda^2$</td>
<td>0.2</td>
<td>[0, 0.3]</td>
<td>[−1.0, 0.9] and [−0.3, 0.4]</td>
</tr>
<tr>
<td>$c_{1B} / \Lambda^2$</td>
<td>1.6</td>
<td>[0, 2.2]</td>
<td>[0, 2.7]</td>
</tr>
<tr>
<td>$c_{1H} / \Lambda^2$</td>
<td>−9.3</td>
<td>[−10.3, −8.0] and [0, 2.1]</td>
<td>[−11.1, −6.5] and [−16.3, 0.0]</td>
</tr>
<tr>
<td>$\bar{c}_{2G} / \Lambda^2$</td>
<td>0.4</td>
<td>[−0.9, −0.3] and [−0.1, 0.6]</td>
<td>[−1.1, 0.8]</td>
</tr>
</tbody>
</table>

9 Summary

A measurement of top quark pair production in association with a W or a Z boson using proton-proton collisions at 13 TeV is presented. The analysis is performed in the same-sign dilepton final state for $t\bar{t}W$, and the three- and four-lepton final states for $t\bar{t}Z$, and these three final states are used to extract the cross sections for $t\bar{t}W$ and $t\bar{t}Z$ production. For both processes the observed signal significance exceeds 5 standard deviations. The measured signal strength parameters are $1.23^{+0.19}_{−0.18}$ (stat) $0.20$ (syst) $0.13$ (theo) and $1.17^{+0.31}_{−0.10}$ (stat) $0.12$ (syst) $0.11$ (theo) for $t\bar{t}W$ and $t\bar{t}Z$, respectively. The measured cross sections are $\sigma(t\bar{t}W) = 0.77^{+0.11}_{−0.11}$ (stat) $0.13$ (syst) pb
Figure 14: Left: signal strength as a function of selected Wilson coefficients for $t\bar{t}W$ (crosses), $t\bar{t}Z$ (pluses), and $t\bar{t}H$ (circles). Center: the 1D test statistic $q(c_i)$ scan as a function of $c_i$, profiling all other nuisance parameters. The global best fit value is indicated by a dotted line. Dashed and dash-dotted lines indicate 68% and 95% CL intervals, respectively. Right: The $t\bar{t}Z$ and $t\bar{t}W$ cross section corresponding to the global best fit $c_i$ value is shown as a cross, along with the corresponding 68% (dashed) and 95% (dash-dotted) contours. The two-dimensional best fit to the $t\bar{t}W$ and $t\bar{t}Z$ cross sections is given by the star. The theory predictions [1] for $t\bar{t}W$ and $t\bar{t}Z$ are shown as a dot with bars representing their respective uncertainties.
and \( \sigma(ttZ) = 0.99^{+0.09}_{-0.08} \) (stat)\(+0.12_{-0.10}\) (syst) pb, in agreement with the standard model predictions. These results have been used to set constraints on the Wilson coefficients of dimension-six operators. Eight operators have been identified which are of particular interest because they change the expected cross sections of \( ttZ, ttW, \) or \( ttH \) without significantly impacting expected background yields. Both \( ttZ \) and \( ttH \) are affected by \( O_{3G}, O_{3G}, O_{2G}, \) and \( O_{4a} \). Only \( ttZ \) is affected by \( O_{4a} \), while \( O_{4a} \) affects only \( ttH \). All three processes \( ttZ, ttW, \) and \( ttH \) are affected by \( O_{3G} \) and \( O_{4a} \). In cases where new physics beyond the standard model modifies the expected \( ttZ \) cross section, the sensitivity is mainly determined by \( ttZ \) and the fit is able to match the observed excess in data. No operators were identified which provide an independent handle on \( ttW \). The constraints presented, obtained by considering one operator at a time, are a useful first step toward more global approaches.
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7.1 TRIGGER AND OBJECT SELECTION

Similar to the analysis of the SUSY search in the multi-lepton channel, described in Chapter 6, an optimized lepton selection criterion is applied in this analysis to reduce the background from nonprompt leptons while keeping a high signal efficiency. Two sets of selection criteria are applied: tight lepton selection is applied to select signal-like leptons while loose selection criterion is applied to select a sample of events which is then used to estimate the nonprompt lepton background. A detailed description of the individual selection criteria for electrons and muons is shown in the Table 7.1.

<table>
<thead>
<tr>
<th>Electrons</th>
<th>Loose</th>
<th>Tight</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T &gt; 10$ GeV</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>&lt; 2.5$</td>
</tr>
<tr>
<td>$</td>
<td>d_{xy}</td>
<td>&lt; 0.05$ cm</td>
</tr>
<tr>
<td>$</td>
<td>d_z</td>
<td>&lt; 0.1$ cm</td>
</tr>
<tr>
<td>SIP$^{3D} &lt; 4$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>conversion rejection</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>no missing pixel hits</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>charge consistency</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>electron MVA</td>
<td>95% eff.</td>
<td>90% eff.</td>
</tr>
<tr>
<td>$I_{rel}$ EA corr.</td>
<td>&lt; 1</td>
<td>&lt; 0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Muons</th>
<th>Loose</th>
<th>Tight</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T &gt; 10$ GeV</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>&lt; 2.4$</td>
</tr>
<tr>
<td>$</td>
<td>d_{xy}</td>
<td>&lt; 0.05$ cm</td>
</tr>
<tr>
<td>$</td>
<td>d_z</td>
<td>&lt; 0.1$ cm</td>
</tr>
<tr>
<td>SIP$^{3D} &lt; 4$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Medium ID</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$I_{rel}$ ∆$\beta$ corr.</td>
<td>&lt; 0.6</td>
<td>&lt; 0.15</td>
</tr>
</tbody>
</table>

Table 7.1: List of all quality criteria for electrons and muons for passing the loose and the tight selection in the t\bar{t}W analysis.

Jets that pass the loose identification criterion, defined in Subsection 5.2.4, are used in this analysis. Among these jets, the ones with $p_T > 30$ GeV and within $|\eta| < 2.4$ are selected. The CSVv2 b tagging algorithm is used to identify b jets in the analysis. Similar to the SUSY analysis jets lying within $\Delta R = 0.4$ of lepton’s vicinity are rejected.

Events are selected by online triggers that require the presence of at least one electron or muon. The unprescaled single lepton triggers with lowest $p_T$ threshold that cover full $\eta$ ranges for electrons and muons are HLT_Iso(Tk)Mu24 and HLT_Ele27_WPTight_Gsf. From the names of the triggers, the $p_T$ thresholds applied on the leptons, $p_T > 24$ for muons and $p_T > 27$ for electrons, can be deduced. These triggers are chosen to give flexibility for the second lepton to be free of any biased selection at the trigger level.

In order to take into account all possible differences in the trigger efficiency between data and simulation, the efficiency of the trigger selection is studied in each dilepton channel. Firstly, single lepton trigger efficiencies are measured in simulated W+jets events with exactly one lepton that passes the identification and isolation requirement. These efficiencies are presented in Fig. 7.2 as a function of the lepton $p_T$ and $|\eta|$ for muons and electrons. The same figures show the measured efficiencies in the unbiased data sample, i.e. the data set selected with triggers that require large $p_T^{miss}$. 

The efficiency of dilepton event selection with the single lepton triggers is measured according to the following formula:

\[
\text{Total Eff} = 1 - [(1 - \varepsilon_1(p_T, \eta)) \times (1 - \varepsilon_2(p_T, \eta))],
\]

where \(\varepsilon_i(p_T, \eta)\) is taken from the efficiency maps in Fig. 7.2 either from the data or from the simulation. The procedure applied here assumes that the trigger efficiencies for each lepton in the event are factorisable. To validate this assumption we compare these efficiencies to the single lepton trigger efficiency measured in dilepton events in \(t\bar{t}W\) MC sample and dilepton events in the data set selected with \(p_T^{\text{miss}}\) triggers. These efficiencies are shown in Fig. 7.3. The level of agreement between red and blue points shows the goodness of the assumption on the factorization. In general, good agreement was found between all three efficiencies. Corrections are needed to apply in the high \(p_T\) region in case of dielectron events and in all \(p_T\) spectra of dimuon events. Overall the efficiency of selecting dilepton events with single lepton triggers is greater than 92%.
7.1 Trigger and Object Selection

Figure 7.3: Trigger efficiencies for $ee$ (top), $e\mu$ (middle) and $\mu\mu$ (bottom)-channels as a function of the leading (left) and trailing (right) lepton $p_T$ calculated directly in dilepton events in tW MC and events selected with $p_T^{\text{miss}}$ triggers. The single lepton trigger efficiencies for dilepton event selection efficiency estimation are measured in the data set selected with triggers that require large $p_T^{\text{miss}}$. 
7.2 STRATEGY

We select events that contain exactly two same-charge leptons (µµ, µe, ee) where the leading and trailing lepton transverse momenta are required to be above 25 GeV (greater than 27 GeV in case of electrons); to avoid inefficiencies due to the trigger selection in the dielectron channel, the leading electron is required to have $p_T > 40$ GeV. Events containing additional leptons passing loose lepton identification requirement are vetoed. The $t\bar{t}W$ process in the same-charge dilepton final state gives exactly the same number of light and heavy flavor jets as the $t\bar{t}$ process in the semi-leptonic final state:

$$pp \rightarrow t\bar{t}W \rightarrow (t \rightarrow b\ell^+\nu)(\bar{t} \rightarrow \bar{bj}j)(W \rightarrow \ell^+\nu),$$

$$pp \rightarrow t\bar{t} \rightarrow (t \rightarrow b\ell^+\nu)(\bar{t} \rightarrow \bar{bj}j).$$

An additional lepton in the latter process can arise from a semileptonic decay of a $b$ quark for instance. In general, we expect that subsequent reconstructed jets will contain the lepton. Discarding jets that are close to the leptons, the distributions of jets and b-tagged jets multiplicity will be shifted to lower values with respect to the same distribution in the $t\bar{t}W$ process. Therefore, to suppress the nonprompt lepton background and to increase signal-over-background ratio events with at least 2 jets and 1 b-tagged jet are considered in the analysis. This requirement reduces the contribution from $t\bar{t}$ in the same-charge dilepton category by 50%, while for the $t\bar{t}W$ process, only 30% of events are discarded.

Another process that has a high cross section and gives two leptons in the final state is the DY process. This process can pass the selection with a same-charge pair through the mismeasurement of the electron charge in the CMS detector. The charge misidentification rate is quite significant in the regions, where the material budget of the detector is high [95]. It should also be mentioned that the charge misidentification rate for muons is usually 100 times lower than for electrons, therefore muons give a marginal contribution in this type of background. To suppress the contribution from a dielectron pair with the misidentified charge of one of the electrons, the invariant mass of two electrons is required to lie outside a 15 GeV window around the Z pole mass. Still misidentification of electron charge can play a significant role in a case when $Z/\gamma^*$ boson decays to a pair of $\tau$ leptons with subsequent decay either to 2 electrons or an electron-muon pair. This remaining contribution to the background from the DY process is suppressed by requiring $p_T^{miss}$ to be greater than 30 GeV. In addition to all these requirements, the invariant mass of the lepton pair is required to be greater than 12 GeV in order to suppress the contribution from quarkonium processes.

7.2.1 Multivariate analysis

After applying these requirements, the remaining background is still quite high with respect to the signal yields. Therefore, a multivariate analysis (MVA) has been developed. Among the kinematic variables that are examined as inputs to the multivariate analysis training, the following ones are found to provide the best discrimination between signal and background: $N_j$, $N_b$, $H_T$, the highest-$p_T$ and the second highest-$p_T$ jets, the leading and the trailing lepton $p_T$, $p_T^{miss}$, $M_T$ for each of the leptons and $\Delta R$ between the trailing lepton and the closest selected jet. The discrimination power of these variables is demonstrated in Fig. 7.4 and 7.5.
Figure 7.4: Distributions of kinematical variables used for the training in MVA. Number of events for $t\bar{t}W$ is scaled to integral number of events in background. Total background is scaled to the integrated luminosity of 35.9 fb$^{-1}$ collected in 2016.
Figure 7.5: Distributions of kinematical variables used for the training in MVA. Additionally, flavor composition is added. Number of events for t\bar{t}W is scaled to integral number of events in background. Total background is scaled to the integrated luminosity of 35.9 fb$^{-1}$ collected in 2016.
A decision tree classifier [104] with a gradient boost is used. The training is performed by using the ttW simulation as signal and the tt simulation as background. Events are equally split for training and testing. The settings of the BDT are chosen to give the optimal results: the BDT uses a forest of 1000 trees, with a maximum depth of 2 nodes. Each node needs to contain at least 2.5% of all events. The learning rate is taken as 0.1 and on top of it bagged boosting with a random sample splitting of 50% is used. The BDT gives a score that ranges from −1 for background-like events to 1 for signal-like events.

In Fig. 7.6 the discriminating variable delivered by the MVA is shown. The MVA helps to increase signal-over-background ratio from 0.17, obtained with the pre-selected selection, to 0.7 in the last bin of the MVA distribution. Nevertheless, all events obtained with the pre-selection criterion are used in the analysis. The BDT output is split into three categories: BDT value < 0, 0 < BDT < 0.6 and BDT > 0.6. The first region is completely dominated in the nonprompt lepton background and is used in the analysis as a control region in data. In the latter two categories, N_j and N_b are used to form five exclusive categories: for events with N_j equal to 3 and > 3 we additionally split in N_b equal to 1 and > 1, while for events with N_j = 2 no further split is needed. Furthermore, we would like to benefit from asymmetric production in the ttW process, therefore, we split events into 2 positive and 2 negative charged leptons categories. In low BDT value categories we split events according to the number of jets, namely 2, 3 and > 3. In total, 23 signal regions are used to extract the cross section for the ttW process.

Figure 7.6: Distribution of the boosted decision tree classifier for background and signal processes after applying the pre-selected selection criteria. The expected contribution from the different background processes estimated from simulation and scaled to the integrated luminosity of 35.9 fb$^{-1}$ is shown. The shaded band represents the statistical uncertainty derived from MC samples.

### 7.3 BACKGROUND ESTIMATION

Similar to the SUSY analysis, the background processes can be split into a few categories. Nonprompt lepton background and background induced by the mismeasurement of the lepton charge are the most significant, so dedicated data-driven techniques are used for their estimation. The remaining categories consist of either the backgrounds, that produces more than 2 leptons in the final state, but one of the lepton falls out of detector’s acceptance or does not pass the selection criteria, or the processes that
produce exactly the same signature as the $t\bar{t}W$ process in same-charge dilepton final state. The largest contribution in this category comes from the WZ, $t\bar{t}Z$, $t\bar{t}H$ and single top production with a BEH boson ($tHq$) processes. These processes along with the other remaining processes are grouped into the rare SM processes category, and are estimated using MC simulation.

7.3.1 Nonprompt lepton background

The method used for the estimation of the nonprompt lepton background does not differ from the one described in Section 6.4.1. Similarly, here we measure the misidentification rate as a function of the corrected lepton $p_T$ and $\eta$, where the corrected $p_T$ is defined according to Eq. 6.2 with a substitution of $I_{rel}$ instead of $I_{mini}$. The values of $I_{rel}$ and the electron MVA for loose identification criteria are adjusted to have a low misidentification rate. Thus, good statistical precision for the nonprompt lepton background estimation could be achieved.

The misidentification rates as a function of corrected lepton $p_T$ and $\eta$ are shown in Fig. 7.7. A similar event selection, triggers and method for the electroweak scale factor calculation are used as discussed in the Section 6.4.1. In general, good agreement between observed misidentification rates measured in data and simulation was found, apart from the high lepton $p_T$ category in the data. This region is dominated by the prompt leptons from $W$+jets and DY processes, and, thus, it is not fully reliable for the nonprompt lepton background estimation. Therefore, for leptons with corrected lepton $p_T$ greater than 65 GeV, the misidentification rate from the 45 GeV < $p_T$ < 65 GeV category is applied.

The tight-to-loose method for the $t\bar{t}W$ analysis is verified in the closure test performed with the MC $t\bar{t}$ samples and as well validated in the low BDT value region, which are shown in Fig. 7.8 and 7.9, respectively. The 30% uncertainty covers all possible discrepancies in the kinematical variables used in the analysis as well as in the distribution of the BDT value.

7.3.2 Background caused by the mismeasurement of the lepton charge

The process contributing to this category of background in the signal regions is primarily $t\bar{t}$ production, as observed in the simulation (115 events and 9 events for $t\bar{t}$ and DY MC, respectively). Nevertheless, to account for all possible processes that contribute in this background category, a partially data-driven technique is used for the estimation: opposite-charge dielectron and electron-muon events passing the full identification and kinematic selection in the analysis are reweighted with the probability of electron charge misidentification categorized in the electrons $p_T$ and $\eta$. This probability is measured in a mix of $t\bar{t}$ and DY MC simulation.

To check the validity of this approach, the rate of charge mis-identification is first checked in dielectron events in $t\bar{t}$ and DY MC using information from a MC generator. The rate in this step is simply estimated as the the probability of the mismatch between the charge of the reconstructed electron and the generated electron. In the next step, the charge misidentification rate is measured in the DY MC simulation and data events containing dielectrons, the invariant mass of which lies 15 GeV close to the Z boson mass. In this case, the rate is computed as the number of same-charge events divided by the number of opposite-charge events. The charge misidentification rate is parametrized as a function of electron’s $\eta$. Events with one central and one forward electron are further
Figure 7.7: Misidentification rate measured for electrons (left) and muons (right) in QCD multijet events in MC (top) and data (right).
Figure 7.8: Validation for the nonprompt lepton background estimation technique in simulation. The distributions of $H_T$, $N_j$, $N_b$, the trailing lepton $p_T$, predicted number of events as a function of the flavor composition and BDT score of the event as obtained from a $t\bar{t}$ sample are shown.
7.3 Background estimation

7.3.3 Background due to WZ production

The WZ production is one of the background processes that can pass the event selection when one of the three leptons remains outside the detector acceptance or does not pass the selection described in Section 7.1. The contribution from this background is estimated using the MC simulation, while the normalization is verified in a dedicated three-lepton control region. It needs to be mentioned, that the t\(\bar{t}\)W production was measured simultaneously with the t\(\bar{t}\)Z cross section in the three-lepton and four lepton final states, where the lepton selection is slightly modified to maximize the sensitivity to the t\(\bar{t}\)Z process. Therefore a common data control sample is formed using the lepton selection designed for the t\(\bar{t}\)Z measurement. The full list of selection criteria is the
following: three leptons pass the identification and isolation criteria in the t\bar{t}Z analysis; the \( p_T \) thresholds are 40, 20 and 10 GeV for the leading, sub-leading and trailing leptons; two leptons should form an OCSF pair, with an invariant mass of which is 10 GeV close to a Z boson; \( N_b = 0; p_T^{\text{miss}} > 30 \text{ GeV} \); and, finally, to reduce the contribution from nonprompt lepton background, the transverse mass calculated using the momentum vector of the lepton, that is not used in forming the Z boson candidate, and the \( p_T^{\text{miss}} \) is required to be a least 50 GeV.

After applying this selection the purity in WZ is around 80%. In this control region we measure a scale factor of WZ and take its uncertainty as a systematic uncertainty for the WZ normalization. The measured WZ scale factor is 0.94 ± 0.07, i.e. is compatible with 1. Based on this study we assign a rounded 10% systematic uncertainties on the normalization of the WZ production. An additional 20% uncertainty is concluded based on the small mismatch at high jet multiplicities (\( N_j \geq 4 \), see Fig. 7.10) between data and simulation. In addition to these two uncertainties, we assign theoretical and experimental uncertainties on the simulated acceptance for this process.

7.3.4 Other processes

Among the remaining backgrounds, the most significant processes in high \( N_j \) and \( N_b \) categories are the ones that produce at least one top quark in the final state, namely t\bar{t}Z/\gamma^*, t\bar{t}H or tHq. These processes are simulated with various MC generators, see Table C.1. In the last category - rare SM backgrounds - the dominant contribution originates from the electroweak production of a W boson pair, that is modeled with the Madgraph generator. The contributions from all these processes are estimated by using MC simulations scaled to the integrated luminosity of 35.9 fb\(^{-1}\). Appropriate scale factors are applied on the yields obtained with these simulations to take into account the differences between the efficiencies in simulation and data.
7.4 SYSTEMATIC UNCERTAINTIES

The procedure for estimation of systematic uncertainties is quite similar to the one described in Section 6.5. All uncertainties can be split into three components: experimental, theoretical and statistical. Table 7.3 lists all uncertainties relevant for the t\bar{t}W analysis, gives the range for the effect on the yields of signal and background processes and describes impact on the measured t\bar{t}W cross section. The procedure of obtaining the t\bar{t}W cross section will be discussed later in the Section 7.5.

Table 7.3: Summary of the sources of uncertainties, their magnitude and the associated effect on the t\bar{t}W cross section measurement. The second column indicates the magnitude of a given uncertainty and the third column indicates the corresponding effect on measured t\bar{t}W production rate.

<table>
<thead>
<tr>
<th>Source</th>
<th>Effect on the yield</th>
<th>Effect on t\bar{t}W cross section measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated luminosity</td>
<td>2.6%</td>
<td>4%</td>
</tr>
<tr>
<td>Jet energy scale and resolution</td>
<td>2 − 5%</td>
<td>3%</td>
</tr>
<tr>
<td>Trigger</td>
<td>2 − 4%</td>
<td>4.5%</td>
</tr>
<tr>
<td>b tagging heavy</td>
<td>1 − 3%</td>
<td>5%</td>
</tr>
<tr>
<td>b tagging light</td>
<td>1 − 3%</td>
<td>2%</td>
</tr>
<tr>
<td>PU reweighting</td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td>Lepton ID efficiency</td>
<td>3%</td>
<td>3%</td>
</tr>
<tr>
<td>Choice in ( \mu_R ) and ( \mu_F )</td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td>PDF</td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td>Nonprompt lepton background</td>
<td>30%</td>
<td>4%</td>
</tr>
<tr>
<td>Charge misidentification</td>
<td>20%</td>
<td>3%</td>
</tr>
<tr>
<td>WZ cross section</td>
<td>10 − 20%</td>
<td>1%</td>
</tr>
<tr>
<td>t\bar{t}X background</td>
<td>10%</td>
<td>4%</td>
</tr>
<tr>
<td>Rare SM background</td>
<td>50%</td>
<td>2%</td>
</tr>
<tr>
<td>Stat. unc. in nonprompt background</td>
<td>5 − 25%</td>
<td>4%</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td></td>
<td>14%</td>
</tr>
</tbody>
</table>

This analysis makes use of the multivariate discriminant that complicates in some sense the estimation of the experimental uncertainties. The uncertainties on the JEC, scaled up and down for selected jets \( p_T \) and energy, are propagated not only to the \( N_j \) and \( N_b \) variables used in the event classification, but also to all other variables (\( H_T, M_T, p_T^{miss} \), jets \( p_T \)) used for the multivariate discriminator. Due to the application of event selection, the first one has an acceptance effect while the second one causes the migration from one BDT-value category to another.

The corrections on the b tagging efficiencies for light and b flavor jets, which are parametrized as a function of \( p_T \) and \( \eta \), are propagated to the \( N_b \) and therefore to the total BDT score. Therefore, similar to the JEC uncertainties, it has an effect both on the event acceptance and migration between the signal region bins due to the change in the BDT score.

Uncertainties on the lepton identification on average have an effect of 1.5% per lepton, even though they are parametrized as lepton \( p_T \) and \( \eta \).

This dependency is propagated to the leptons \( p_T \) used in the multivariate discriminator and as well all variables dependent on the lepton \( p_T \) and \( \eta \) (\( M_T \) and
Nevertheless, the obtained effect of this type of uncertainty is rather flat in the signal region bins.

The procedure for estimating and propagating uncertainties related to the luminosity and PU reweighting doesn’t change with respect to the one described in Chapter 6.5. All these experimental uncertainties are shown in Fig. 7.11 for events with a BDT score greater than 0. For simplicity, in these plots the yields from double positive and double negative charged categories are lumped together. The effect of uncertainties are shown for the signal process and the most important processes in the t\bar{t}X category, namely t\bar{t}Z, t\bar{t}H and tHq.

Figure 7.11: The value of the various components of the experimental systematic uncertainties in each signal region for events with a BDT score greater than 0 for the t\bar{t}W (top left), t\bar{t}Z (top right), t\bar{t}H (bottom left) and tHq (bottom right) processes.

For triggers, besides the corrections explained in Section 7.1, an extra uncertainty of 2% is assigned to events with two electrons and electron-muon in the final state, while a 4% uncertainty is assigned to dimuon events. These uncertainties cover the statistical uncertainty of the measurement and as well the remaining mismatch between the measured efficiencies in data and simulation after applying corrections.

The theoretical uncertainties for processes in the t\bar{t}X category are estimated at NLO QCD and electroweak accuracy and do not exceed 11% [129]. This uncertainty is taken as an uncertainty on the normalization for all processes in the t\bar{t}X category. The procedure of obtaining the theoretical uncertainty that has an acceptance effect remains the same and gives an estimate for all backgrounds in t\bar{t}X and rare SM processes categories. In general this effect doesn’t exceed 1%. The total normalization uncertainty for the processes in the rare SM category is assigned to 50% due to the fact that most of the processes are simply have not been measured yet at the LHC.

One of the largest uncertainties originates from the imperfect knowledge of the nonprompt lepton background. The 30% is assigned to this type of background to cover the excesses in the closure test and control region in enriched nonprompt lepton background category. In addition to this, uncertainties on electroweak normalization and statistical precision of the nonprompt lepton background measurement are considered. The background related to the charge misidentification is a subject of 20% uncertainty obtained from the study explained in the Subsection 7.3.2.
7.5 RESULTS

Comparisons between data and predicted background in all signal regions are shown in Fig. 7.12 and 7.13. The same information is also presented in Tables 7.4 and 7.5 for the BDT score less and greater than 0 regions, respectively. These signal regions are used in the fit described in the subsequent subsection.

![Figure 7.12](image_url)

Figure 7.12: Predicted signal and background yields compared to observed data in the same-charged dilepton BDT score less than 0 categories. The hatched band shows the statistical and systematic uncertainties as explained in Section 7.4
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Figure 7.13: Predicted signal and background yields compared to observed data in the same-charged dilepton BDT score greater than 0 categories. The hatched band shows the statistical and systematic uncertainties as explained in Section 7.4

7.5.1 Statistical procedure

The statistical procedure used for this analysis and the analysis presented in the Chapter 8 follows the procedure described in [122]. Contrary to the SUSY analysis, the presence of signal is quantified by the background-only $p$-value. Such $p$-value can be interpreted as a probability of the background yields to fluctuate and give an excess of events as
Process & $N_j = 2$ & $N_j = 3$ & $N_j > 3$
\hline
Nonprompt & $148.1 \pm 44.6$ & $119.6 \pm 36.0$ & $62.2 \pm 18.8$
\hline
$t\bar{t}Z$ & $1.7 \pm 0.4$ & $3.2 \pm 0.8$ & $4.6 \pm 1.1$
\hline
Total background & $204.9 \pm 45.0$ & $152.5 \pm 36.2$ & $86.8 \pm 18.9$
\hline
\hline
$t\bar{t}W$ & $10.7 \pm 0.3$ & $14.3 \pm 0.3$ & $11.2 \pm 0.3$
\hline
Total & $215.6 \pm 45.0$ & $166.8 \pm 36.2$ & $98.0 \pm 18.9$
\hline
Observed & 229 & 144 & 92
\hline
Table 7.4: Predicted signal and background yields compared to observed data in the same-charge dilepton final state BDT score less than 0 categories. The uncertainty indicates the statistical and systematic uncertainties as explained in Section 7.4.

large or larger than the observed one. The test statistics used to quantify the excess is defined as a ratio of two likelihood functions:

$$ q_0 = -2 \log \frac{L(\text{data}|0, \hat{\theta}_0)}{L(\text{data}|\hat{\mu}, \hat{\theta})}. $$

Here $\hat{\mu}$ is greater than 0 and is not constrained by any upper limit. Following a similar procedure as described in Subsection 6.6.1, the probability density function $f(q_0|0, \hat{\theta}_0^{\text{obs}})$ is used to generate pseudo-data for nuisance parameters around $\hat{\theta}_0^{\text{obs}}$ and event counts following Poisson probabilities under the assumption of the $H_0$ hypothesis. From such distribution, one can evaluate the p-value corresponding to a given experimental observation $q_0^{\text{obs}}$ as follows:

$$ p_0 = P(q_0 \geq q_0^{\text{obs}}|H_0) = \int_{q_0^{\text{obs}}}^{\infty} f(q_0|0, \hat{\theta}_0^{\text{obs}}) dq_0. $$

The excess in observed data set can also be described with a significance, $Z$, that is linked to the $p$-value according to the following formula:

$$ p = \int_{Z}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx $$

By convention, $5\sigma$ significance ($Z = 5$) is qualified as a discovery with a $p$-value equal to $2.87 \times 10^{-7}$. Considering the asymptotic behavior of the likelihood ratio test statistic $q_0$, the $p$-values and therefore corresponding significances can be obtained from the observed value $q_0^{\text{obs}}$ itself, without a need for MC pseudo-data generation. In the asymptotic regime when all nuisance parameters can be profiled out of the likelihood, the distribution of $q_0$ is a mix of delta function at 0 and the $\chi^2$-square function with one degree of freedom. The significances for $t\bar{t}W$ and $t\bar{t}Z$ are estimated with approximate formula [123] and to confirm the obtained number the significance for $t\bar{t}W$ was estimated by generating 22.5 millions MC pseudo-data points. The signal strength modifier described in Subsection 6.6.1 is extracted both for $t\bar{t}W$ and $t\bar{t}Z$ process by maximizing the likelihood function shown in Eq. 6.4.
Table 7.5: Predicted signal and background yields compared to observed data in the same-charge dilepton final state BDT score greater than 0 categories. The uncertainty indicates the statistical and systematic uncertainties as explained in Section 7.4.

<table>
<thead>
<tr>
<th></th>
<th>(N_h)</th>
<th>(N_b)</th>
<th>Background</th>
<th>(\ell\ell^+)</th>
<th>(\ell\ell^-)</th>
<th>Total</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 &lt; (D) &lt; 0.6</td>
<td>2 &gt; 0</td>
<td>18.9 ± 3.0</td>
<td>1.7 ± 0.2</td>
<td>0.6 ± 0.2</td>
<td>20.6 ± 3.0</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>(\ell\ell^-)</td>
<td>3 = 1</td>
<td>9.2 ± 1.6</td>
<td>1.6 ± 0.2</td>
<td>0.5 ± 0.2</td>
<td>10.8 ± 1.6</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 &gt; 1</td>
<td>12.0 ± 1.9</td>
<td>2.8 ± 0.3</td>
<td>0.8 ± 0.2</td>
<td>14.8 ± 2.0</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 &gt; 3</td>
<td>11.4 ± 2.3</td>
<td>2.2 ± 0.2</td>
<td>0.7 ± 0.2</td>
<td>13.6 ± 2.3</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>(D &gt; 0.6)</td>
<td>2 &gt; 0</td>
<td>7.2 ± 1.0</td>
<td>1.6 ± 0.2</td>
<td>0.4 ± 0.1</td>
<td>8.7 ± 1.1</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>(\ell\ell^-)</td>
<td>3 = 1</td>
<td>4.6 ± 0.9</td>
<td>1.3 ± 0.2</td>
<td>0.3 ± 0.1</td>
<td>5.9 ± 0.9</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 &gt; 1</td>
<td>8.7 ± 1.4</td>
<td>3.0 ± 0.3</td>
<td>0.7 ± 0.2</td>
<td>11.7 ± 1.4</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 &gt; 3</td>
<td>6.6 ± 1.2</td>
<td>2.3 ± 0.3</td>
<td>0.7 ± 0.2</td>
<td>8.8 ± 1.2</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>(D &gt; 0.6)</td>
<td>2 &gt; 0</td>
<td>18.4 ± 2.9</td>
<td>3.8 ± 0.4</td>
<td>0.3 ± 0.1</td>
<td>22.2 ± 2.9</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>(\ell\ell^+)</td>
<td>3 = 1</td>
<td>11.0 ± 2.0</td>
<td>2.9 ± 0.3</td>
<td>0.4 ± 0.1</td>
<td>13.9 ± 2.1</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 &gt; 1</td>
<td>11.3 ± 1.7</td>
<td>5.4 ± 0.6</td>
<td>0.8 ± 0.2</td>
<td>16.6 ± 1.8</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 &gt; 3</td>
<td>12.1 ± 2.6</td>
<td>3.8 ± 0.4</td>
<td>0.8 ± 0.2</td>
<td>15.9 ± 2.6</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>(D &gt; 0.6)</td>
<td>2 &gt; 0</td>
<td>8.4 ± 1.4</td>
<td>3.4 ± 0.4</td>
<td>0.4 ± 0.1</td>
<td>11.8 ± 1.4</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>(\ell\ell^+)</td>
<td>3 = 1</td>
<td>5.3 ± 1.0</td>
<td>2.5 ± 0.3</td>
<td>0.3 ± 0.1</td>
<td>7.8 ± 1.1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 &gt; 1</td>
<td>6.4 ± 0.8</td>
<td>5.6 ± 0.6</td>
<td>1.0 ± 0.3</td>
<td>12.0 ± 1.0</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 &gt; 3</td>
<td>7.4 ± 1.2</td>
<td>4.4 ± 0.5</td>
<td>0.9 ± 0.3</td>
<td>11.8 ± 1.3</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>(D &gt; 0.6)</td>
<td>2 &gt; 0</td>
<td>20.1 ± 2.3</td>
<td>17.6 ± 1.8</td>
<td>3.2 ± 0.8</td>
<td>37.7 ± 2.9</td>
<td>46</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.6: Measured signal strength modifier for the \(\ell\ell^+\), \(\ell\ell^-\) and \(\ell\ell^+\) processes.

<table>
<thead>
<tr>
<th>Process</th>
<th>Modifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\ell\ell^-)</td>
<td>(\pm 0.19)</td>
</tr>
<tr>
<td>(\ell\ell^+)</td>
<td>(\pm 0.20)</td>
</tr>
<tr>
<td>(\ell\ell^-)</td>
<td>(\pm 0.24)</td>
</tr>
</tbody>
</table>

Table 7.6: Measured signal strength modifier for the \(\ell\ell\), \(\ell\ell^+\) and \(\ell\ell^-\) processes.

7.5.2 Measured \(ttW\) signal strength and the cross section

The target of the analysis is to re-discover the \(ttW\) process and to measure its cross section. In order to extract the signal strength modifier \(\mu\) with its associated 68% CL interval, a global maximum of the likelihood function described in Eq. 6.4 has been found. Furthermore, the likelihood function was maximized separately to find the best fit value for the \(ttW^+\) and \(ttW^-\) processes using only double-positive and double-negative events, respectively. The values of the best fit for the signal strength modifier that describes the data for \(ttW\), \(ttW^+\) and \(ttW^-\) are shown in Table 7.6.

<table>
<thead>
<tr>
<th>Process</th>
<th>Modifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>(ttW^-)</td>
<td>(\pm 0.18)</td>
</tr>
<tr>
<td>(ttW^+)</td>
<td>(\pm 0.20)</td>
</tr>
<tr>
<td>(ttW^-)</td>
<td>(\pm 0.24)</td>
</tr>
</tbody>
</table>

Table 7.6: Measured signal strength modifier for the \(ttW\), \(ttW^+\) and \(ttW^-\) processes.

The expected (observed) signal significance of 4.5 (5.3) standard deviations was found for the \(ttW\) processes in the 35.9 fb\(^{-1}\) data set collected in 2016. The expected (observed)
signal significances for $t\bar{t}W^+$ and $t\bar{t}W^-$ processes are calculated as well, being 4.2 (5.5) and 2.4 (2.3), respectively. At this point, we can claim the re-discovery of the $t\bar{t}W$ and $t\bar{t}W^+$ processes at $\sqrt{s} = 13$ TeV. The precision of the $t\bar{t}W$ production measurement has reached the level of 20%.

In order to extract the cross section of $t\bar{t}W$, $t\bar{t}W^+$ and $t\bar{t}W^-$ production, the cross section value used for the normalization of the signal sample is multiplied with the signal strength modifier. The $t\bar{t}W$ production is simulated with the MADGRAPH5_aMC@NLO (see Table C.1). The cross section estimated from the ME is equal to 0.2043 pb. In order to increase the statistics in the multilepton final state, only leptonic decays of a W boson are considered in the modeling, therefore the listed above cross section should be corrected by the branching ratio of $W \rightarrow \ell \nu$, which is equal to 0.326 [10]. The measured cross sections of the $t\bar{t}W$, $t\bar{t}W^+$ and $t\bar{t}W^-$ processes extracted from the same-charge dilepton final state are found to be:

\[
\sigma(pp \rightarrow t\bar{t}W) = 0.77_{-0.12}^{+0.13}\text{(stat.)}_{-0.12}^{+0.13}\text{(syst.)} \text{pb}
\]

\[
\sigma(pp \rightarrow t\bar{t}W^+) = 0.58 \pm 0.09\text{(stat.)}_{-0.08}^{+0.09}\text{(syst.)} \text{pb}
\]

\[
\sigma(pp \rightarrow t\bar{t}W^-) = 0.19 \pm 0.07\text{(stat.)} \pm 0.06\text{(syst.)} \text{pb}
\]

The likelihood function described in Eq. 6.4 as a function of the cross section value along with the 68% and 95% CL intervals is shown in Fig. 7.14.

![Figure 7.14: The measured cross section for the $t\bar{t}W$ process along with the 68% and 95% CL uncertainties and the theory prediction estimated in [129]](attachment:image.png)

In Fig. 7.15 various kinematic distributions in the predicted and observed yields are presented in the $t\bar{t}W$ signal-enriched region, which is defined by requiring $N_j > 2$ and $N_b > 1$. 


Figure 7.15: Predicted signal and background yields, as obtained from the fit, compared to observed data versus the flavor and the charge combination of leptons (upper left), $p_T^{miss}$ (upper right), $N_j$ (lower left), and the $p_T$ of the leading lepton (lower right) in the the $t\bar{t}W$ signal-enriched region with at least three jets and at least two $b$ jets. The last bin in each distribution includes the overflow events, and the hatched band shows the total uncertainty associated with the signal and background predictions, as obtained from the fit.
MEASUREMENT OF THE TOP PAIR PRODUCTION IN ASSOCIATION WITH A Z BOSON

Using the collision data collected by the CMS detector during 2016, the inclusive $t\bar{t}Z$ cross section was measured simultaneously with the $t\bar{t}W$ process presented in Chapter 7. This measurement of the $t\bar{t}Z$ process was the subject of the PhD thesis worked out by Deniz Poyraz [130]. The measured cross section of the $t\bar{t}Z$ production is $0.99^{+0.09}_{-0.08}\text{(stat.)}^{+0.12}_{-0.10}\text{(syst.)}\text{pb}$ and its significance is far beyond the discovery level. The measured uncertainty has reached 15% uncertainty level and is constrained by its systematic component, therefore to further improve the $t\bar{t}Z$ measurement we needed to concentrate our efforts on this component.

In this thesis, we report on an updated measurement of the $t\bar{t}Z$ cross section in three- and four-lepton channels with high jet and $b$ jet multiplicity final states (see Fig. 8.1) using the proton-proton collision data collected by the CMS detector in 2016 and 2017 with a total integrated luminosity of 77.5 fb$^{-1}$. While the data analysis strategy remains similar to the one presented in [45], this new measurement benefits greatly from an improved lepton selection procedure based on MVA techniques and a more inclusive trigger selection.

![Figure 8.1: The $t\bar{t}Z$ decay process in the three-lepton (left) and four-lepton (right) final state. The leptons (denoted by ℓ) are accompanied by up to four jets (j), of which two are b-tagged jets (b), and up to two neutrinos (ν).](image)

The obtained result challenges the theoretical uncertainty for the first time, where the theoretical uncertainties mainly originate from the choice of renormalization and factorization scales [129]. The inclusive cross section calculation also forms the basis for a subsequent differential cross section measurements. Both measurements are further utilized in setting stringent limits on NP within the EFT approach.
The results presented in this chapter are publicly available in a preliminary form called Physics Analysis Summary (PAS). The document is currently being prepared to be submitted to JHEP for publication in the coming months. The PAS is added to the thesis in the following after which we will give more details on the measurement done by the PhD candidate.
Measurement of top quark pair production in association with a Z boson in proton-proton collisions at √s = 13 TeV

The CMS Collaboration

Abstract

A measurement of the cross section of top quark pair production in association with a Z boson using proton-proton collisions at a center-of-mass energy of 13 TeV at the LHC is performed. The data sample corresponds to an integrated luminosity of 77.5 fb⁻¹, collected by the CMS experiment during 2016 and 2017. The measurement is performed in the three- and four-lepton final states. The production cross section is measured to be σ(ttZ) = 1.00 ± 0.06 (stat) ± 0.07 (syst) pb. Differential cross sections are measured as a function of the transverse momentum of the Z boson and the angular distribution of the decay lepton. New stringent limits on the anomalous couplings of the top quark to the Z boson are obtained, including estimates of Wilson coefficients of standard model effective field theory.
1 Introduction

The large amount of proton-proton (pp) collision data at a center-of-mass energy of 13 TeV at the LHC allows precision measurements of standard model (SM) processes with very small production rate. Production of top quark-antiquark pairs ($t\bar{t}$) in association with a Z ($t\bar{t}Z$) boson is among such processes. The theoretical cross sections at next-to-leading order (NLO) in quantum chromodynamics (QCD) for $t\bar{t}Z$ production at $\sqrt{s} = 13$ TeV is $0.839 \pm 0.101$ pb [1]. Precise measurements of the inclusive and differential cross sections of the $t\bar{t}Z$ process are of particular interest because these topologies can receive sizable contributions from physics beyond the standard model (BSM) [2, 3]. The $t\bar{t}Z$ production is the most sensitive process for directly measuring the coupling of the top quark to the Z boson. Furthermore, this process is an important background to several searches for BSM physics, as well as to measurements of SM processes, such as $t\bar{t}$ production in association with the Higgs boson ($t\bar{t}H$).

The inclusive cross section for $t\bar{t}Z$ production was measured by both the CMS and ATLAS collaborations using collision data at $\sqrt{s} = 13$ TeV collected in 2016 corresponding to an integrated luminosity of about 36 fb$^{-1}$. The CMS Collaboration used collision events containing three or four charged leptons (electrons or muons) and reported a measured value $\sigma(t\bar{t}Z) = 0.99^{+0.09}_{-0.08}$ (stat) $^{+0.12}_{-0.10}$ (syst) pb [4], while the ATLAS Collaboration, in addition to the three- and four-lepton channels, included events with two leptons and presented a measurement with a similar precision [5].

In this note, we report on an updated measurement of the $t\bar{t}Z$ cross section in three- and four-lepton final states using the pp collision data collected by the CMS detector in 2016 and 2017 with a total integrated luminosity of 77.5 fb$^{-1}$. While the data analysis strategy remains similar to the one presented in [4], this new measurement benefits largely from an improved lepton selection procedure based on multivariate analysis techniques and a more inclusive trigger selection. In addition to the inclusive cross section, the differential cross section is measured as a function of the transverse momentum of the Z boson $p_T(Z)$ and $\cos\theta^*_Z$. The latter observable is the cosine of the angle between the Z boson and the negatively charged lepton from the Z boson leptonic decay as measured in the Z rest frame, and is sensitive to its polarisation.

Because of the key role of the top quark interaction with the Z boson in many BSM models [6–12], the differential cross section measurements can be used to constrain anomalous $t\bar{t}Z$ couplings. We pursue two different interpretations to this end. First, we use a Lagrangian containing anomalous couplings [13] to obtain bounds on the vector and axial-vector currents, as well as the electroweak dipole moments of the top quark. The interpretation is extended in the context of top quark effective field theory (EFT) [14], and we constrain the Wilson coefficients of the relevant BSM operators of mass dimension 6. There are 59 operators, among which we identify the four most relevant linear combinations, as described in Ref. [15].

2 Data samples and object selection

The data sample used in this measurement corresponds to a total integrated luminosity of 77.5 fb$^{-1}$ of pp collision events collected by the CMS detector during 2016 and 2017. To incorporate the LHC running conditions, as well as the CMS detector performance in each year properly, the two data sets were analyzed independently with appropriate calibrations applied and combined at the final stage to extract the cross section value. The combined result is then used in the unfolding procedure.

Simulated Monte Carlo (MC) events are used to model the signal selection efficiency, to test
the background prediction techniques, and to predict some of the background yields. Two sets of simulated events for each process are used in order to match the different data-taking conditions in 2016 and 2017. Events for the $t\bar{t}Z$ signal process and a variety of background processes, including production of $Z$+jets and triple vector boson (VVV) events, are simulated at next-to-leading order (NLO) in QCD using the MADGRAPH5_aMC@NLO generator [16]. The NLO POWHEG v2 [17] generator is used for the production of the $t\bar{t}$ and WW processes, as well as for processes involving the Higgs bosons (H), produced in vector boson fusion (VBF), or in association with vector bosons or top quarks. The NNPDF3.0 (NNPDF3.1) [18, 19] parton distribution functions (PDFs) are used for the hard process for simulating the 2016 (2017) samples. Table 1 gives an overview of the event generators, PDF sets, and cross section calculations that are used for the signal and background processes. For all processes, the parton showering and hadronization are simulated using PYTHIA 8.2 [20, 21]. The modeling of the underlying event is generated using the CUETP8M1 [22, 23] and CP5 tunes [GEN-17-001, currently in CWR] for simulated samples corresponding to the 2016 and 2017 data sets, respectively. In 2016, the CUETP8M2 and CUETP8M2T4 tunes [24] are used for the $t\bar{t}H$ and $t\bar{t}V$ samples. Double counting of the partons generated with MADGRAPH5_aMC@NLO and those with PYTHIA is removed using the MLM [25] and the FXFX [26] matching schemes in leading order (LO) and NLO generated events, respectively.

The theoretical $t\bar{t}Z$ cross section used to normalize the expected signal yield, as well as to rescale the measured signal strength to obtain the final cross section, is computed for $\sqrt{s} = 13$ TeV at NLO in QCD using MADGRAPH5_aMC@NLO and the PDF4LHC15 recommendation [27]. It is found to be $0.839 \pm 0.101$ pb [1]. In this calculation, the phase space is limited to invariant masses greater than 10 GeV for all pairs of leptons.

Table 1: Event generators used to simulate events for the various processes. The version of the NNPDF set used for the hard process is shown for samples corresponding to the 2016 (2017) data sets.

<table>
<thead>
<tr>
<th>Process</th>
<th>Cross section calculation</th>
<th>Event generator</th>
<th>Perturbative order</th>
<th>NNPDF version</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}Z$, $t\bar{t}q$, $t\bar{t}W$, $WZ$, $Wt\bar{t}$, $Wt\bar{t}$, $Z\gamma$</td>
<td>NLO</td>
<td>MADGRAPH5_aMC@NLO</td>
<td>NLO</td>
<td>3.0NLO (3.1NNLO)</td>
</tr>
<tr>
<td>$Z\rightarrow ZZ$</td>
<td>NLO</td>
<td>MCFM v7.0.1 [26], JHUGEN [30]</td>
<td>LO</td>
<td>3.0LO (3.1LO)</td>
</tr>
<tr>
<td>$t\bar{t}q \rightarrow ZZ$</td>
<td>NNLO [31]</td>
<td>POWHEG v2 [32, 33]</td>
<td>NLO</td>
<td>3.0LO (3.1NNLO)</td>
</tr>
<tr>
<td>WH, ZH, WW, VBF H</td>
<td>NLO</td>
<td>POWHEG v2 MINLO HVJ [34], JHUGEN [30]</td>
<td>NLO</td>
<td>3.0LO (3.1NNLO)</td>
</tr>
<tr>
<td>$t\bar{t}H$</td>
<td>NLO</td>
<td>POWHEG v2 [35]</td>
<td>NLO</td>
<td>3.0LO (3.1NNLO)</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>NNLO+NNLL [36]</td>
<td>POWHEG v2 [35]</td>
<td>NLO</td>
<td>3.0LO (3.1NNLO)</td>
</tr>
<tr>
<td>$t\bar{t}V$, $t\bar{t}H$, $t\bar{t}q$, $t\bar{t}W$</td>
<td>LO</td>
<td>MADGRAPH5_aMC@NLO</td>
<td>LO</td>
<td>3.0LO (3.1NNLO)</td>
</tr>
</tbody>
</table>

All events are processed through a simulation of the CMS detector based on GEANT4 [37] and are reconstructed with the same algorithms as used for data. Simultaneous pp collisions in the same or nearby bunch crossings, referred to as pileup (PU), are also simulated. The distribution used in the simulation is chosen to match the one observed in the data. The average PU in the years 2016 and 2017 was 27 and 38, respectively.

The particle-flow (PF) algorithm [38] is used for particle reconstruction and identification. Jets are reconstructed by clustering PF candidates using the anti-$k_T$ algorithm [39] with a distance parameter $R = 0.4$. The influence of PU is mitigated through a charged hadron subtraction technique, which removes the energy of charged hadrons not originating from the primary pp interaction vertex (PV) [40]. The PV is defined as the vertex for which the sum of the physics objects $p_T^2$ has the largest value. Jets are calibrated in simulation, and separately in data, accounting for energy deposits of neutral particles from PU and any nonlinear detector response.
3. Event selection and observables

Jets with $p_T > 30$ GeV and $|\eta| < 2.4$ are selected for the analysis. Jets are identified as originating from b quarks using the Deep CSV algorithm [41]. This algorithm achieves a $p_T$-averaged efficiency of 70% for b quark jets to be correctly identified, while retaining a mistake rate of 12% for charm quark jets and 1% for jets originating from u, d, or s quarks or from gluons. The observable $p_T^{\text{miss}}$ is computed as the magnitude of the negative vector sum of the $p_T$ of all PF candidates.

Lepton identification and selection is a critical ingredient in this measurement. To achieve an effective rejection of the nonprompt leptons while keeping high efficiency for prompt leptons a multivariate analysis has been developed separately for electrons and muons similar to the one presented in Ref. [42]. Prompt leptons are those originating from direct W or Z boson decays, while nonprompt are those that are either misidentified jets or genuine leptons resulting from semileptonic decays of hadrons with heavy-flavor quarks. A boosted decision tree (BDT) classifier is used via the TMVA toolkit [43] for multivariate analysis. In addition to the lepton $p_T$ and $|\eta|$, the training uses several discriminating variables, e.g., the kinematic properties of the closest jet to the lepton; the impact parameter in the transverse plane of the lepton tracks with respect to the PV; geometric matching of the track in the silicon tracker with the signals measured in the muon chambers; the ECAL shower shape for electrons; two variants of relative isolation – one computed with a fixed ($R = 0.3$) and the other with a variable cone size depending on the lepton $p_T$. The relative isolation is defined as the scalar sum $p_T$ of the particles within a cone around the lepton direction, divided by the lepton $p_T$. Placing a stringent requirement on the BDT output, an increase of up to 15% in prompt lepton selection efficiency with respect to the one presented in [4] is achieved, while reducing the nonprompt lepton selection efficiency by about a factor 2 to 4, depending on the lepton $p_T$. Electrons (muons) passing the BDT selection and having $p_T > 10$ GeV and $|\eta| < 2.5(2.4)$ are selected. In order to avoid double counting, jets within a cone of $\Delta R < 0.4$ around the selected leptons are discarded.

3 Event selection and observables

Events are selected using a suite of online triggers each of which requires the presence of 1, 2 or 3 leptons. For events selected by the triggers that require at least one electron or muon, the transverse momentum threshold for electrons (muons) was 27 (24) GeV during 2016 and 32 (27) GeV in 2017. For triggers that require the presence of at least two leptons, the $p_T$ thresholds are 23 (17) GeV for the highest $p_T$ (leading) and 12 (8) GeV for the second-highest $p_T$ (subleading) electron (muon). This strategy ensures an overall trigger efficiency higher than 98% over the entire 2016 and 2017 data sets. These efficiencies are measured in data samples with an independent trigger selection and compared to those obtained in simulation. The measured differences are mitigated by reweighting the simulation by appropriate factors that remain smaller than 2% (3%) in the 2016 (2017) data set.

Events with exactly three leptons ($\mu\mu\mu$, $\mu\mu\epsilon$, $\mu\epsilon\epsilon$, or $\epsilon\epsilon\epsilon$) satisfying $p_T > 10, 20, 40$ GeV or exactly four leptons ($\mu\mu\mu\mu$, $\mu\mu\epsilon\epsilon$, $\mu\epsilon\epsilon\epsilon$, $\epsilon\epsilon\epsilon\epsilon$, or $\epsilon\epsilon\epsilon\epsilon$) with $p_T > 10, 10, 10, 40$ GeV are analyzed separately. In both categories, exactly one oppositely charged and same-flavour lepton pair with an invariant mass consistent with the Z boson hypothesis is required, namely, for three (four)-lepton category $|m(\ell\ell) - M(Z)| < 10 (20)$ GeV. This selection reduces the backgrounds from events having zero or more than one Z boson. Events containing zero jets are rejected. The measurement uses the jet multiplicity, $N_j$, distributions in different event categories depending on the number of b-tagged jets, $N_b$, in the event. For the three-lepton channel these are $N_b = 0, 1, \geq 2$, while for the four-lepton channel these categories are limited to $N_b = 0, \geq 1$. In addition to the signal enriched regions, the analysis makes use of several data control re-
gions to validate the background predictions, as well as to control the systematic uncertainties associated with them. The details are given in Section 4.

Two kinematic observables, the transverse momentum $p_T(Z)$ of the Z boson, and $\cos \theta^*_Z$, the angle between the negatively charged lepton and the Z candidate measured in the Z rest frame, are used to constrain anomalous t-Z interactions. In addition, the tZ differential cross section is measured as a function of these observables.

4 Background predictions

Several SM processes contribute to the three- and four-lepton final states. The tZ process typically produces events with larger jet and b jet multiplicities. In contrast, events with $N_b = 0$ are predominantly due to background processes. Following closely the methodologies used in Ref. [4], the separation between signal and backgrounds is obtained from a nuisance parameter fit. In the fit, the contributions from the various background processes are allowed to float within their uncertainties.

The main contributions to the total background arise from processes with at least one top quark produced in association with a W, Z, or a H boson, i.e., tH, tW, tWZ, tqZ, tHq, tHW, tVV, and ttH. They are collectively denoted as t(t)X. We consider both the theoretical and experimental systematic uncertainties in the background yields of the t(t)X category. The theoretical uncertainties in the inclusive cross section are around 11% [16, 44, 45]. This uncertainty is evaluated by varying the renormalization and factorization scales ($\mu_R$ and $\mu_F$) for the matrix element and parton shower by a factor of two up and down, as well as the uncertainties due to the choice of the PDF. Among these processes, the tqZ cross section was recently measured by the CMS Collaboration with a total precision of 15% [46]. Thus we use this measurement and its uncertainty for the tqZ cross section.

The WZ production constitutes the second-largest background contribution, in particular for events with three leptons, while in the four-lepton category, ZZ production becomes substantial. For both these processes, the overall production rate, as well as several relevant kinematic distributions predicted from simulation, can be tested in respective data samples that are orthogonal to the signal selection. Events with three leptons, two of which form a same-flavor pair with opposite charge and satisfy $|m(\ell\ell) - M(Z)| < 10\text{GeV}$, and $N_b = 0$ are used to validate the WZ background prediction. Four-lepton events with two Z boson candidates are used to constrain the uncertainties in the prediction of the ZZ yield. Figure 1 presents the observed and predicted event yields in these regions. Good agreement is observed. An overall normalization uncertainty of 10% is assigned [47], while for events with $N_j \geq 3$ an additional 20% uncertainty is assigned to the WZ background prediction. We also estimate potential mismodeling effects associated with the WZ production with heavy-flavor quark pairs originating from gluon splitting in a data sample enriched with Z+jets events. In a control region with a Z boson candidate and two b-tagged jets, a comparison of the distributions of the angle between the two b jets in data and simulation is used to assess the uncertainty due to possible mismodeling. It is estimated to be less than 20%. Propagating this uncertainty to the rate of simulated WZ events with gluon splitting, the uncertainty in the rate of WZ events with $N_b \geq 1$ is estimated to be 8%.

Backgrounds with leptons from heavy-flavor hadron decays, muons from long-lived light meson decays, or electrons from unidentified photon conversions are estimated from data. Such backgrounds, referred to as “nonprompt” in the following, mainly originate from tH or $Z \rightarrow \ell\ell$ events, in which an additional nonprompt lepton arises from a semileptonic decay of a b
hadron. The lepton selection employed in this analysis specifically targets the reduction of nonprompt lepton backgrounds to a subdominant level, while keeping the signal efficiency high. The lepton selection is validated in simulation and with data control samples. Events with three leptons without a Z boson candidate provide a suitable data control sample. Figure 2 shows the predicted and observed yields in this control region for different lepton flavors as a function of the \( p_T \) of the lowest-\( p_T \) lepton and \( N_b \), where good agreement between predicted and observed yields is obtained. Based on these studies, a systematic uncertainty of 30% is assigned, while the statistical uncertainty in the prediction of this background ranges between 5–50%, depending on the measurement bin.

A small contribution to the total background comes from the WW, WWW, WWZ, WZZ, and ZZZ processes. We group them in the “rare” category as these have relatively small production rates. Processes that involve a photon (Z\( \gamma \), t\( \gamma \), and t\( t\gamma \)\(^{(\ast)} \)) are denoted by \( X\gamma \). The contribution from both of these categories to the selected event count is evaluated using simulated samples described in Section 2. As in the case of the t\{\}X backgrounds, scale factors are applied to account for small differences between simulation and data due to trigger selection, lepton identification, jet energy corrections, and b jet selection efficiency. The overall uncertainty in the normalization of the “rare” background category is estimated to be 50% [1, 48], while for \( X\gamma \) it is 20% [49]. The statistical uncertainty from the finite size of the simulated background samples are typically small and are typically around 5%, reaching 100% only in some extreme jet multiplicity regions.

5 Systematic uncertainties

The systematic uncertainties affecting the signal selection efficiency and background yields are summarized in Table 2. The table indicates both the range of variations observed in the different bins of the analysis and their impact on the final result. The table also indicates whether the uncertainties are treated as fully correlated between the two data sets, 2016 and 2017.

The uncertainty in the integrated luminosity measurement in 2016 and 2017 data is 2.5% [50]. Simulated events are reweighted according to the distribution of the expected number of interactions at each bunch crossing corresponding to a total inelastic pp cross section of 69.2 mb. The uncertainty in the latter, which affects the PU estimate, is 5% [51] and leads to a 2% uncertainty in the expected yields.

The trigger selection efficiencies in the simulation are found to be in good agreement with the ones measured in data. Based on this comparison, a 2% uncertainty is assigned to the yields obtained in the simulation. Lepton selection efficiencies are measured using a “tag-and-probe” method [52, 53] in bins of lepton \( p_T \) and \( \eta \), and are found to be higher than 60(95)% in events with three leptons, and 80(95)% with four leptons for \( p_T < 25 \) \((> 25)\) GeV. These measurements are performed separately in data and simulation. The differences between these two measurements, which are around 1% and reach 10% for leptons with \( p_T < 20 \) GeV, are used to scale the yields obtained in the simulation. The systematic uncertainties related to this source vary between 4.5–6% in the signal and background yields.

Uncertainties in the jet energy calibration are estimated by shifting the jet energy in the simulation up and down by one standard deviation. Depending on \( p_T \) and \( \eta \), the uncertainty in jet energy scale changes by 2–5% [54]. For the signal and backgrounds modeled through simulation, the uncertainty in the measurement is determined from the observed differences in yields with and without the shift in jet energy. The same technique is used to calculate the uncertainties due to jet energy resolution, which are found to be less than 1%. The b tagging efficiency
in the simulation is corrected using scale factors determined from data [55, 56]. These are estimated separately for correct and misidentified tagging rates, and each results in an uncertainty about 1–4%, depending on the b tag multiplicity.

To estimate the theoretical uncertainties due to the choice of $\mu_R$ and $\mu_F$, each of these parameters is varied independently up and down by a factor of 2, ignoring the anticorrelated variations. The envelope of the acceptance variations is taken as the systematic uncertainty in each search bin and is found to be smaller than 4%. The different variations in the NNPDF30 PDF set [18] are used to estimate the corresponding uncertainty in acceptance for the differential cross section measurement, which is typically less than 1%. The uncertainty associated with the choice of PDF for the anomalous coupling and EFT interpretations is estimated by using several PDFs and assigning the maximum differences as the quoted uncertainty, following the PDF4LHC prescription with the MSTW2008 68% CL NNLO, CT10 NNLO, and NNPDF2.3 5f FFN PDF sets (see Ref. [27] and references therein, as well as Refs. [57–59]). In the parton shower simulation, the uncertainty from the choice of $\mu_F$ is estimated by varying the scale of initial- and final-state radiation up by factors of 2 and $\sqrt{2}$ and down by factors of 0.5 and $1/\sqrt{2}$,

---

**Figure 1:** Distributions of the predicted and observed yields versus lepton flavor (upper left), and the reconstructed transverse momentum of the $Z$ boson candidates (upper right) in the WZ-enriched data control region, and versus lepton flavor (lower left) and number of b jets (lower right) in the ZZ-enriched control region. The shaded band represents the total uncertainty in the prediction of the signal and background. The lower panels show the ratio of the data to the theoretical predictions. The inner band gives the statistical uncertainty in the ratio, and the outer band the total uncertainty.
6. Results

6.1 Inclusive cross section measurement

The signal extraction is performed using various jet and b jet categories from events with three and four leptons. The observed data, as well as the predicted signal and background yields are shown in Fig. 3. The statistical procedure to extract the cross section is detailed in Refs. [62–65]. The observed yields and background estimates in each analysis category, and the systematic uncertainties described in Section 5 are used to construct a binned likelihood function \( L(r, \theta) \) as a product of Poisson probabilities of all bins. The parameter \( r \) is the signal-strength modifier and \( \theta \) represents the full suite of nuisance parameters. The test statistic is the profile likelihood ratio, \( q(r) = -2 \log L(r, \hat{\theta}) / L(\hat{r}, \hat{\theta}) \), and an asymptotic approximation is used to extract the fitted cross section, the associated uncertainties, and the significance of the observation of the signal process [62–65], where \( \hat{\theta} \) reflects the values of the nuisance parameters that maximize the likelihood function for signal strength \( r \). The quantities \( \hat{r} \) and \( \hat{\theta} \) are the values that simultaneously maximize \( L \). The measured combined signal strength is \( 1.19^{+0.07}_{-0.12} \text{ (stat)} +0.11^{+0.07}_{-0.09} \text{ (syst)} \), while the signal strengths separately for the three- and four-lepton channels are shown in Table 3. The measured \( \bar{t}Z \) cross section is defined in the full phase space in which \( m(\ell \ell) > 10 \text{ GeV} \). It is measured to be

\[
\sigma(pp \rightarrow \bar{t}Z) = 1.00^{+0.06}_{-0.05} \text{ (stat)} +0.07^{+0.07}_{-0.06} \text{ (syst)} \text{ pb}.
\]

The individual contributions to the total systematic uncertainty in the measured cross section respectively, as suggested in Ref. [22]. The default setup in PYTHIA includes a multiple-parton-interaction-based (MPI) model of color reconnection with early resonance decays switched off. To estimate the uncertainty from this choice of model, the analysis is repeated with three other color reconnection models within PYTHIA: the MPI-based scheme with early resonance decays switched on, a gluon-move scheme [60], and a QCD-inspired scheme [61]. The total uncertainty from color reconnection modeling is estimated by taking the maximum deviation from the nominal result and amounts to 1.5%.

Figure 2: Distributions of the predicted and observed yields in regions enriched with non-prompt lepton backgrounds in \( t\bar{t} \)-like processes as a function of the lepton flavors (left), the \( p_T \) of the lowest-\( p_T \) lepton (middle), and \( N_b \) (right). The shaded band represents the total uncertainty in the prediction of the background and the signal processes. The lower panels show the ratio of the data to the predictions from simulation. The inner band gives the statistical uncertainty in the ratio, and the outer band the total uncertainty. See Section 4 for the definition of each background category.
Table 2: Summary of the sources, magnitudes, treatments, and effects of the systematic uncertainties in the final \( t\bar{t}Z \) cross section measurement. The first column indicates the source of the uncertainties, the second column shows the corresponding input uncertainty range on each background source and the signal. The third column indicates how correlations are treated between uncertainties in the 2016 and the 2017 data, and the fourth column shows the resulting uncertainty in the \( t\bar{t}Z \) cross section.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty range (%)</th>
<th>Correlated in 2016 and 2017</th>
<th>Impact on the ( t\bar{t}Z ) cross section (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated luminosity</td>
<td>2.5</td>
<td>×</td>
<td>2</td>
</tr>
<tr>
<td>PU modeling</td>
<td>1–2</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>Trigger</td>
<td>2</td>
<td>×</td>
<td>2</td>
</tr>
<tr>
<td>Lepton ID efficiency</td>
<td>4.5–6</td>
<td>✓</td>
<td>4</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>1–9</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>0–1</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>B tagging light flavor</td>
<td>0–4</td>
<td>×</td>
<td>1</td>
</tr>
<tr>
<td>B tagging heavy flavor</td>
<td>1–4</td>
<td>×</td>
<td>2</td>
</tr>
<tr>
<td>Choice in ( \mu_R ) and ( \mu_F )</td>
<td>1–4</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>PDF choice</td>
<td>1–2</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>Color reconnection</td>
<td>1.5</td>
<td>✓</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Parton shower</td>
<td>1–8</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>WZ cross section</td>
<td>10–20</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>WZ + heavy flavor</td>
<td>8</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>ZZ cross section</td>
<td>10</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>( t(\bar{t})X ) bg.</td>
<td>10–15</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>( X\gamma ) background</td>
<td>20</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>Nonprompt background</td>
<td>30</td>
<td>✓</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Rare SM background</td>
<td>50</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>Stat. unc. in nonprompt bg.</td>
<td>5–50</td>
<td>×</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Stat. unc. in rare SM bg.</td>
<td>5–100</td>
<td>×</td>
<td>&lt;1</td>
</tr>
<tr>
<td><strong>Total uncertainty</strong></td>
<td></td>
<td></td>
<td><strong>7</strong></td>
</tr>
</tbody>
</table>

are listed in the fourth column of the Table 2. The largest contribution comes from the imperfect knowledge of the lepton selection efficiencies in the signal acceptance. The uncertainties in parton shower modeling and \( t(\bar{t})X \) background yields also form a large fraction of the total uncertainty. With respect to the earlier measurements [4, 5], the total uncertainty on the inclusive cross section is reduced by about 40%. While this improvement is primarily due to a better lepton selection procedure and the detailed studies of its performance in simulation, improved estimation of the trigger and b tagging selection efficiencies in simulation, and the reduced statistical uncertainty through the addition of more data also play important role. The reported result is the first experimental measurement that is more precise than the state-of-the-art theoretical calculations for \( t\bar{t}Z \) production at NLO in QCD.

The signal-enriched region is defined by selecting events with \( N_b \geq 1 \) and \( N_j \geq 3 \) (2) for the three (four)-lepton channels. In this region, the signal purity is about 65%. In Fig. 4 several kinematic distributions in this signal-enriched region are shown. The sum of the signal and background predictions are found to describe the data well. The event yields are shown in Table 4.
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![Graph showing the measured cross section for different numbers of leptons.](image)

Figure 3: Observed data as a function of $N_t$ and $N_b$ for events with 3 and 4 leptons, compared to the simulated signal and background yields, as obtained from the fit. The hatched band shows the total uncertainty associated with the signal and background predictions, as obtained from the fit.

Table 3: Measured $t\bar{t}Z$ signal strengths for events with 3 and 4 leptons, and the value from the combined fit.

<table>
<thead>
<tr>
<th>Fit configuration</th>
<th>Measured signal strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>$3\ell$</td>
<td>$1.24^{+0.07}<em>{-0.05}(\text{stat})^{+0.08}</em>{-0.06}(\text{syst})$</td>
</tr>
<tr>
<td>$4\ell$</td>
<td>$1.15^{+0.15}<em>{-0.10}(\text{stat})^{+0.12}</em>{-0.08}(\text{syst})$</td>
</tr>
<tr>
<td>Combined</td>
<td>$1.19^{+0.07}<em>{-0.06}(\text{stat})^{+0.08}</em>{-0.07}(\text{syst})$</td>
</tr>
</tbody>
</table>

Table 4: Predicted and observed yields, and total uncertainties in the signal-enriched sample of events.

<table>
<thead>
<tr>
<th>Process</th>
<th>$(\mu/\bar{\mu})\mu\mu$</th>
<th>$(\mu/\bar{\mu})\mu e$</th>
<th>$(\mu/\bar{\mu})e e$</th>
<th>$(e/e)\mu e$</th>
<th>$(e/e)\mu ee$</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}Z$</td>
<td>152 ± 8</td>
<td>129 ± 7</td>
<td>118 ± 6</td>
<td>82 ± 4</td>
<td>481 ± 24</td>
<td></td>
</tr>
<tr>
<td>$t\bar{t}H$</td>
<td>4.0 ± 0.5</td>
<td>3.5 ± 0.4</td>
<td>3.2 ± 0.4</td>
<td>2.1 ± 0.3</td>
<td>12.7 ± 1.5</td>
<td></td>
</tr>
<tr>
<td>$t\bar{t}(\ell)X$</td>
<td>33.3 ± 4.1</td>
<td>27.4 ± 3.4</td>
<td>23. ± 2.9</td>
<td>17.9 ± 2.2</td>
<td>102 ± 12</td>
<td></td>
</tr>
<tr>
<td>WZ</td>
<td>17.1 ± 4.6</td>
<td>14.7 ± 4.1</td>
<td>10.0 ± 2.8</td>
<td>10.9 ± 3.0</td>
<td>52.8 ± 14.2</td>
<td></td>
</tr>
<tr>
<td>$X\gamma$</td>
<td>1.6 ± 1.6</td>
<td>2.1 ± 2.5</td>
<td>0.6 ± 0.6</td>
<td>4.5 ± 1.6</td>
<td>8.8 ± 3.7</td>
<td></td>
</tr>
<tr>
<td>ZZ</td>
<td>2.8 ± 0.4</td>
<td>2.7 ± 0.4</td>
<td>2.6 ± 0.3</td>
<td>2.2 ± 0.3</td>
<td>10.3 ± 1.3</td>
<td></td>
</tr>
<tr>
<td>Rare</td>
<td>3.9 ± 2.0</td>
<td>2.9 ± 1.5</td>
<td>2.6 ± 1.3</td>
<td>2.0 ± 1.0</td>
<td>11.3 ± 5.7</td>
<td></td>
</tr>
<tr>
<td>Nonprompt</td>
<td>7.3 ± 3.0</td>
<td>11.2 ± 4.2</td>
<td>7.2 ± 3.0</td>
<td>8.9 ± 3.6</td>
<td>34.5 ± 13.1</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>222 ± 13</td>
<td>194 ± 12</td>
<td>168 ± 9</td>
<td>130 ± 8</td>
<td>713 ± 41</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Process</th>
<th>Observed</th>
<th>192</th>
<th>175</th>
<th>152</th>
<th>141</th>
<th>660</th>
</tr>
</thead>
</table>

6.2 Differential cross section measurement

The differential cross section is measured as a function of the transverse momentum $p_T(Z)$ of the Z boson and cos $\theta_Z$, the cosine of the angle between the Z boson and the negatively charged lepton from the Z boson decay, as measured in the Z rest frame. The momentum of the Z boson is defined after QCD radiation has been simulated. The differential cross section is defined in the same phase space as the inclusive cross section reported above, i.e., in the phase space...
Figure 4: Observed data in a $t\bar{t}Z$ dominated region, compared to signal and background yields, as obtained from the fit. Event distributions are shown as a function of the lepton flavor (upper left), $N_b$ (upper middle), $N_j$ (upper right), dilepton invariant mass $m(\ell\ell)$ (lower left), $p_T(Z)$ (lower middle), and $\cos\theta_Z$ (lower right). The hatched band shows the total uncertainty associated with the signal and background predictions, as obtained from the fit.

where the top quark pair is produced in association with two leptons with an invariant mass of more than 10 GeV, correcting for detector efficiencies and acceptances, as well as for the branching fraction for a Z boson to decay into a pair of muons or electrons.

The measurement of the differential cross section is performed in a signal-enriched sample of events defined by requiring exactly three identified leptons, $N_b \geq 1$, and $N_j \geq 3$. The corresponding post-fit distributions are shown in Fig. 4. Since the data sets under study are statistically limited, a rather coarse binning is chosen, with four bins in each distribution. The number of signal events in each reconstructed bin is determined by subtracting the expected number of background events from the number of events in the data.

The simulated $t\bar{t}Z$ Monte Carlo are used to construct a response matrix that takes into account both detector response and acceptance corrections. The same corrections, scale factors, and uncertainties as used in the inclusive cross section are applied. Since the resolution of the lepton momenta is very good, the fraction of events migrating from one bin to another is extremely small. In all bins, the purity, defined as the fraction of reconstructed events that originate from the same bin and the stability, defined as the fraction of generated events that are reconstructed in the same bin, are larger than 94%. Under such conditions, matrix inversion without regularization is expected to provide unbiased and stable results. In this analysis, the TUnfold package [66], is used to obtain the results for the two measured observables.

For each theoretical uncertainty in the signal sample, the response matrix is modified accordingly and the unfolding procedure is repeated. Uncertainties due to the background expectation are accounted for by the corresponding variation of the number of subtracted background events. Experimental uncertainties due to detector response and efficiency, such as lepton iden-
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tification, jet energy scale, and b tagging uncertainties, are applied as a function of the reconstructed observable. For the latter uncertainties, the unfolding is performed using the same response matrix as for the nominal result, and varying the input data within their uncertainties. This choice is made in order to minimize possible contributions from numerical effects in the matrix inversion.

In Fig. 5, the measured absolute and normalized cross sections, as obtained from the unfolding procedure described above, are shown as function of $p_T(Z)$ and $\cos\theta_Z$. Also shown is the prediction from the Monte Carlo generator MADGRAPH5_AMC@NLO and its uncertainty due to scale variations. The scale variations affect the normalization of the prediction but not its shape. In agreement with the inclusive cross section measurement reported above, the absolute differential cross section is measured to be slightly higher than the prediction, while the shape is described well.

6.3 Search for anomalous couplings and effective field theory interpretation

The role of the top quark in many BSM models [6–12] makes its interactions, in particular, the electroweak gauge couplings, sensitive probes that can be exploited by interpreting the differential $tZ$ cross section in models with modified $tZ$ interactions. Going beyond earlier work, where the inclusive cross section measurement [4] was used, we first consider an anomalous-coupling Lagrangian [67]

$$L = e\bar{u}(p_U) \left[ \gamma^\mu \left( C_{1,V} + \gamma_5 C_{1,A} \right) + \frac{i\sigma^{\mu\nu}_V}{M_Z} \left( C_{2,V} + i\gamma_5 C_{2,A} \right) \right] v(p_1) Z_\nu, \quad (1)$$

which contains the neutral vector and axial-vector current couplings, $C_{1,V}$ and $C_{1,A}$, as well as the weak magnetic and electric dipole interaction couplings, $C_{2,V}$ and $C_{2,A}$. In total, there are four real parameters. The current couplings are exactly predicted by the SM as $C_{1,V}^{SM} = \frac{t_f^{\prime} - 2Q_f \sin^2\theta_W}{2\sin\theta_W \cos\theta_W} = 0.2448(52)$ and $C_{1,A}^{SM} = \frac{-t_f^{\prime}}{2\sin\theta_W \cos\theta_W} = -0.6012(14)$, where $\theta_W$ is the Weinberg angle, and $Q_f$ and $t_f^{\prime}$ label the charge and the third component of the isospin of the SM fermions [68]. The dipole moments, moreover, are generated only radiatively in the SM, and their small numerical values, which are well below $10^{-3}$ [6, 69, 70], allow stringent tests. Beyond the transverse momentum of the Z boson, several observables have been considered that are sensitive to anomalous electroweak interactions of the top quark [71]. Among them, $\cos\theta_Z$ has a high experimental resolution and provides the best discriminating power when compared to a comprehensive set of alternative choices calculated using the reconstructed leptons, jets and b-tagged jets.

An alternative interpretation is given in the context of SM EFT in the Warsaw basis [14] formed by 59 independent Wilson coefficients of mass dimension 6. Among them, 15 are relevant for top quark interactions [72], which in general have a large impact on processes other than $tZ$. Anomalous interactions between the top quark and the gluon (chromomagnetic and chromoelectric dipole moment interactions) are tightly constrained by the $t\bar{t}$+jets final state [73]. Similarly, the modification of the $Wtb$ vertex is best constrained by measurements of the $W$ helicity fractions in top quark pair production [74] and in the $t$-channel single top quark production [75]. It is thus appropriate to separately consider the operators that induce anomalous interactions of the top quark with the remaining neutral gauge bosons, the $Z$ boson and the photon. In the parametrization adopted here [15], their Wilson coefficients are $c_{IZ}$, $c_{IZ}^{[f]}$, $c_{Z\ell}$, and $c_{\phi Q}$. The former two induce electroweak dipole moments, while the latter two induce anomalous neutral-current interactions. These Wilson coefficients are the main focus of this work,
Figure 5: Measured differential $t\bar{t}Z$ production cross sections in the full phase space as a function of the transverse momentum $p_T(Z)$ of the Z boson (top row), and $\cos \theta_\ast Z$, as defined in the text (bottom row). Shown are the absolute (left) and normalized (right) cross sections. The data are represented by the points. The inner (outer) vertical bars indicate the statistical (total) uncertainties, respectively. The histogram shows the prediction from the MADGRAPH5_aMC@NLO Monte Carlo simulation, and the hatched band indicates the theory uncertainties in the prediction. The lower panels display the ratio between prediction and measurement.

which are combined as

$$c_{tZ} = \text{Re} \left( - \sin \theta_W C_{uB}^{(33)} + \cos \theta_W C_{uW}^{(33)} \right)$$

(2)

$$c_{tZ}' = \text{Im} \left( - \sin \theta_W C_{uB}^{(33)} + \cos \theta_W C_{uW}^{(33)} \right)$$

(3)

$$c_{q^2} = C_{q^2} = C^{(33)}_{q^2}$$

(4)

$$c_{q^2} = C_{q^2} = C^{(33)}_{q^2} - C^{(33)}_{q\bar{q}},$$

(5)

where $\theta_W$ is the weak mixing angle and the Wilson coefficients in the Warsaw basis are denoted by $C_{uB}^{(33)}$, $C_{uW}^{(33)}$, $C_{q^2}^{(33)}$, $C^{(33)}_{q\bar{q}}$, and $C^{(33)}_{q\bar{q}}$ as defined in Ref. [15]. The constraints $C^{(33)}_{q\bar{q}} = 0$ and
Based on the expected sensitivity, we choose the following signal regions in the three- and four-lepton channel. In the three-lepton channel, there are 12 signal regions defined by the three $p_T(Z)$ thresholds 0, 200, and 400 GeV and four thresholds on $\cos \theta_Z^*$ at $-1$, $-0.6$, 0.6, and 1. In the four-lepton channel, the predicted event yields are lower, leading to an optimal choice of only three bins defined in terms of $p_T(Z)$ with thresholds at 0, 100, and 200 GeV. The jet multiplicity requirement is relaxed to $N_j \geq 1$. Next, 12 control regions in the three-lepton channel are defined by requiring $N_b = 0$ and $N_j \geq 1$, but otherwise reproducing the three-lepton signal selections. The three-lepton control regions guarantee a pure selection of the main WZ background. In order to also constrain the leading ZZ background of the four-lepton channel, we add three more control regions with $N_j \geq 1$ and $N_b \geq 0$ and require that there are two pairs of opposite-sign same-flavor leptons consistent with the Z boson mass in a window of 15 GeV. A summary of the signal and control regions is given in Table 5.

Predictions for signal yields with nonzero values of anomalous couplings or Wilson coefficients are obtained by simulating large LO samples in the respective model on a fine grid in parameter space, including the SM configuration. Then, the two-dimensional generator-level distributions of $p_T(Z)$ and $\cos \theta_Z^*$ for the BSM and the SM parameter points are used to define the reweighting of the nominal NLO tZ sample. The result of the reweighting procedure is tested on a coarse grid in BSM parameter space, where BSM samples are produced and reconstructed. The differences between the full event reconstruction and the reweighting procedure are found to be negligible for all distributions considered in this work. The theoretical uncertainties in the predicted BSM yields are scaled accordingly.

From the predicted yields and the uncertainties, we construct a binned likelihood function $L(\theta)$ as a product of Poisson probabilities, where $\theta$ labels the set of nuisance parameters. The test statistic is the profiled likelihood ratio $q = -2 \log(L(\hat{\theta})/L(\hat{\theta}_{\text{max}}))$ where $\hat{\theta}$ is the set of nuisance parameters maximizing the likelihood function at the BSM point, while $\hat{\theta}_{\text{max}}$ is the maximum of all $\hat{\theta}$ in the BSM parameter plane.

In Fig. 6 we show the best-fit result in the plane spanned by $c_{\phi t}$ and $c_{\phi Q}$ using the regions in Table 5. In Fig. 7 we show the log-likelihood scan in the two-dimensional (2D) planes spanned by $c_{\phi t}$ and $c_{\phi Q}$, as well as $c_{IZ}$ and $c_{IZ}^{[I]}$. Consistent with the measurement of the cross section, the SM value is close to the contour of 95% confidence level (CL). The complementary scan in the plane spanned by the anomalous current interactions $C_{1V}$ and $C_{1A}$, as well as the anomalous dipole interactions $C_{2V}$ and $C_{2A}$, is shown in Fig. 8.

Finally, in Figs. 9 and 10 we show the one-dimensional (1D) scan where all other coupling parameters are set to their SM values. The corresponding one-dimensional exclusion intervals at 68% and 95% CL are listed in Table 6. A comparison of the observed 95% confidence intervals with earlier measurements is shown in Fig. 11.
Table 5: Definition of the signal and control regions.

<table>
<thead>
<tr>
<th>N_ℓ</th>
<th>N_j</th>
<th>N_b</th>
<th>N_Z</th>
<th>p_T(Z) (GeV)</th>
<th>SR1</th>
<th>SR2</th>
<th>SR3</th>
<th>SR4</th>
<th>SR5</th>
<th>SR6</th>
<th>SR7</th>
<th>SR8</th>
<th>SR9</th>
<th>SR10</th>
<th>SR11</th>
<th>SR12</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>≥ 3</td>
<td>≥ 1</td>
<td>1</td>
<td>0–100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
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<td></td>
<td></td>
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<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
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<td></td>
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</tr>
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<td></td>
<td></td>
<td></td>
<td></td>
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<td></td>
</tr>
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<td></td>
<td></td>
<td></td>
<td></td>
<td>≥ 400</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>≥ 1</td>
<td>≥ 1</td>
<td>1</td>
<td>0–100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100–200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≥ 200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>≥ 1</td>
<td>0</td>
<td>1</td>
<td>0–100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100–200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>200–400</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≥ 400</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>≥ 1</td>
<td>≥ 0</td>
<td>2</td>
<td>0–100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100–200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≥ 200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Expected and observed 68% and 95% CL intervals from this measurement for the listed Wilson coefficients. Constraints from a previous CMS measurement [4] and indirect constraints from precision electroweak data [77] are shown for comparison.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Expected 68% CL</th>
<th>Expected 95% CL</th>
<th>Observed 68% CL</th>
<th>Observed 95% CL</th>
<th>Previous CMS constraints 68% CL</th>
<th>Previous CMS constraints 95% CL</th>
<th>Obs, 95% CL</th>
<th>Indirect constraints 68% CL</th>
</tr>
</thead>
<tbody>
<tr>
<td>c_{tZ}/Λ^2</td>
<td>[−0.7, 0.7]</td>
<td>[−1.1, 1.1]</td>
<td>[−0.8, 0.8]</td>
<td>[−1.1, 1.1]</td>
<td>[−2.0, 2.0]</td>
<td>[−2.6, 2.6]</td>
<td>[−4.7, 0.2]</td>
<td>[−4.7, 0.2]</td>
</tr>
<tr>
<td>c_{g0}/Λ^2</td>
<td>[−0.7, 0.7]</td>
<td>[−1.1, 1.1]</td>
<td>[−0.8, 1.0]</td>
<td>[−1.2, 1.2]</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>c_{q0}/Λ^2</td>
<td>[−1.6, 1.4]</td>
<td>[−3.4, 2.8]</td>
<td>[2.2, 4.7]</td>
<td>[0.7, 5.9]</td>
<td>[−20.2, 4.0]</td>
<td>[−22.2, −13.0]</td>
<td>[−0.1, 3.7]</td>
<td>[−4.7, 0.7]</td>
</tr>
<tr>
<td>c_{φ0}/Λ^2</td>
<td>[−1.1, 1.1]</td>
<td>[−2.1, 2.2]</td>
<td>[−3.0, −1.0]</td>
<td>[−4.0, 0.0]</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
</tbody>
</table>
6. Results

Figure 6: Predicted and observed yields (post-fit) for the combined 2016 and 2017 data sets in the control and signal regions. In the $N_l = 3$ control and signal regions (bins 1–12), each of the 4 $p_T(Z)$ categories is further split into 3 $\cos\theta_Z^* \theta$ bins. Due to the lower expected event count in the $N_l = 4$ signal regions (bins 13–15) no categorization in terms of $\cos\theta_Z^*$ is applied. The red dashed line shows the best-fit point to the observed result in one of the EFT planes.

Figure 7: Results of scans in two 2D planes in the EFT interpretation. The color map reflects the negative log-likelihood ratio $q$ w.r.t the best-fit value. The yellow and red dashed lines indicate one and two standard deviations from the best-fit value.
Figure 8: Results of scans in the electroweak dipole moment plane (left) and axial-vector and vector current coupling plane (right). The color map reflects the negative log-likelihood ratio w.r.t the best-fit value. The yellow and red dashed lines indicate one and two standard deviations from the best-fit value. The area between the gray ellipses in the axial-vector and vector current coupling plane corresponds to the observed 68% C.L. area from a previous CMS result [76].
6. Results

Figure 9: Log-likelihood ratios for 1D scans of Wilson coefficients. Wilson coefficients that are not shown on the respective plot are set to 0. The cyan and orange colored areas correspond to the 68% and 95% confidence level intervals around the best-fit value, respectively. The red triangle indicates the SM value. Previously excluded regions at 95% CL [4] (if available) are indicated by the gray hatched band. Indirect constraints from [77] are shown as light red hatched band.
Figure 10: Log-likelihood ratios for 1D scans of anomalous couplings. $C_{1,A} = 0.24$ (SM value) for the scan of $C_{1,A}$ (top left) and $C_{1,V} = -0.60$ (SM value) for the scan of $C_{1,V}$ (top right). The cyan and orange colored areas correspond to the 68% and 95% confidence level intervals around the best-fit value, respectively. The red triangles indicate the SM values.
Figure 11: Comparison of the observed 95% confidence level intervals (solid black) with the previous CMS result based on the inclusive cross section measurement [4] (red), the most recent ATLAS result [5] (blue), direct limits from the SMEFiT framework [78] (orange) and the TopFitter collaboration [79] (green), as well as indirect limits from electroweak data [77] (dashed black) on the Wilson coefficients.
7 Summary

A measurement has been presented of top quark pair production in association with a Z boson using a data sample of proton-proton collisions at $\sqrt{s} = 13$ TeV, corresponding to an integrated luminosity of $77.5 \pm 1$ fb$^{-1}$, collected by the CMS detector. The analysis is performed in the three- and four-lepton final states using analysis categories defined with jet and b-jet multiplicities. Data samples enriched in background processes are used to validate predictions, as well as to constrain their uncertainties. Thanks to the larger data set used and reduced systematic uncertainties such as those associated with the lepton identification, the precision on the measured cross section is substantially improved with respect to previous measurements reported in Refs. [4, 5]. The measured inclusive cross section is $\sigma(t\bar{t}Z) = 1.00^{+0.06}_{-0.05}\,(\text{stat})^{+0.07}_{-0.06}\,(\text{syst})$ pb, in agreement with the standard model prediction. This is not only the most precise measurement today, but also the first measurement with better precision compared to the theoretical prediction at NLO in QCD. Furthermore, absolute and normalized differential cross sections for the transverse momentum of the Z boson as well as $\cos \theta^*_Z$ are presented for the first time. The SM predictions at NLO are found to be in good agreement with the measured inclusive and differential cross sections. The measurement is also interpreted in terms of anomalous interactions of the $t$ quark with the Z boson. Confidence intervals for anomalous vector and axial-vector current couplings and dipole moment interactions are presented. Wilson coefficients in the top quark effective field theory are similarly constrained.
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8.1 TRIGGER AND OBJECT SELECTION

Contrary to the previous measurement of ttZ using only 2016 data, where only single lepton triggers with an isolation requirement were used, here we benefit from the usage of a single lepton, dilepton and triplepton trigger mix to reach full trigger selection efficiency. The efficiency with these triggers is measured in three-lepton events passing the identification criteria of the analysis. To measure the efficiency in data we use unbiased data sets, selected with the triggers requiring high $p_T^{miss}$, jet multiplicity or missing-$H_T$. The trigger efficiency in simulation is measured in ttZ events produced with the MADGRAPH5_aMC@NLO generator. We observe good agreement between the efficiencies in data and simulation, as shown in Fig. 8.2.

Figure 8.2: Trigger efficiencies for events with 3 selected leptons in data (blue) and simulation (green) for leading (left), sub-leading (middle) and trailing (right) lepton $p_T$. The upper plots show efficiencies measured in the 2016 data set and MC campaign, while the bottom plots depict efficiencies for 2017. The expected lepton $p_T$ spectra for ttZ events are shown as filled histograms. The ratio on the bottom pad shows the data-to-simulation trigger scale factors. The figures are made by Daniel Spitzbart.

Small deviations between measured efficiencies in data and simulation are observed in events with low leading lepton $p_T$, therefore, we apply corrections to simulated events depending on this kinematical variable. For the MC simulations generated in 2016 (2017) campaign a correction factor of 0.985 (0.966) is applied to simulated events with a leading lepton $p_T$ below 120 (80) GeV. We assign a 1% uncertainty uniform across all three-lepton event categories, which is increased to 3.5% for simulated events with the $p_T$ of the leading lepton below 80 GeV in the 2017 data set.

Lepton identification and selection is a critical ingredient in this measurement. To achieve an effective rejection of the nonprompt leptons while keeping a high efficiency for prompt leptons, a Lepton MVA discriminator is used separately for electrons and muons. The details and performance of this selection were given in Subsection 5.2.3.

1 The variable is estimated in the same way as $p_T^{miss}$ in Eq. 5.7 with the sum running over only PF jets.
Placing a stringent requirement on the Lepton MVA output, an increase of up to 15% in prompt lepton selection efficiency with respect to the one presented in [45] is achieved, while reducing the nonprompt lepton contamination by about a factor of two to four, depending on the lepton $p_T$ (see Fig. 5.3). The contribution of the nonprompt lepton background is negligible in the four-lepton final state, therefore the selection criteria on Lepton MVA in four-lepton final state is loosened with respect to the one used in three-lepton analysis. Other selection criteria are quite similar to the ones presented in the two previous analyses and are summarized in Table 8.1. The loose identification criterion is additionally tuned for the nonprompt lepton background estimation, which will be discussed in Section 8.3.

| Electrons | | Muons |
|-----------|----------------|
| Criterion | Loose | Tight | | Criterion | Loose | Tight |
| $p_T > 10$ GeV | ✓ | ✓ | | $p_T > 10$ GeV | ✓ | ✓ |
| $|\eta| < 2.5$ | ✓ | ✓ | | $|\eta| < 2.4$ | ✓ | ✓ |
| $|d_{xy}| < 0.05$ cm | ✓ | ✓ | | $|d_{xy}| < 0.05$ cm | ✓ | ✓ |
| $|d_z| < 0.1$ cm | ✓ | ✓ | | $|d_z| < 0.1$ cm | ✓ | ✓ |
| SIP$_{3D} < 8$ | ✓ | ✓ | | SIP$_{3D} < 8$ | ✓ | ✓ |
| trigger emulation | ✓ | ✓ | | closest b jet veto | ✓ | ✓ |
| 0 or 1 missing pixel hits | ✓ | ✓ | | $I_{\text{mini}} < 0.4$ | ✓ | ✓ |
| closest b jet veto | ✓ | ✓ | | Medium ID | ✓ | ✓ |
| $I_{\text{mini}} < 0.4$ | ✓ | ✓ | | Lepton MVA < 0.4 (-0.4) | ✓ | ✓ |
| Lepton MVA < 0.4 (-0.4) | - | ✓ |

Table 8.1: List of all quality criteria for electrons and muons for passing the loose and the tight selection in the $t\bar{t}Z$ analysis. The upper bound for the Lepton MVA in the brackets indicates the BDT discriminator value used for leptons in the four-lepton analysis.

Jets with $p_T > 30$ GeV and $|\eta| < 2.4$ are selected for the analysis. Jets are identified as originating from b quarks using the Deep CSV algorithm described in Section 5.2.4. Similar to previous analyses, jets within $\Delta R = 0.4$ of the leptons passing loose selection criteria are rejected.

**8.2 STRATEGY**

The previous analysis showed that the multilepton final state is quite pure in $t\bar{t}Z$, at least in the most significant bins which are characterized by high jet and b-tagged jet multiplicities. The main backgrounds originate from the SM processes with at least one top quark in the final states: $tZq$, $tWZ$, $t\bar{t}H$, etc. While the Lepton MVA discriminator helps in increasing the number of signal events, it also increases the number of events that originate from the processes producing 3 or more prompt leptons in the final state.

In the three-lepton final state we ask for three leptons to pass the lepton identification criteria and the $p_T$ thresholds of 40, 20 and 10 GeV for leading, sub-leading and trailing leptons to ensure almost 100% efficiency in the event selection. On top of this we ask two leptons to form an OCSF pair with invariant mass 10 GeV close to a Z boson mass to suppress the contribution from the processes without a Z boson in the final state. Events are categorized according to $N_j$ and $N_b$. For the $N_b \geq 1$ category, the $N_j = 2, 3, 4, > 4$ categorization is used and events with less than 2 jets are rejected. In the $N_b$
measurement of the top pair production in association with a Z boson = 0 category, events are split according to $N_j = 1, 2, 3, > 3$ selection and events with no jets are rejected.

In the four lepton final state, the main background originates from ZZ production. We ask for 4 leptons to pass full identification criteria and exactly one OCSF pair with an invariant mass within 20 GeV of the Z boson in order to suppress the contribution from ZZ decaying into 4 leptons. To satisfy the high trigger efficiency requirement, the leading lepton $p_T$ is asked to be greater than 40 GeV and $p_T > 10$ GeV for 3 remaining leptons. On top of all these requirements, we ask for the sum of all leptons charges to be equal to 0 and for at least 2 jets. Two signal regions are defined with the $N_b = 0$ and $N_b > 0$ selection, which are added to the previously mentioned 12 categories in the three-lepton final state for the $t\bar{t}Z$ inclusive cross section measurement.

The summary of all signal regions used in the $t\bar{t}Z$ inclusive cross section measurement is shown in Table 8.2.

<table>
<thead>
<tr>
<th>$N(\ell)$</th>
<th>$N_j$</th>
<th>$N_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1, 2, 3, $\geq 4$</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2, 3, 4, $\geq 5$</td>
<td>1, $\geq 2$</td>
</tr>
<tr>
<td>4</td>
<td>$\geq 2$</td>
<td>0, $\geq 1$</td>
</tr>
</tbody>
</table>

Table 8.2: The signal regions categorized by number of leptons, jets and b-tagged jets used in the $t\bar{t}Z$ inclusive cross section measurement.

8.3 BACKGROUND ESTIMATION

Several sources of backgrounds contribute to the three-lepton and four-lepton final states targeted in this analysis. These backgrounds can be subdivided into two categories: processes that can pass the selection with only prompt leptons and processes which contribute to a selection with nonprompt leptons. The nonprompt lepton background is largely eliminated by the lepton MVA selection applied to leptons, but remains significant nonetheless. Similar to the previous two analyses, the tight-to-loose technique is used for the nonprompt lepton background estimation.

Several processes lead to a final state with three or more prompt leptons and several jets. The largest contributions come from diboson production processes, namely WZ and ZZ. These processes tend to have a small jet multiplicity originating from ISR or FSR, so they are significantly reduced in the signal categories of this analysis, which require at least 2 jets in $N_b \geq 1$ categories, and they contribute mostly in low $N_b$ categories. All these processes are validated in dedicated control regions.

Another significant source of background events originates from the processes with at least one top quark produced in association with the W, Z, or BEH bosons or off-shell photon, i.e. $t\bar{t}H$, tWZ, tZq, tHq, tHW, ttVV, and $t\bar{t}t\bar{t}$. Processes that involve a photon ($Z\gamma$ and $t\gamma$) are grouped in the $X\gamma$ category and are validated in data events, where the invariant mass of the three leptons is close to a Z boson mass. The last category is the remaining rare SM processes, that have not been measured at all. The main contribution to this category originates from the three-boson processes. For all aforementioned categories, the number of events in signal regions are estimated from MC simulation scaled to the integrated luminosity of $77.5 \text{ fb}^{-1}$.1
8.3.1 Nonprompt lepton background

The contribution from the nonprompt lepton background is estimated with the tight-to-loose technique described in Subsection 6.4.1. The tight-to-loose ratio is measured in events that are fired by the auxiliary triggers listed in Table D.2. The event selection remains the same as discussed in Subsection 6.4.1. The electroweak scale factor used to subtract the contribution from the processes yielding a prompt lepton in the tight-to-loose ratio measurement region is calculated separately for each category in the $p_T$-$\eta$ misidentification rate map. Examples of electroweak normalization control regions for electrons and muons in low-$p_T$ barrel category are shown in Fig. 8.3.

Figure 8.3: Distribution of $M_T$ in the electroweak normalization control regions for electrons (left) and muons (right) in the barrel of the detector with lepton $p_T$ from 15 to 20 GeV.

As discussed in Subsection 6.4.1, the probability for a nonprompt lepton to pass the selection criterion has a strong dependence on the $p_T$ of the parton that gives the lepton. To mitigate this dependency we parametrize the misidentification rate as function of the parton $p_T$. To achieve this we use the following recipe: if the lepton passes tight selection requirements the $p_T$ remains the same, while if it fails the tight selection, but passes the loose selection criterion, the $p_T$ is corrected using the following formula:

$$p_T^{corr} = 0.85 \times p_T^{ratio},$$

where $p_T^{ratio}$ is defined in Subsection 5.2.3. The 0.85 factor is used to ensure continuity in the corrected $p_T$ spectrum as a function of the lepton MVA. Throughout the presented analysis, the computation of all variables and the event selection is done using the modified lepton momentum $p_T^{corr}$, and $p_T$ will henceforth refer to $p_T^{corr}$.

The loose object selection (see Table 8.1) is tuned to have a good match in the closure test both in tt and DY MC simulations, separately for electrons and muons. First, the $p_T^{ratio}$ and closest jet Deep CSV values are tuned to have a good match for muons. With these variables, we also keep the misidentification rate at low level in order to have a good statistical precision for the nonprompt lepton background estimation. In the next step, we tune the electron MVA values to have a good match in the closure test for electrons in the barrel and the endcap. The measured misidentification rate in data for electrons and muons are shown in Fig. 8.4.
Figure 8.4: Misidentification rates measured in data as a function of cone-corrected \( p_T \) and absolute value of \( \eta \) after MC electroweak processes subtraction for electrons (left) and muons (right) in 2016 (top) and 2017 (bottom) data sets.

The method described above to predict backgrounds with at least one nonprompt lepton is validated using simulation and data events in control regions. The results of this validation can be seen in Fig. D.1 and D.2. Events with three leptons without a Z boson candidate provide a suitable data control sample for the nonprompt leptons stemming from the \( t \bar{t} \) process. Fig. 8.5 shows the predicted and observed yields for different lepton flavors as a function of the trailing lepton \( p_T \), \( N_j \) and \( N_b \). In general, a good agreement between predicted and observed yields is obtained, apart from the tails of \( N_j \) and \( N_b \) distributions where the nonprompt lepton background does not give a dominant contribution. Fig. 8.6 depicts the predicted and observed yields in three-lepton events with a Z boson candidate control region enriched in nonprompt lepton background originating from the DY process. To ensure the orthogonality to the signal region, we also require 0 \( b \) jets in the selection, \( N_j \) to be equal 0 or 1 and low \( p_T^{\text{miss}} \) and \( M_T \) for the third lepton not used in forming the Z boson candidate. Good agreement is observed for the trailing lepton in the low-\( p_T \) category and overall in all lepton flavors. Based on these studies a systematic uncertainty of 30% is assigned, while the statistical uncertainty on the prediction of this background ranges from 5 to 50%, depending on the measurement bin.
8.3 Background estimation

Figure 8.5: Predicted and observed yields as a function of trailing lepton $p_T$, $N_j$, $N_b$ and the flavor composition in a region enriched in nonprompt lepton background originating from the $t\bar{t}$ process. The contribution from this type of background is estimated using the tight-to-loose technique described in Section 6.4.1. The lower panels show the ratio of the data to the theoretical predictions. The inner band gives the statistical uncertainty in the ratio, and the outer band the total uncertainty.

8.3.2 WZ and ZZ production

Diboson production is one of the largest backgrounds in the signal region with low $N_j$ and $N_b$. For WZ and ZZ processes the overall production rate, as well as several relevant kinematic distributions predicted through simulation, can be tested in respective data samples that are orthogonal to the signal selection. Events with three leptons, two of which form an OCSF pair 10 GeV close to a Z boson mass, and no b-tagged jets are used to validate the WZ background prediction. Four-lepton events with two Z boson candidates are used to constrain the uncertainties in the prediction of the ZZ yield. Fig. 8.7 presents the observed and predicted event yields in these control regions. Individual normalization uncertainty of 10% is assigned to WZ and ZZ processes, while for events with $N_j \geq 3$ an additional 20% uncertainty is assigned to the WZ background prediction. We furthermore investigate potential mismodeling effects associated with the WZ production with heavy-flavor quark pairs originating from gluon splitting in a data sample enriched with DY events. In a control region with a Z boson candidate and two b-tagged jets, a comparison of the distributions of the relative angle between the two b jets in data and simulation is used to assess the uncertainty due to possible
mismodelling. It is estimated to be less than 20%. Propagating this uncertainty to the rate of simulated WZ events with gluon splitting, the uncertainty on the rate of WZ events with \( N_b \geq 1 \) is estimated to be 8%.

### 8.3.3 Background caused by the internal conversions

Events produced in Z\( \gamma \) process form a copious source of three lepton events through asymmetric conversions of the photon. In the case of leptonically decaying Z bosons, most Z\( \gamma \) events occur through FSR of a photon by one of the leptons. This photon can then convert asymmetrically, leading to a total of three leptons, with a mass compatible with the Z boson. A Z\( \gamma \) enriched data sample is obtained by selecting three leptons that pass the same selection as the three-lepton final state and requiring the mass of the three-lepton system to be compatible with the Z mass. From the overall good agreement in all kinematical variables shown in Fig 8.8, the 20% uncertainty on the normalization is assigned to the all processes in the X\( \gamma \) category. The contribution from all the processes in X\( \gamma \) category to the signal regions are estimated using MC simulation, which is performed with the MADGRAPH5_aMC@NLO generator.

### 8.3.4 Other processes

The most significant processes among the remaining background processes in the high \( N_j \) and \( N_b \) categories are the ones that produce one top quark and a Z boson in the final state, namely \( t\bar{t}Zq \) and \( t\bar{t}WZ \). These and other processes giving at least one top quark in the final state are grouped in the \( t\bar{t}X \) category (for the full list of the processes entering this category see Table D.1). The contribution in last category - rare SM backgrounds - originates from three-boson production of W and Z bosons in any combination. The contributions from \( t\bar{t}X \) and the rare SM backgrounds category are estimated with the produced yields from MC simulation multiplied by the appropriate scale factors.
Figure 8.7: Distributions of the predicted and observed yields versus lepton flavor (upper left), and the reconstructed transverse momentum ($p_T(Z)$) of the Z boson candidates (upper right) in the WZ-enriched data control region, and versus lepton flavor (lower left) and $N_b$ (lower right) in the ZZ-enriched control region. The shaded band represents the total uncertainty in the prediction of the signal and background. The lower panels show the ratio of the data to the estimated predictions. The inner band gives the statistical uncertainty in the ratio, and the outer band the total uncertainty.
Figure 8.8: Distributions of the predicted and observed yields versus lepton flavor, $N_j$, $N_b$, and trailing lepton $p_T$ in the $Z\gamma$-enriched control region. The shaded band represents the total uncertainty in the prediction of the signal and background. The lower panels show the ratio of the data to the estimated predictions. The inner band gives the statistical uncertainty in the ratio, and the outer band the total uncertainty.
8.4 SYSTEMATIC UNCERTAINTIES

The systematic uncertainties affecting the signal selection efficiency and background yields are summarized in Table 8.3. The table indicates both the range of variations observed in the different bins of the analysis and their impact on the final result. The table also indicates whether the uncertainties are treated fully correlated or completely uncorrelated between the 2016 and 2017 data sets.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty range (%)</th>
<th>Correlated in 2016 and 2017</th>
<th>Impact on the $t\bar{t}Z$ cross section (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated luminosity</td>
<td>2.5</td>
<td>×</td>
<td>2</td>
</tr>
<tr>
<td>PU modeling</td>
<td>1–2</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>Trigger</td>
<td>2</td>
<td>×</td>
<td>2</td>
</tr>
<tr>
<td>Lepton ID efficiency</td>
<td>4.5–6</td>
<td>✓</td>
<td>4</td>
</tr>
<tr>
<td>JEC</td>
<td>1–9</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>JER</td>
<td>0–1</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>B tagging light flavor</td>
<td>0–4</td>
<td>×</td>
<td>1</td>
</tr>
<tr>
<td>B tagging heavy flavor</td>
<td>1–4</td>
<td>×</td>
<td>2</td>
</tr>
<tr>
<td>Choice in $\mu_R$ and $\mu_F$</td>
<td>1–4</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>PDF choice</td>
<td>1–2</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>Color reconnection</td>
<td>1.5</td>
<td>✓</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Parton shower</td>
<td>1–8</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>WZ cross section</td>
<td>10–20</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>WZ + heavy flavor</td>
<td>8</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>ZZ cross section</td>
<td>10</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>t\bar{t}X background</td>
<td>10–15</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>X\gamma background</td>
<td>20</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>Nonprompt lepton background</td>
<td>30</td>
<td>✓</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Rare SM background</td>
<td>50</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>Stat. unc. in nonprompt bg.</td>
<td>5–50</td>
<td>×</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Stat. unc. in rare SM bg.</td>
<td>5–100</td>
<td>×</td>
<td>&lt;1</td>
</tr>
<tr>
<td><strong>Total uncertainty</strong></td>
<td></td>
<td></td>
<td><strong>7</strong></td>
</tr>
</tbody>
</table>

Table 8.3: Summary of the sources, magnitudes, treatments, and effects of the systematic uncertainties in the $t\bar{t}Z$ inclusive cross section measurement. The first column indicates the source of the uncertainties, the second column shows the corresponding input uncertainty range on each background source and the signal. The third column indicates how correlations are treated between uncertainties in the 2016 and the 2017 data, and the fourth column shows the resulting uncertainty in the $t\bar{t}Z$ cross section.

The procedure for estimating and propagating the uncertainties related to the luminosity and PU reweighting does not change with respect to the one described in Chapter 6.5. The trigger selection efficiencies in the simulation are found to be in good agreement with the one measured in data. The uncertainties related to the trigger efficiency discussed in Section 8.1 is propagated to the signal region and results in approximately 2% uncertainty.
Lepton selection efficiencies are measured using a tag-and-probe method described in Section 5.3 in bins of lepton $p_T$ and $\eta$. The differences between the two measurements in data and in simulation range from 2-7% for $10 < p_T < 20$, 0.5% for the intermediate region (20-50 GeV) and raises up to 1-2% for $p_T > 50$ GeV. These differences are used to scale the yields obtained in the simulation. The systematic uncertainties related to this source vary between 4.5–6% on the signal and background yields.

The validity of the lepton scale factors, applied on simulation to bring the lepton selection efficiency in agreement with the one in data, is validated in events with high hadronic activity originating from the $t\bar{t}$ process. Events containing exactly one electron and one muon, at least 2 jets and 1 b-tagged jet are selected with a single lepton trigger for this study. One of the leptons is used as a tag lepton in the event, while for another the tight selection efficiency is measured. This control sample has some small contamination from nonprompt leptons which need to be subtracted out. We use the data events in the same selection region with one difference, the leptons being same-charge instead of opposite charge, to estimate this nonprompt lepton contamination. This subtraction relies on the fact that there are equal amounts of same-charge and opposite-charge lepton pairs with one prompt and one nonprompt lepton. This assumption is correct to a good extent. To take into account the residual difference we use simulation to correct for it. The uncertainty (30%) on this subtracted background is propagated to the efficiency calculation. The measured lepton selection efficiency in this data control region is compared to the one obtained in the simulation. This comparison is shown in Fig. 8.9. The efficiencies obtained in simulation are already corrected using the lepton scale factors which we want to validate here. We observe very good agreement between data and simulation efficiencies. Any discrepancy seen at the lowest $p_T$ bins is covered by the uncertainties. Unfortunately a similar validation could not be made for electron selection scale factors as the nonprompt electron background contamination in such a control sample is found to be too large to give conclusive results.

![Figure 8.9: Efficiency to pass the tight selection criteria for the probed muon measured using in control region, enriched in the $t\bar{t}$ events in data (black) and MC simulation (red).](image)

The uncertainties related to imperfect knowledge of JEC and on the correction of the b tagging efficiencies are estimated in the same way as described in Section 6.5. In addition to these uncertainties, the uncertainty on JER is also propagated to the yields of the signal and background processes in the analysis.

The procedures for estimating and propagating the theoretical uncertainties due to the choice of the renormalization and factorization scales, and PDF remain similar as
described in Section 6.5. In the parton shower simulation, the uncertainty from the choice of $\mu_F$ is estimated by varying the scale of ISR and FSR up by factors of 2 and $\sqrt{2}$ and down by factors of 0.5 and $1/\sqrt{2}$, respectively, as suggested in Ref. [131]. The default setup in PYTHIA includes a multiple-parton-interaction-based (MPI) model of color reconnection with early resonance decays switched off. To estimate the uncertainty from this choice of model, the analysis is repeated with three other color reconnection models within PYTHIA: the MPI-based scheme with early resonance decays switched on, a gluon-move scheme [132], and a QCD-inspired scheme [133]. The total uncertainty from color reconnection modeling is estimated by taking the maximum deviation from the nominal result and amounts to 1.5%. The magnitude and shape of all uncertainties for the $t\bar{t}Z$ process are shown in Fig 8.10, while for the background WZ and $t\bar{t}X$ processes they are shown in Appendix. D.4.

Figure 8.10: Input systematic uncertainties for $t\bar{t}Z$ in each of 14 signal regions used for signal strength modifier extraction. Uncertainties for JEC, JER, lepton scale factors, heavy and light flavor $b$ tagging scale factors, PU, $\mu_R$ and $\mu_F$ scales, PDF and modeling of the parton shower are shown.

The theoretical uncertainties for the processes in the $t\bar{t}X$ category similarly to the $t\bar{t}W$ cross section measurement are taken from [129], apart from the uncertainty on the recently discovered $tZq$ process [3]. The measured cross section for the $tZq$ process reached a 15% uncertainty level, which is taken as the uncertainty on the normalization in this analysis. The overall uncertainty in the normalization of the rare SM processes background category is chosen to be 50% [134].

### 8.5 RESULTS

The signal extraction is performed using the events with three and four leptons and various jet and $b$ jet categories described in Section 8.2. The observed data, as well as the predicted signal and background yields are shown in Fig. 8.11. The measured signal strength modifier is estimated by minimizing the likelihood function from Eq. 6.4 and is found to be $1.29^{+0.08}_{-0.07}$ (stat.) $^{+0.08}_{-0.08}$ (syst.). The signal strengths separately for the three- and four-lepton channels and in different three-lepton flavor categories are shown in Tables 8.4 and 8.5, respectively. The largest deviation in the signal strength modifier was observed in the three-electron channel, where statistical uncertainty significantly larger with respect to the other flavor channels was observed. If this high signal strength was due to an underestimated signal electron efficiency in simulation, an excess should appear in three-electron or four-electron channels in WZ and ZZ control regions presented in Fig. 8.7. However, no such excess was observed, therefore, we attribute this excess to a statistical fluctuation in data.
measurement of the top pair production in association with a Z boson

Table 8.5: Measured \( \tilde{t}\tilde{Z} \) signal strength modifiers in simulation, improved estimation of the trigger and b tagging selection efficiencies in due to a better lepton selection procedure and the detailed studies of its performance inclusive cross section is reduced by about 40%. While this improvement is primarily to be consistent within their statistical precision as expected:

\[ γ^* → ℓ_1ℓ_2ν_{ν_1}ν_{ν_2} \]

Table 8.4: Measured \( \tilde{t}\tilde{Z} \) signal strength modifiers for events with three and four leptons.

Table 8.5: Measured \( \tilde{t}\tilde{Z} \) signal strength modifiers in different combination of three-lepton flavor categories.

The impact of each systematic uncertainty can be seen in Fig. D.5, D.6 and D.7. The impact is evaluated in the following way. For a nuisance parameter under consideration, the post-fit value is taken with upward and downward one standard deviation; other systematic uncertainties are treated as usual in the maximization of the likelihood function. With this configuration, the signal strength modifier is reevaluated and the difference between obtained value and initial signal strength modifier is considered as the impact of the nuisance parameter. The total uncertainty of the \( \tilde{t}\tilde{Z} \) signal strength modifier is found to be 8%. The statistical and systematic uncertainties contribute approximately equally to the total uncertainty. Among the systematic uncertainties the ones that give the largest contributions are those related to lepton selection efficiency modeling, and the normalization uncertainties on WZ and \( \tilde{t}\tilde{X} \) backgrounds (see Fig. D.7).

In order to extract the cross section of the \( \tilde{t}\tilde{Z} \) production, the cross section value obtained from the ME of the sample simulated with the MADGRAPH5_aMC@NLO generator with applied \( m_{ℓℓ} > 70 \text{ GeV} \) selection for the OCSF pair is divided by the branching ratio of a Z boson decaying to charged and neutral leptons, \( \text{BR}(Z \rightarrow ℓ_1ℓ_2ν_{ν_1}ν_{ν_2}) = 0.301 \) [10] and is multiplied by the signal strength modifier. The contribution from \( γ^* → ℓ_1ℓ_2 \) is excluded from this estimation. The measurements in each data set come out to be consistent within their statistical precision as expected:

\[ 2016 : σ(pp \rightarrow \tilde{t}\tilde{Z}) = 0.89^{+0.07}_{-0.07}(\text{stat.})^{+0.08}_{-0.07}(\text{syst.}) \text{pb}, \]

\[ 2017 : σ(pp \rightarrow \tilde{t}\tilde{Z}) = 1.02^{+0.07}_{-0.07}(\text{stat.})^{+0.06}_{-0.06}(\text{syst.}) \text{pb}. \]

The cross section measured in the combined 2016 and 2017 data sets is:

\[ σ(pp \rightarrow \tilde{t}\tilde{Z}) = 0.95^{+0.05}_{-0.05}(\text{stat.})^{+0.06}_{-0.05}(\text{syst.}) \text{pb}. \]

With respect to the earlier measurements [45, 135], the total uncertainty on the \( \tilde{t}\tilde{Z} \) inclusive cross section is reduced by about 40%. While this improvement is primarily due to a better lepton selection procedure and the detailed studies of its performance in simulation, improved estimation of the trigger and b tagging selection efficiencies in
simulation, and the reduced statistical uncertainty through the addition of more data also play important role. The reported result is the first experimental measurement that is more precise than the state-of-the-art theoretical calculations estimated at NLO QCD and electroweak accuracy for the ttZ production [129].

A ttZ signal-enriched region is defined by selecting events with $N_b \geq 1$ and $N_j \geq 3$ (2) for the three (four)-lepton channels. In this region, the signal purity is about 65% and the processes contaminating the most are the WZ and tX processes, as it can be seen in Table 8.6; also, in the electron channels, the substantial contribution originates from the processes yielding at least one nonprompt lepton. In Fig. 8.12 several kinematical variable distributions in the ttZ enriched region are shown; same distributions, separately for 2016 and 2017 data sets, are shown in Fig. D.8 and D.9. Overall, good agreement is observed both in variables related to the hadronic activity ($N_j$ and $N_b$), and to the

Figure 8.11: Observed data as a function of $N_j$ and $N_b$ for events with three and four leptons, compared to the simulated signal and background yields, as obtained from the fit in 2016 (top), 2017 (middle) and combined (bottom) data sets. The hatched band shows the total uncertainty associated with the signal and background predictions, as obtained from the fit.
leptons ($m_{t\ell}$, $p_T(Z)$ and $\cos \theta_{Z}^2$). Using the $t\bar{t}Z$ inclusive cross section measurement described above as a basis, for the first time differential cross sections as functions of $p_T(Z)$ and the $\cos \theta_{Z}^2$ were calculated. These measurements are presented in the Fig. 8.13. In general, the absolute differential cross section is measured to be slightly higher than the prediction, while the shape is described well.

<table>
<thead>
<tr>
<th>Process</th>
<th>$(\mu)_{\mu\mu}$</th>
<th>$(\mu)_{\mu\ e}$</th>
<th>$(\mu/e)_{\mu\ ee}$</th>
<th>$(e/e)_{\mu\ ee}$</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>ttZ</td>
<td>143.4 ± 7.1</td>
<td>122.1 ± 6.1</td>
<td>111.8 ± 5.5</td>
<td>77.4 ± 3.9</td>
<td>454.7 ± 22.1</td>
</tr>
<tr>
<td>ttH</td>
<td>4.1 ± 0.5</td>
<td>3.5 ± 0.4</td>
<td>3.3 ± 0.4</td>
<td>2.1 ± 0.3</td>
<td>13.1 ± 1.6</td>
</tr>
<tr>
<td>ttX</td>
<td>34.2 ± 4.2</td>
<td>28.2 ± 3.4</td>
<td>23.9 ± 2.9</td>
<td>18.4 ± 2.3</td>
<td>104.6 ± 12.7</td>
</tr>
<tr>
<td>WZ</td>
<td>17.5 ± 4.7</td>
<td>15.1 ± 4.2</td>
<td>10.2 ± 2.8</td>
<td>11.2 ± 3.1</td>
<td>53.9 ± 14.5</td>
</tr>
<tr>
<td>$X\gamma$</td>
<td>1.8 ± 1.8</td>
<td>2.1 ± 2.7</td>
<td>0.6 ± 0.6</td>
<td>4.6 ± 1.6</td>
<td>9.0 ± 3.9</td>
</tr>
<tr>
<td>ZZ</td>
<td>2.8 ± 0.4</td>
<td>2.7 ± 0.4</td>
<td>2.5 ± 0.3</td>
<td>2.2 ± 0.3</td>
<td>10.1 ± 1.3</td>
</tr>
<tr>
<td>Rare</td>
<td>2.9 ± 1.5</td>
<td>2.1 ± 1.1</td>
<td>1.8 ± 1.0</td>
<td>1.4 ± 0.7</td>
<td>8.3 ± 4.2</td>
</tr>
<tr>
<td>Nonprompt</td>
<td>6.9 ± 2.9</td>
<td>10.7 ± 4.0</td>
<td>6.9 ± 2.9</td>
<td>8.5 ± 3.5</td>
<td>33.1 ± 12.6</td>
</tr>
<tr>
<td>Total</td>
<td>213.5 ± 12.3</td>
<td>186.5 ± 11.5</td>
<td>161.0 ± 9.0</td>
<td>125.7 ± 8.2</td>
<td>686.8 ± 39.6</td>
</tr>
</tbody>
</table>

Table 8.6: Predicted and observed yields with total uncertainties in the signal-enriched sample of events. The yields are presented for the signal and the background processes in each flavor category in the three- and four-lepton channels.

Figure 8.12: Observed data in a $t\bar{t}Z$ dominated region, compared to signal and background yields, as obtained from the fit. Event distributions are shown as a function of the lepton flavor (upper left), $N_0$ (upper middle), $N_1$ (upper right), dilepton invariant mass of OCSF pair (lower left), $p_T(Z)$ (lower middle), and $\cos \theta_{Z}^2$ (lower right). The hatched band shows the total uncertainty associated with the signal and background predictions, as obtained from the fit.

$\theta$ is the cosine of the angle between the Z boson and the negatively charged lepton from the Z boson as measured in the Z rest frame.
Figure 8.13: Measured differential $t\bar{t}Z$ production cross sections in the full phase space as a function of the $p_T(Z)$ (top row), and $\cos\theta^*_Z$, as defined in the text (bottom row). Shown are the absolute (left) and normalized (right) cross sections. The data are represented by the points. The inner (outer) vertical bars indicate the statistical (total) uncertainties, respectively. The histogram shows the prediction from the MADGRAPH5_aMC@NLO MC simulation, and the hatched band indicates the theory uncertainties in the prediction. The lower panels display the ratio between prediction and measurement. The figures are made by Joscha Knolle.
The first part of this thesis is dedicated to the searches for strong SUSY production in collisions events with at least 3 electrons or muons, jets, and missing transverse momentum. The presented analysis follows an inclusive approach to achieve sensitivity for a wide range of BSM physics processes that produce three or more prompt leptons. Simplified SUSY models, featuring gluino and 3rd generation squark pair production are used as benchmark processes in order to optimize the event selection and to interpret the results in terms of exclusion limits on the masses of the SUSY particles. To maximize the sensitivity for discovery, events in the multi-lepton category are categorized according to the presence of a Z boson candidate, b quarks in the final state, high and low hadronic activity, missing transverse momentum and the transverse mass reconstructed with a lepton and the missing transverse momentum vector.

The main backgrounds in considered signal regions originate either from the processes that produce at least one nonprompt lepton that passes all identification and isolation requirements or from processes yielding at least three prompt leptons. The nonprompt lepton background is estimated with a tight-to-loose technique, which is validated both in the MC simulation and in a dedicated data control region enriched in nonprompt lepton background. The WZ and t\(\bar{t}\)Z processes are the main backgrounds in the regions with an on-shell Z boson candidate. The contribution from these processes is estimated in MADGRAPH5_aMC@NLO MC simulation and the normalization is obtained from a simultaneous fit using two control regions enriched in one of the processes.

For the analyzed data set of 35.9 fb\(^{-1}\) collected by the CMS experiment in 2016, no significant excess in the considered signal regions was observed except a few regions at high leading lepton \(p_T\) and hadronic activity. No accumulation of the events in any other kinematical variable distributions has been observed, therefore these events are considered as a statistical fluctuation. Exclusion limits at 95% confidence level are computed for four different SUSY simplified models. In the models featuring gluino pair production, namely T1tttt and T5qqqqWZ, gluinos with masses smaller than 1610 GeV are excluded for a massless neutralino. In the T6ttWW, the bottom squark masses are excluded up to 840 GeV for charginos lighter than 200 GeV. For T6ttHZ model, the \(\tilde{t}_2\) mass is excluded up to 720, 780, or 710 GeV for models with an exclusive \(\tilde{t}_2 \rightarrow \tilde{t}_1 H\) decay, an exclusive \(\tilde{t}_2 \rightarrow \tilde{t}_1 Z\) decay, or an equally probable mix of those two decays, respectively.

The data volume of the proton collisions collected at the LHC in the whole Run II (approx. 140 fb\(^{-1}\)) is approximately 4 times larger than in the analysis presented in this PhD thesis. The increased data volume and usage of multilepton triggers with lower \(p_T\) thresholds and additional requirement either on missing transverse momentum or hadronic activity can improve the sensitivity of the analysis for the SUSY models in the compressed region. An alternative “in situ” technique to measure the lepton misidentification rate in the t\(\bar{t}\) events can be used. With this technique, the misidentification rate
can be measured directly in the process that contributes most significantly in the signal regions. Thus, the dependency on the flavor composition of the jets can be avoided which would lead to the reduction of the systematic uncertainty for the main background category in the most off-Z signal regions. Moreover, the classic approach which uses numerous signal regions for event categorization can be substituted with parametrized machine learning techniques, in which additionally to the traditional set of event-level kinematic variables a few parameters describing the SUSY model scenario are added [136].

The second part of the thesis is dedicated to the inclusive cross section measurement for t\bar{t}W and t\bar{t}Z processes. The measurement of the t\bar{t}W production is performed in the same-charge dilepton final state and reached a precision level of 20% with the data collected by the CMS experiment in 2016 (35.9 fb\(^{-1}\)). The cornerstone of this analysis is the usage of a multivariate analysis which exploits boosted decision tree classifier with gradient boosting to discriminate between the signal events and events originating from the main background process, namely t\bar{t}. The statistical and systematic uncertainties contribute approximately equally to the total uncertainty on the measured cross section. The statistical uncertainty can be reduced approximately by a factor 2 by using the data volume collected by the CMS experiment in the whole Run II, thereby the precision of the measurement would be determined by the size of the systematic uncertainty. To reduce the systematic uncertainty, the efforts should be concentrated on the reduction of uncertainties originating from the efficiency measurement of the trigger selection, the knowledge of the nonprompt lepton background and the normalization of the processes contributing to the t\bar{t}X category. The nonprompt lepton background and its uncertainty can be reduced either by the usage of multivariate technique, such as used in the t\bar{t}Z analysis or developing the "in-situ" tight-to-loose technique for greater precision estimation. Usage of a mix of single lepton and dilepton triggers will help to reach the full selection efficiency of the signal events thereby reducing uncertainty on the trigger efficiency selection. The dedicated multivariate technique to separate the t\bar{t}W process from similar processes in the top quark sector, such as t\bar{t}H and tHq, will be indispensable in the subsequent analysis. This will be the most challenging problem to address in the future t\bar{t}W inclusive cross section measurement. In addition to the measurement of the t\bar{t}W inclusive cross section in the same-charge dilepton final state with Run II data set, the next most prominent category - three-lepton final state - should be considered in the analysis. These two channels are the most important for subsequent measurements of the differential cross section and the t\bar{t}W\(^+\)/t\bar{t}W\(^-\) charge asymmetry, which potentially can shed the light on the new physics in the top quark sector [47].

The data sample used to measure the t\bar{t}Z production was collected by the CMS experiment during 2016 and 2017 (77.5 fb\(^{-1}\)). The inclusive cross section is measured in the three- and four-lepton final states reaching the precision level of 8%. The reported result is the first experimental measurement that is more precise than the state-of-the-art theoretical calculations estimated at NLO QCD and electroweak accuracy for the t\bar{t}Z production. To reduce further the systematic uncertainties of the t\bar{t}Z inclusive cross section measurement, the efforts should be concentrated on the reduction of the uncertainties related to the modeling of the lepton selection efficiency and the WZ and t\bar{t}X background. The most significant contribution to the lepton scale factor (to match it to the one in data) uncertainty originates from the relatively low lepton p\(_T\) categories. Therefore, to suppress its contribution, the trailing lepton p\(_T\) requirement can be increased to 20 GeV in the next analysis. However, this increase will lead to approximately 15% reduction in the signal events. Given that the measurement is not anymore statistics limited, this increase in p\(_T\) can effectively improve the precision. Such
an increase will also automatically reduce the nonprompt lepton background which predominantly contribute with a low $p_T$ lepton. To discriminate against the background contributing to the WZ and t̅tX categories, multivariate techniques can be used similarly to the one used for the discovery of a single top production in association with a Z boson [3]. In the high $N_b$ control region the purity of the t̅tZ process reaches up to 80%. It would be very beneficial to perform the cross section measurements of t̅tZ and tZq processes together and constrain the uncertainties of both processes simultaneously.
Het Standaard Model van de deeltjesfysica is één van de meest succesvolle theorieën uit de vorige eeuw. Het omvat onze kennis van alle gekende elementaire deeltjes, en vele van zijn voorspellingen werden experimenteel bevestigd in de voorbije decennia, met als hoogtepunt de ontdekking van het BEH boson in 2012 door de CMS en ATLAS Collaboraties. Hoewel het SM de huidige data zeer goed beschrijft, zijn er enkele fenomenen die nog niet in de theorie bevat zitten: de indicatie voor donkere materie in het universum, de assymetrie tussen materie en antimaterie en de neutrino oscilaties. Bovendien omvat het SM slechts drie van de vier fundamentele krachten: electromagnetische, zwakke en sterke interacties. Zwaartekracht, de dominante interactie op grote schaal, wordt niet beschreven door het SM.

Dankzij het grotere datavolume en de verhoogde energie van de proton bundels tijdens de tweede run van de Large Hadron Collider (LHC), waren de condities ideaal om het bestaan van supersymmetry aan de data te toetsen. Het eerste deel van deze thesis is toegewijd aan zoektochten naar sterke SUSY productie in evenementen met minimum 3 electrons of muons, jets, en ontbrekend momentum in het transversale vlak. Er zijn geen extra evenementen boven de SM achtergrond geobserveerd. Er zijn vier verschillende versimpelde SUSY modellen, die uitgaan van paar productie van gluinos of derde-generatie squarks, onderzocht. Voor elk van deze modellen zijn de parameterwaarden berekend waarvoor het model uitgesloten is met een 95% betrouwbaarheidsinterval. Voor het model met gluino paar productie, waarbij de gluinos vervolgens vervallen in een top quark-antiquark paar en een neutralino, kunnen we gluinos uitsluiten met een massa kleiner dan 1610 GeV wanneer we een veronderstellen dat het lichtste SUSY deeltje massaloos is. In het geval van het model voor bottom squark paar productie zijn de bottom squark massa’s uitgesloten tot 840 GeV wanneer we veronderstellen dat de charginos lichter dan 200 GeV zijn. Voor het versimpelde model van top squark paar productie, de \( \tilde{t}_2 \) massa is uitgesloten voor waarden tot 720, 780, of 710 GeV in het geval van respectieel een exclusief \( \tilde{t}_2 \rightarrow \tilde{t}_1 H \) vervallen, een exclusief \( \tilde{t}_2 \rightarrow \tilde{t}_1 Z \) vervallen, of een mix waarin beide vervallen even vaak voorkomen.

In de nabije toekomst wordt er geen grote toenname meer verwacht in zowel de energie van de proton bundels als de te verzamelen data. Daarom moeten we op zoek gaan naar andere strategieën om nieuwe fysica buiten het SM te zoeken. Een mogelijkheid hiervoor is om een model-onafhankelijke methode toe te passen waarbij we zoeken naar nieuwe fysica in de veelvoorkomende electrozwakke processen, in de context van zware deeltjes zoals het BEH boson, de W en Z bosonen en de top quarks. Top quark paar productie in associatie met een massieve vector boson (t\( \bar{t} \)V) is hiervoor een uitstekende eerste keuze, gezien dit process relatief vaak voorkomt aan de LHC. Het tweede deel van deze thesis is dan ook gewijd aan de meting van de werkzame doorsnede van de \( t\bar{t}W \) en \( t\bar{t}Z \) processen. De meting van de \( t\bar{t}W \) productie is uitgevoerd door een finale toestand van twee leptonen met dezelfde lading te selecteren in de 2016 data verzameld met de CMS detector, en hierbij werd een precisie van 20% bereikt, dankzij het gebruik van een multivariatie
techniek. Voor de meting van de \(\bar{t}tZ\) productie werd zowel de CMS data uit 2016 en 2017 gebruikt. De werkzame doorsnede van het \(ttZ\) process is bepaald in evenementen met drie en vier leptonen, en bereikte een precisie van 8\%. Het eindresultaat is het eerste experimenteel resultaat met een hogere precisie dan de state-of-the-art theoretische waarden die gebruik maken van next-to-leading-order berekeningen.
Le modèle standard de la physique des particules est l’une des théories les plus réussies du siècle dernier. Il résume notre compréhension de toutes les particules élémentaires connues et de nombreuses prédictions de cette théorie se sont confirmées au cours des dernières décennies. La découverte du boson BEH en 2012 par les collaborations CMS et ATLAS ont été le point culminant de la réussite de ce modèle. Alors qu’il décrit très bien les données expérimentales actuelles, l’indication de la teneur en matière noire dans l’univers, l’asymétrie matière-antimatière et les oscillations de neutrinos sont parmi les phénomènes qu’il ne peut prédire. En outre, il convient de mentionner que ce modèle ne couvre que trois des quatre forces fondamentales de la nature, à savoir les interactions électromagnétiques, faibles et fortes. La gravité, la force dominante à grande échelle, est tout simplement absente du modèle. Même s’il a réussi à prédire et à expliquer un large éventail de processus physiques, il ne peut pas être la théorie ultime décrivant l’univers.

Le grand volume de données et l’augmentation de l’énergie des faisceaux de protons du grand collisionneur de hadrons (LHC) lors de sa deuxième période d’exploitation ont pour but de démontrer l’existence ou non de la supersymétrie (SUSY). La première partie de cette thèse est consacrée à la recherche de particules supersymétriques dans les événements avec au moins 3 électrons ou muons, gerbes, et un manque d’énergie transverse. L’ensemble des données recueillies en 2016 ne fait état d’aucun dépassement significatif par rapport au bruit de fond prévu pour le modèle standard. Les limites d’exclusion avec un niveau de confiance de 95% sont calculées pour quatre modèles de supersymétrie simplifiés incluant une production de paires de gluinos ou de squarks de troisième génération. Dans le modèle avec production de paires de gluinos, se décomposant ultérieurement en une paire quark-top quark anti-top et un neutrino, les gluinos ayant une masse inférieure à 1610 GeV sont exclus pour une particule supersymétrique la plus légère et n’ayant pas de masse. Dans le cas de la production de paires de squarks bottom, les masses de squark bottom inférieures à 840 GeV sont exclues pour les charginos de moins de 200 GeV. Pour un modèle simplifié de production de paires de squarks lourds, la masse \( \tilde{t}_2 \) est exclue jusqu’à 720, 780, ou 710 GeV pour les modèles avec une désintégration exclusive \( \tilde{t}_2 \rightarrow \tilde{t}_1 H, \tilde{t}_2 \rightarrow \tilde{t}_1 Z \), ou mélange équiprobable de ces deux désintégrations.

Dans un avenir proche, aucune augmentation significative de l’énergie des faisceaux de protons ou de la quantité de données collectées n’est attendue. Pour trouver la physique au-delà du modèle standard, nous devrons probablement réévaluer notre stratégie. Une possibilité est d’envisager une approche ne dépendant pas d’un modèle et de rechercher une nouvelle physique dans les processus électro-faibles, beaucoup plus abondants, qui impliquent des particules lourdes récemment découvertes comme les BEH, les bosons W et Z ou les quarks top. Le taux de production relativement élevé des paires de quarks top en association avec des bosons vecteurs massifs (t\( \bar{t} \)V) nous permet de les étudier en premier lieu. La deuxième partie de la thèse est consacrée à la mesure inclusive de la section transversale des processus t\( \bar{t} \)W et t\( \bar{t} \)Z. La mesure de la production de t\( \bar{t} \)W
est effectuée dans l’état final de dilepton de même charge et a atteint un niveau de précision de 20% avec les données recueillies par l’expérience CMS en 2016. La pierre angulaire de cette mesure est l’utilisation d’une technique multivariée qui a permis d’atteindre le niveau de découverte du processus $t\bar{t}W$ dans les données à $\sqrt{s} = 13$ TeV. L’échantillon de données utilisé pour mesurer précisément la production de $t\bar{t}Z$ a été recueilli par l’expérience CMS en 2016 et 2017. La section efficace inclusive est mesurée dans les états finaux à trois et quatre leptons atteignant le niveau de précision de 8%. Le résultat rapporté est la première mesure expérimentale qui est plus précise que les calculs théoriques les plus récents estimés à NLO QCD et la précision électro-faible pour la production $t\bar{t}Z$. 
The input variables of the lepton MVA used in the $t\bar{t}Z$ analysis and BDT score are inspected in di-lepton events in data. Three control regions are defined: one enriched in $Z \rightarrow \ell^+\ell^-$ events, another enriched in $t\bar{t} \rightarrow (b\nu)(\bar{b}\ell\nu)$ events, and a third region enriched in a semi-leptonic $t\bar{t}$ decay with an additional nonprompt lepton. Events are selected with a mix of isolated single and double lepton triggers and to ensure high efficiency of the triggering the highest-$p_T$ and second highest-$p_T$ leptons have to pass 25 and 15 GeV requirement in selection. The leptons are selected using quite loose requirement on impact parameters and isolation, and muons were additionally required to pass the "Medium ID" requirement. The presence of a third lepton is vetoed. In each plot, the total yield from simulation is normalized to the events number in data, to facilitate the comparison of the simulated shapes to the data in each distribution.

All plots in this chapter are courtesy of Willem Verbeke.

### a.1 CONTROL REGION ENRICHED IN DY EVENTS

The DY control region is obtained by selecting events with two leptons of opposite charge and same flavor ($\mu^+\mu^-$, $e^+e^-$) that have a mass 10 GeV close to the $Z$ boson mass; additionally we require no b jets to be present in the event.

![Figure A.1](image_url)

Figure A.1: $p_T$ of the leading lepton (right), $p_T$ of the trailing lepton (middle), and $|\eta|$ of the leading lepton in 2016 $\mu\mu$ data.
Figure A.2: $p_T^{\text{ratio}}$ (right), $p_T^{\text{rel}}$ and DeepCSV b tagger value in 2016 $\mu\mu$ data.

Figure A.3: Track multiplicity of the closest jet, $I_{\text{rel}}$, and $I_{\text{mini}}$ in 2016 $\mu\mu$ data.

Figure A.4: SIP$_{3D}$, $d_{xy}$ and $d_{z}$ in 2016 $\mu\mu$ data.
Figure A.5: Muon segment compatibility and Lepton MVA output in 2016 $\mu\mu$ data.

Figure A.6: $p_T$ of the leading lepton (right), $p_T$ of the trailing lepton (middle), and $|\eta|$ of the leading lepton in 2017 $\mu\mu$ data.

Figure A.7: $p_T^{\text{ratio}}$ (right), $p_T^{\text{rel}}$ and DeepCSV b tagger value in 2017 $\mu\mu$ data.
Figure A.8: Track multiplicity of the closest jet, $I_{rel}$, and $I_{mini}$ in 2017 $\mu\mu$ data.

Figure A.9: SIP3D, $d_{xy}$ and $d_z$ in 2017 $\mu\mu$ data.

Figure A.10: Muon segment compatibility and Lepton MVA output in 2017 $\mu\mu$ data.
Figure A.11: $p_T$ of the leading lepton (right), $p_T$ of the trailing lepton (middle), and $|\eta|$ of the leading lepton in 2016 ee data.

Figure A.12: $p_T^{\text{ratio}}$ (right), $p_T^{\text{rel}}$ and DeepCSV b tagger value in 2016 ee data.

Figure A.13: Track multiplicity of the closest jet, $I_{\text{rel}}$, and $I_{\text{mini}}$ in 2016 ee data.
Figure A.14: SIP_{3D}, d_{xy} and d_{x} in 2016 ee data.

Figure A.15: Electron MVA and Lepton MVA output in 2016 ee data.

Figure A.16: p_T of the leading lepton (right), p_T of the trailing lepton (middle), and |\eta| of the leading lepton in 2017 ee data.
Figure A.17: $p_T^{\text{ratio}}$ (right), $p_T^{\text{rel}}$ and DeepCSV b tagger value in 2017 $ee$ data.

Figure A.18: Track multiplicity of the closest jet, $I_{\text{rel}}$, and $I_{\text{mini}}$ in 2017 $ee$ data.

Figure A.19: SIP$_{3D}$, $d_{xy}$ and $d_z$ in 2017 $ee$ data.
Figure A.20: Electron MVA and Lepton MVA output in 2017 ee data.
a.2 Control Region Enriched in Two Prompt Lepton Events

Additionally to the requirement on opposite flavor pair in di-leptonic t\bar{t} enriched region, the presence of at least 2 jets with |\eta| < 2.4 and at least 1 b jet is required. In addition, \( p_T^\text{miss} \) is required to be greater than 50 GeV in the t\bar{t} enriched region.

Figure A.21: \( p_T \) of the leading lepton (right), \( p_T \) of the trailing lepton (middle), and |\eta| of the leading lepton in 2016 e\mu data.

Figure A.22: \( p_T^{\text{ratio}} \) (right), \( p_T^{\text{rel}} \) and DeepCSV b tagger value in 2016 e\mu data.
Figure A.23: Track multiplicity of the closest jet, $I_{\text{rel}}$, and $I_{\text{mini}}$ in 2016 $e\mu$ data.

Figure A.24: SIP$_{3D}$, $d_{xy}$ and $d_{z}$ in 2016 $e\mu$ data.

Figure A.25: Muon segment compatibility (left), electron MVA (middle) and Lepton MVA output (right) in 2016 $e\mu$ data.
Figure A.26: $p_T$ of the leading lepton (right), $p_T$ of the trailing lepton (middle), and $|\eta|$ of the leading lepton in 2017 $e\mu$ data.

Figure A.27: $p_T$ (right), $p_T$ and DeepCSV $b$ tagger value in 2017 $e\mu$ data.

Figure A.28: Track multiplicity of the closest jet, $I_{rel}$, and $I_{\text{mini}}$ in 2017 $e\mu$ data.
Figure A.29: SIP$_{3D}$, $d_{xy}$ and $d_{z}$ in 2017 $e\mu$ data.

Figure A.30: Muon segment compatibility (left), electron MVA (middle) and Lepton MVA output (right) in 2017 $e\mu$ data.
a.3 CONTROL REGION ENRICHED IN ONE PROMPT AND ONE NONPROMPT LEPTON EVENTS

Finally, a control sample enriched in nonprompt leptons is constructed by requiring 2 same charge leptons, and exactly 3 or 4 jets with $|\eta| < 2.4$ and exactly 1 b jet.

Figure A.31: $p_T$ of the leading lepton (right), $p_T$ of the trailing lepton (middle), and $|\eta|$ of the leading lepton in 2016 same-charge $e\mu$ data.

Figure A.32: $p_T^{\text{ratio}}$ (right), $p_T^{\text{rel}}$ and DeepCSV b tagger value in 2016 same-charge $e\mu$ data.
Figure A.33: Track multiplicity of the closest jet, $I_{rel}$, and $I_{mini}$ in 2016 same-charge $e\mu$ data.

Figure A.34: SIP$_{3D}$, $d_{xy}$ and $d_z$ in 2016 same-charge $e\mu$ data.

Figure A.35: Muon segment compatibility (left), electron MVA (right) and Lepton MVA output (right) in 2016 same-charge $e\mu$ data.
Figure A.36: $p_T$ of the leading lepton (right), $p_T$ of the trailing lepton (middle), and $|\eta|$ of the leading lepton in 2017 same-charge $e\mu$ data.

Figure A.37: $p_T^{\text{ratio}}$ (right), $p_T^{\text{rel}}$ and DeepCSV b tagger value in 2017 same-charge $e\mu$ data.

Figure A.38: Track multiplicity of the closest jet, $I_{\text{rel}}$, and $I_{\text{mini}}$ in 2017 same-charge $e\mu$ data.
<table>
<thead>
<tr>
<th>Events</th>
<th>Obs.</th>
<th>DY</th>
<th>T + X</th>
<th>TT dilep.</th>
<th>TT semilep.</th>
<th>TT + X</th>
<th>VV</th>
<th>WJets</th>
<th>Total bkg. unc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMS</td>
<td>Preliminary</td>
<td>41.5 fb</td>
<td>-1</td>
<td>4</td>
<td>10</td>
<td>3D</td>
<td>SIP</td>
<td>2</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Events</th>
<th>Obs.</th>
<th>DY</th>
<th>T + X</th>
<th>TT dilep.</th>
<th>TT semilep.</th>
<th>TT + X</th>
<th>VV</th>
<th>WJets</th>
<th>Total bkg. unc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMS</td>
<td>Preliminary</td>
<td>41.5 fb</td>
<td>-1</td>
<td>4</td>
<td>10</td>
<td>3D</td>
<td>SIP</td>
<td>2</td>
<td>10</td>
</tr>
</tbody>
</table>

**Figure A.39:** SIP$_{3D}$, $d_{xy}$ and $d_z$ in 2017 same-charge $e\mu$ data.

<table>
<thead>
<tr>
<th>Events</th>
<th>Obs.</th>
<th>muon segment compatibility</th>
<th>electron Fall 17 no iso MVA value</th>
<th>tZq/TTV lepton MVA 2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMS</td>
<td>Preliminary</td>
<td>41.5 fb</td>
<td>-1</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Events</th>
<th>Obs.</th>
<th>muon segment compatibility</th>
<th>electron Fall 17 no iso MVA value</th>
<th>tZq/TTV lepton MVA 2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMS</td>
<td>Preliminary</td>
<td>41.5 fb</td>
<td>-1</td>
<td>4</td>
</tr>
</tbody>
</table>

**Figure A.40:** Muon segment compatibility (left), electron MVA (middle) and Lepton MVA output (right) in 2017 same-charge $e\mu$ data.
b.1 HIGH-LEVEL TRIGGER PATHS

Table B.1 lists the high-level trigger paths that are used to select signal events in SUSY analysis. All of these dilepton triggers have not been prescaled during the relevant data taking period. Auxiliary single lepton triggers, which are listed in Table B.2, are used to select QCD multijet events for measuring the lepton misidentification rate, which is used for the estimation of the nonprompt lepton background. The auxiliary triggers have been prescaled to reduce their rate.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Trigger Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>isolated</td>
<td>HLT_Mu17_TrkIsoVVL_(Tk)Mu8_TrkIsoVVL(_DZ)</td>
</tr>
<tr>
<td>isolated</td>
<td>HLT_Ele23_Ele12_CaloIdL_TrackIdL_IsoVL_DZ</td>
</tr>
<tr>
<td>isolated</td>
<td>HLT_Mu8_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL(_DZ)</td>
</tr>
<tr>
<td>isolated</td>
<td>HLT_Mu23_TrkIsoVVL_Ele8_CaloIdL_TrackIdL_IsoVL(_DZ)</td>
</tr>
<tr>
<td>non-isolated</td>
<td>HLT_DoubleMu8_Mass8_PFHT300</td>
</tr>
<tr>
<td>non-isolated</td>
<td>HLT_DoubleEle8_CaloIdM_TrackIdM_Mass8_PFHT300</td>
</tr>
<tr>
<td>non-isolated</td>
<td>HLT_Mu8_Ele8_CaloIdM_TrackIdM_Mass8_PFHT300</td>
</tr>
</tbody>
</table>

Table B.1: Set of triggers used in the SUSY analysis. The requirement on the distance between two leptons (indicated in blue in the names) is used only in the dataset collected in the latest run era and corresponds to approximately $9 \text{ fb}^{-1}$ of the total collected data in 2016. For this period the triggers without mentioned requirement were prescaled.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Trigger Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>HLT_Mu8</td>
</tr>
<tr>
<td>$\mu$</td>
<td>HLT_Mu17</td>
</tr>
<tr>
<td>$e$</td>
<td>HLT_Ele8_CaloIdM_TrackIdM_PFJet30</td>
</tr>
<tr>
<td>$e$</td>
<td>HLT_Ele17_CaloIdM_TrackIdM_PFJet30</td>
</tr>
</tbody>
</table>

Table B.2: Auxiliary triggers used to select QCD multijet events for measuring the lepton misidentification rate.
b.2 List of SM Signal and Background Simulations

Table B.3 lists all MC simulations for SM signal and background processes used in the SUSY analysis. The cross sections used for the normalizations of the background MC samples are calculated from the matrix element of the MC generator used. The cross sections for signal samples are calculated at NLO-NLL(next-to-leading-logarithm) accuracy and assumes that other SUSY particles are decoupled (i.e. very massive). The NNPDF3.0 [120, 137] PDFs are used for the hard scattering process in the samples. The modeling of the underlying event is generated using the CUETP8M1 [131, 138] for most of the samples in signal and background categories, apart from the ttH sample where the CUETP8M2 tune [139] is utilized.

The background simulations listed in the ‘nonprompt’ category are not used for the final result of the analysis where this type of background is estimated with a data-driven technique. Instead, these simulations are used for closure tests to validate the nonprompt lepton background estimation.

<table>
<thead>
<tr>
<th>Category</th>
<th>Sample Name</th>
<th>Generator</th>
<th>Matching scheme</th>
<th>( \sigma ) pb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>tt to 2( \ell )</td>
<td>Madgraph MLM</td>
<td>87.315</td>
<td></td>
</tr>
<tr>
<td></td>
<td>tt to 1( \ell )</td>
<td>Madgraph MLM</td>
<td>364.36</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DY to 2( \ell ) (m_{\ell\ell} &gt; 50 \text{ GeV})</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>6024</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DY to 2( \ell ) (10 \text{ GeV} &lt; m_{\ell\ell} &lt; 50 \text{ GeV})</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>18610</td>
<td></td>
</tr>
<tr>
<td>nonprompt</td>
<td>WZ to 3( \ell )1( \nu )</td>
<td>Powheg</td>
<td>-</td>
<td>4.4297</td>
</tr>
<tr>
<td>WZ</td>
<td>t( \bar{t} )Z, Z to 2( \ell ) or 2( \nu ) (m_{\ell\ell} &gt; 10 \text{ GeV})</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>0.2529</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t( \bar{t} )Z, Z to 2( \ell ) (1 \text{ GeV} &lt; m_{\ell\ell} &lt; 10 \text{ GeV})</td>
<td>Madgraph MLM</td>
<td>0.0283</td>
<td></td>
</tr>
<tr>
<td>t( \bar{t} )W, W to 1( \ell )1( \nu )</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>0.2043</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t( \bar{t} )H, H to all, except b( \bar{b} )</td>
<td>Powheg</td>
<td>-</td>
<td>0.2151</td>
</tr>
<tr>
<td></td>
<td>t( \bar{t} )q, Z to 2( \ell )</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>0.0758</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t( \bar{t} )q, Z to 2( \nu )</td>
<td>Madgraph MLM</td>
<td>0.261</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t( \bar{t} )W, H inclusive</td>
<td>Madgraph MLM</td>
<td>0.01561</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t( \bar{t} )q, Z to 2( \ell )</td>
<td>Madgraph MLM</td>
<td>0.01123</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t( \bar{t} )t( \bar{t} )</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>0.009103</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t( \bar{t} )( \gamma )</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>3.697</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t( \gamma )</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>2.967</td>
<td></td>
</tr>
<tr>
<td>Rare SM</td>
<td>ZZ, both Z to 2( \ell )</td>
<td>Powheg</td>
<td>-</td>
<td>1.256</td>
</tr>
<tr>
<td></td>
<td>HZZ, both Z to 2( \ell )</td>
<td>Powheg</td>
<td>-</td>
<td>0.0121</td>
</tr>
<tr>
<td></td>
<td>VH, H to all, except b( \bar{b} )</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>0.9561</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ZZ</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>0.01398</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WZZ</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>0.05565</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WWZ</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>0.1651</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WWW</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>0.2086</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Z( \gamma )</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>131.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>W( \gamma )</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>585.5</td>
<td></td>
</tr>
</tbody>
</table>

Table B.3: List of MC simulations of standard model background processes used in the SUSY analysis. Category name, sample name, generator name, the parton matching scheme and processes cross section are presented.
### B.3 YIELDS FOR MC SIMULATION IN EACH SR

Table B.4: Simulated yields for 35.9 fb\(^{-1}\) of the rare SM backgrounds in the 23 on-Z signal regions and the associated statistical uncertainty from the size of the samples. Shown uncertainty is MC statistics.

<table>
<thead>
<tr>
<th></th>
<th>ttZ</th>
<th>ttX</th>
<th>WZ</th>
<th>Rares</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR1a</td>
<td>18.47 ± 0.69</td>
<td>12.22 ± 0.27</td>
<td>189.80 ± 3.83</td>
<td>20.88 ± 1.35</td>
<td>241.37 ± 4.12</td>
</tr>
<tr>
<td>SR1b</td>
<td>3.11 ± 0.29</td>
<td>1.82 ± 0.16</td>
<td>13.17 ± 1.00</td>
<td>2.65 ± 0.26</td>
<td>20.75 ± 1.09</td>
</tr>
<tr>
<td>SR2a</td>
<td>4.73 ± 0.35</td>
<td>2.41 ± 0.12</td>
<td>38.72 ± 1.73</td>
<td>4.03 ± 0.35</td>
<td>49.89 ± 1.80</td>
</tr>
<tr>
<td>SR2b</td>
<td>1.05 ± 0.18</td>
<td>0.51 ± 0.08</td>
<td>2.03 ± 0.40</td>
<td>0.57 ± 0.12</td>
<td>4.17 ± 0.46</td>
</tr>
<tr>
<td>SR3a</td>
<td>4.48 ± 0.39</td>
<td>1.41 ± 0.10</td>
<td>30.72 ± 1.55</td>
<td>4.29 ± 0.60</td>
<td>40.90 ± 1.71</td>
</tr>
<tr>
<td>SR3b</td>
<td>0.54 ± 0.14</td>
<td>0.17 ± 0.04</td>
<td>3.31 ± 0.51</td>
<td>0.59 ± 0.09</td>
<td>4.63 ± 0.53</td>
</tr>
<tr>
<td>SR4a</td>
<td>1.59 ± 0.21</td>
<td>0.75 ± 0.08</td>
<td>12.12 ± 0.97</td>
<td>0.75 ± 0.13</td>
<td>15.22 ± 1.01</td>
</tr>
<tr>
<td>SR4b</td>
<td>0.16 ± 0.09</td>
<td>0.12 ± 0.03</td>
<td>0.87 ± 0.26</td>
<td>0.14 ± 0.10</td>
<td>1.29 ± 0.30</td>
</tr>
<tr>
<td>SR5</td>
<td>41.56 ± 0.95</td>
<td>20.87 ± 0.40</td>
<td>16.16 ± 1.12</td>
<td>3.14 ± 0.78</td>
<td>81.73 ± 1.71</td>
</tr>
<tr>
<td>SR6</td>
<td>9.93 ± 0.47</td>
<td>4.18 ± 0.18</td>
<td>3.57 ± 0.53</td>
<td>0.63 ± 0.13</td>
<td>18.32 ± 0.74</td>
</tr>
<tr>
<td>SR7</td>
<td>13.21 ± 0.60</td>
<td>3.59 ± 0.16</td>
<td>3.91 ± 0.56</td>
<td>0.68 ± 0.15</td>
<td>21.40 ± 0.85</td>
</tr>
<tr>
<td>SR8</td>
<td>3.59 ± 0.31</td>
<td>1.19 ± 0.10</td>
<td>1.48 ± 0.35</td>
<td>0.14 ± 0.04</td>
<td>6.40 ± 0.48</td>
</tr>
<tr>
<td>SR9</td>
<td>27.79 ± 0.75</td>
<td>9.81 ± 0.27</td>
<td>1.63 ± 0.34</td>
<td>0.55 ± 0.09</td>
<td>39.78 ± 0.87</td>
</tr>
<tr>
<td>SR10</td>
<td>4.34 ± 0.30</td>
<td>1.28 ± 0.10</td>
<td>0.14 ± 0.10</td>
<td>0.10 ± 0.04</td>
<td>5.86 ± 0.33</td>
</tr>
<tr>
<td>SR11</td>
<td>8.00 ± 0.45</td>
<td>1.69 ± 0.11</td>
<td>0.17 ± 0.12</td>
<td>0.16 ± 0.07</td>
<td>10.01 ± 0.48</td>
</tr>
<tr>
<td>SR12</td>
<td>1.58 ± 0.21</td>
<td>0.47 ± 0.05</td>
<td>0.15 ± 0.11</td>
<td>0.01 ± 0.01</td>
<td>2.21 ± 0.24</td>
</tr>
<tr>
<td>SR13</td>
<td>3.37 ± 0.27</td>
<td>0.70 ± 0.06</td>
<td>0.06 ± 0.06</td>
<td>0.02 ± 0.01</td>
<td>4.15 ± 0.28</td>
</tr>
<tr>
<td>SR14a</td>
<td>10.30 ± 0.65</td>
<td>2.08 ± 0.12</td>
<td>11.29 ± 0.94</td>
<td>5.07 ± 1.09</td>
<td>28.74 ± 1.58</td>
</tr>
<tr>
<td>SR14b</td>
<td>1.53 ± 0.26</td>
<td>0.53 ± 0.06</td>
<td>1.76 ± 0.37</td>
<td>0.54 ± 0.12</td>
<td>4.36 ± 0.47</td>
</tr>
<tr>
<td>SR15a</td>
<td>4.41 ± 0.40</td>
<td>1.33 ± 0.10</td>
<td>7.62 ± 0.77</td>
<td>1.10 ± 0.15</td>
<td>14.46 ± 0.89</td>
</tr>
<tr>
<td>SR15b</td>
<td>0.69 ± 0.18</td>
<td>0.45 ± 0.06</td>
<td>0.49 ± 0.20</td>
<td>0.15 ± 0.05</td>
<td>1.78 ± 0.28</td>
</tr>
<tr>
<td>SR16a</td>
<td>3.23 ± 0.28</td>
<td>0.87 ± 0.08</td>
<td>13.30 ± 1.02</td>
<td>1.37 ± 0.21</td>
<td>18.77 ± 1.08</td>
</tr>
<tr>
<td>SR16b</td>
<td>0.79 ± 0.13</td>
<td>0.34 ± 0.05</td>
<td>0.70 ± 0.23</td>
<td>0.24 ± 0.06</td>
<td>2.07 ± 0.28</td>
</tr>
</tbody>
</table>
Table B.5: Simulated yields for 35.9 fb$^{-1}$ of the rare SM backgrounds in the 23 off-Z signal regions and the associated statistical uncertainty from the size of the samples. Shown uncertainty is MC statistics.

<table>
<thead>
<tr>
<th>SR</th>
<th>Yield</th>
<th>Yield</th>
<th>Yield</th>
<th>Yield</th>
<th>Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$9.78 \pm 0.47$</td>
<td>$16.65 \pm 0.57$</td>
<td>$49.35 \pm 1.95$</td>
<td>$18.68 \pm 3.06$</td>
<td>$94.47 \pm 3.70$</td>
</tr>
<tr>
<td>SR1b</td>
<td>$0.14 \pm 0.05$</td>
<td>$0.25 \pm 0.06$</td>
<td>$0.30 \pm 0.15$</td>
<td>$0.05 \pm 0.06$</td>
<td>$0.74 \pm 0.18$</td>
</tr>
<tr>
<td>SR2a</td>
<td>$1.26 \pm 0.19$</td>
<td>$3.90 \pm 0.26$</td>
<td>$5.47 \pm 0.64$</td>
<td>$1.67 \pm 0.38$</td>
<td>$12.32 \pm 0.81$</td>
</tr>
<tr>
<td>SR2b</td>
<td>$0.14 \pm 0.06$</td>
<td>$0.19 \pm 0.04$</td>
<td>$0.07 \pm 0.07$</td>
<td>$0.14 \pm 0.06$</td>
<td>$0.54 \pm 0.12$</td>
</tr>
<tr>
<td>SR3a</td>
<td>$1.60 \pm 0.21$</td>
<td>$1.80 \pm 0.17$</td>
<td>$4.47 \pm 0.59$</td>
<td>$2.45 \pm 0.92$</td>
<td>$10.32 \pm 1.13$</td>
</tr>
<tr>
<td>SR3b</td>
<td>$0.05 \pm 0.04$</td>
<td>$0.03 \pm 0.01$</td>
<td>$0.10 \pm 0.08$</td>
<td>$0.01 \pm 0.01$</td>
<td>$0.19 \pm 0.09$</td>
</tr>
<tr>
<td>SR4a</td>
<td>$0.62 \pm 0.13$</td>
<td>$1.21 \pm 0.13$</td>
<td>$2.00 \pm 0.40$</td>
<td>$0.69 \pm 0.19$</td>
<td>$4.52 \pm 0.48$</td>
</tr>
<tr>
<td>SR4b</td>
<td>$0.02 \pm 0.02$</td>
<td>$0.05 \pm 0.01$</td>
<td>$0.05 \pm 0.05$</td>
<td>$0.07 \pm 0.07$</td>
<td>$0.19 \pm 0.09$</td>
</tr>
<tr>
<td>SR5</td>
<td>$17.64 \pm 0.62$</td>
<td>$32.33 \pm 0.77$</td>
<td>$3.99 \pm 0.56$</td>
<td>$3.37 \pm 1.01$</td>
<td>$57.33 \pm 1.52$</td>
</tr>
<tr>
<td>SR6</td>
<td>$3.24 \pm 0.26$</td>
<td>$6.81 \pm 0.31$</td>
<td>$0.65 \pm 0.23$</td>
<td>$0.05 \pm 0.13$</td>
<td>$10.75 \pm 0.49$</td>
</tr>
<tr>
<td>SR7</td>
<td>$3.24 \pm 0.29$</td>
<td>$4.62 \pm 0.25$</td>
<td>$0.62 \pm 0.22$</td>
<td>$0.38 \pm 0.29$</td>
<td>$8.85 \pm 0.53$</td>
</tr>
<tr>
<td>SR8</td>
<td>$1.27 \pm 0.17$</td>
<td>$2.48 \pm 0.18$</td>
<td>$0.39 \pm 0.17$</td>
<td>$0.06 \pm 0.04$</td>
<td>$4.20 \pm 0.30$</td>
</tr>
<tr>
<td>SR9</td>
<td>$8.84 \pm 0.40$</td>
<td>$15.46 \pm 0.48$</td>
<td>$0.14 \pm 0.10$</td>
<td>$0.01 \pm 0.06$</td>
<td>$24.45 \pm 0.64$</td>
</tr>
<tr>
<td>SR10</td>
<td>$1.56 \pm 0.16$</td>
<td>$2.94 \pm 0.18$</td>
<td>$0.00 \pm 0.00$</td>
<td>$0.00 \pm 0.00$</td>
<td>$4.49 \pm 0.25$</td>
</tr>
<tr>
<td>SR11</td>
<td>$1.41 \pm 0.23$</td>
<td>$2.58 \pm 0.20$</td>
<td>$0.00 \pm 0.00$</td>
<td>$0.01 \pm 0.01$</td>
<td>$4.00 \pm 0.30$</td>
</tr>
<tr>
<td>SR12</td>
<td>$0.67 \pm 0.12$</td>
<td>$1.21 \pm 0.10$</td>
<td>$0.07 \pm 0.07$</td>
<td>$0.00 \pm 0.00$</td>
<td>$1.95 \pm 0.17$</td>
</tr>
<tr>
<td>SR13</td>
<td>$0.66 \pm 0.13$</td>
<td>$1.44 \pm 0.15$</td>
<td>$0.00 \pm 0.00$</td>
<td>$0.01 \pm 0.01$</td>
<td>$2.11 \pm 0.20$</td>
</tr>
<tr>
<td>SR14a</td>
<td>$3.07 \pm 0.33$</td>
<td>$4.88 \pm 0.26$</td>
<td>$1.60 \pm 0.35$</td>
<td>$0.83 \pm 0.49$</td>
<td>$10.38 \pm 0.73$</td>
</tr>
<tr>
<td>SR14b</td>
<td>$0.01 \pm 0.06$</td>
<td>$0.08 \pm 0.05$</td>
<td>$0.16 \pm 0.11$</td>
<td>$0.06 \pm 0.04$</td>
<td>$0.28 \pm 0.14$</td>
</tr>
<tr>
<td>SR15a</td>
<td>$1.65 \pm 0.23$</td>
<td>$3.77 \pm 0.22$</td>
<td>$1.56 \pm 0.35$</td>
<td>$0.41 \pm 0.16$</td>
<td>$7.39 \pm 0.50$</td>
</tr>
<tr>
<td>SR15b</td>
<td>$0.03 \pm 0.05$</td>
<td>$0.21 \pm 0.05$</td>
<td>$0.08 \pm 0.08$</td>
<td>$0.08 \pm 0.05$</td>
<td>$0.40 \pm 0.12$</td>
</tr>
<tr>
<td>SR16a</td>
<td>$1.00 \pm 0.16$</td>
<td>$2.80 \pm 0.20$</td>
<td>$1.48 \pm 0.34$</td>
<td>$0.92 \pm 0.18$</td>
<td>$6.19 \pm 0.46$</td>
</tr>
<tr>
<td>SR16b</td>
<td>$0.13 \pm 0.05$</td>
<td>$0.19 \pm 0.04$</td>
<td>$0.00 \pm 0.00$</td>
<td>$0.06 \pm 0.04$</td>
<td>$0.37 \pm 0.08$</td>
</tr>
</tbody>
</table>
MEASUREMENT OF THE TOP PAIR PRODUCTION IN ASSOCIATION WITH A W BOSON

c.1 LIST OF SM SIGNAL AND BACKGROUND SIMULATIONS

Table C.1 lists all MC simulations for SM signal and background processes used in the \( t\bar{t}W \) analysis. The cross sections used for the normalizations of the background MC samples are calculated from the matrix element of the MC generator used. The NNPDF3.0 [120, 137] PDFs are used for the hard scattering process in the samples. The modeling of the underlying event is generated using the CUETP8M1 [131, 138] for most of the samples, apart from the \( t\bar{t}H \) and \( ttVV \) samples where the CUETP8M2 and CUETP8M2T4 tunes [139] are utilized.

The background simulations listed in the 'nonprompt' and 'charge mis-ID' categories are not used for the final result of the analysis where this type of background is estimated with a tight-to-loose technique. Instead, these simulations are used for the closure tests to validate the nonprompt lepton background estimation and to measure charge mis-ID in the MC simulation and validation in data.
<table>
<thead>
<tr>
<th>Category</th>
<th>Sample Name</th>
<th>Generator</th>
<th>Matching scheme</th>
<th>( \sigma ) pb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>( t\bar{t}W, W \to 1\ell 1\nu )</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td></td>
<td>0.2043</td>
</tr>
<tr>
<td>nonprompt</td>
<td>( t\bar{t} \to 1\ell )</td>
<td>Madgraph</td>
<td>MLM</td>
<td>364.36</td>
</tr>
<tr>
<td>charge mis-ID</td>
<td>( tt \to 2\ell )</td>
<td>Madgraph</td>
<td>MLM</td>
<td>87.315</td>
</tr>
<tr>
<td></td>
<td>DY to 2\ell (m_{\ell\ell} &gt; 50 GeV)</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td></td>
<td>6024</td>
</tr>
<tr>
<td>WZ</td>
<td>WZ to 3\ell 1\nu</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td></td>
<td>4.4297</td>
</tr>
<tr>
<td>( ttX )</td>
<td>( ttH, H \to all, except b\bar{b} )</td>
<td>Powheg</td>
<td></td>
<td>0.2151</td>
</tr>
<tr>
<td></td>
<td>( ttZ, Z \to 2\ell ) or 2\ell (m_{\ell\ell} &gt; 10 GeV)</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td></td>
<td>0.2529</td>
</tr>
<tr>
<td></td>
<td>( ttZ, Z \to 2\ell ) (1 GeV &lt; m_{\ell\ell} &lt; 10 GeV)</td>
<td>Madgraph FxFx</td>
<td>MLM</td>
<td>0.0283</td>
</tr>
<tr>
<td></td>
<td>( tzq, Z \to 2\ell )</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td></td>
<td>0.0758</td>
</tr>
<tr>
<td></td>
<td>( thq, H ) inclusive</td>
<td>Madgraph FxFx</td>
<td>MLM</td>
<td>0.261</td>
</tr>
<tr>
<td></td>
<td>( thw, H ) inclusive</td>
<td>Madgraph FxFx</td>
<td>MLM</td>
<td>0.01561</td>
</tr>
<tr>
<td></td>
<td>( twz, Z \to 2\ell )</td>
<td>Madgraph FxFx</td>
<td>MLM</td>
<td>0.01123</td>
</tr>
<tr>
<td></td>
<td>( t\bar{t}t )</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td></td>
<td>0.009103</td>
</tr>
<tr>
<td></td>
<td>( t\bar{t}\gamma )</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>MLM</td>
<td>3.697</td>
</tr>
<tr>
<td></td>
<td>( t\gamma )</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>MLM</td>
<td>2.967</td>
</tr>
<tr>
<td></td>
<td>( t\bar{t}W )</td>
<td>Madgraph</td>
<td>MLM</td>
<td>0.007829</td>
</tr>
<tr>
<td></td>
<td>( t\bar{t}WZ )</td>
<td>Madgraph</td>
<td>MLM</td>
<td>0.002919</td>
</tr>
<tr>
<td>Rare SM</td>
<td>( t\bar{t}ZZ )</td>
<td>Madgraph</td>
<td>MLM</td>
<td>0.001573</td>
</tr>
<tr>
<td>ZZ, both Z to 2\ell</td>
<td>Powheg</td>
<td>-</td>
<td></td>
<td>1.256</td>
</tr>
<tr>
<td>HZZ, both Z to 2\ell</td>
<td>Powheg</td>
<td>-</td>
<td></td>
<td>0.0121</td>
</tr>
<tr>
<td>VH, H to all, except b\bar{b}</td>
<td>MADGRAPH5_aMC@NLO FxFx</td>
<td>FxFx</td>
<td></td>
<td>0.9561</td>
</tr>
<tr>
<td>W^+W^-</td>
<td>Madgraph</td>
<td>-</td>
<td></td>
<td>0.03711</td>
</tr>
<tr>
<td>ZZZ</td>
<td>MADGRAPH5_aMC@NLO</td>
<td>FxFx</td>
<td>MLM</td>
<td>0.01398</td>
</tr>
<tr>
<td>WZZ</td>
<td>MADGRAPH5_aMC@NLO</td>
<td>-</td>
<td>MLM</td>
<td>0.05565</td>
</tr>
<tr>
<td>WWZ</td>
<td>MADGRAPH5_aMC@NLO</td>
<td>-</td>
<td>MLM</td>
<td>0.1651</td>
</tr>
<tr>
<td>WWW</td>
<td>MADGRAPH5_aMC@NLO</td>
<td>-</td>
<td>MLM</td>
<td>0.2086</td>
</tr>
<tr>
<td>Z\gamma</td>
<td>MADGRAPH5_aMC@NLO</td>
<td>FxFx</td>
<td>MLM</td>
<td>131.3</td>
</tr>
<tr>
<td>W\gamma</td>
<td>MADGRAPH5_aMC@NLO</td>
<td>MLM</td>
<td></td>
<td>585.5</td>
</tr>
</tbody>
</table>

Table C.1: List of MC simulations of SM background processes used in the \( t\bar{t}W \) analysis. Category name, sample name, generator name, the parton matching scheme and processes cross section are presented.
d.1 List of SM Signal and Background Simulations

Table C.1 lists all MC simulations for SM signal and background processes used in the t¯tZ analysis. The cross sections used for the normalizations of the background MC samples are calculated from the ME of the MC generator used. The NNPDF3.0 (NNPDF3.1) [120, 137] PDFs are used for the hard scattering process in 2016 (2017) samples. The modeling of the underlying event is generated using the CUETP8M1 [131, 138] and CP5 tunes [140] for simulated samples corresponding to the 2016 and 2017 data sets, respectively. In 2016, the CUETP8M2 and CUETP8M2T4 tunes [139] are used for the ttH and ttVV samples.

The background simulations listed in the ‘nonprompt’ category are not used for the final result of the analysis where this type of background is estimated with a tight-to-loose technique. Instead, these simulations are used for the closure tests to validate the nonprompt lepton background estimation in the MC simulation and validation in data.
Table D.1: List of MC simulations of SM background processes used in the ttZ analysis. Category name, sample name, generator name, the parton matching scheme and processes cross section are presented.
d.2 **HIGH-LEVEL TRIGGER PATHS**

Table D.2, are used to select QCD multijet events for measuring the lepton misidentification rate, which is used for the estimation of the nonprompt lepton background. The auxiliary triggers have been pre-scaled to reduce their rate.

<table>
<thead>
<tr>
<th>HLT_Mu3_PFJet40</th>
<th>HLT_Ele8_CaloIdM_TrackIdM_PFJet30</th>
</tr>
</thead>
<tbody>
<tr>
<td>HLT_Mu8</td>
<td>HLT_Ele17_CaloIdM_TrackIdM_PFJet30</td>
</tr>
<tr>
<td>HLT_Mu17</td>
<td>HLT_Ele23_CaloIdM_TrackIdM_PFJet30</td>
</tr>
<tr>
<td>HLT_Mu27</td>
<td></td>
</tr>
</tbody>
</table>

Table D.2: List of auxiliary triggers used for the misidentification rate measurement in the t\bar{t}Z analysis.
d.3 **VALIDATION OF THE TIGHT-TO-LOOSE METHOD IN MC**

The closure test is performed for the tight-to-loose method and is validated in \( \bar{t}t \) (Fig. D.1) and DY (Fig. D.2) MC simulation events that pass selection described in Section 8.2.

Figure D.1: Validation for the nonprompt lepton background estimation technique in simulation. The distributions of \( N_j \), \( N_b \), and trailing lepton \( p_T \) and the predicted number of events as a function of the flavor composition as obtained from a \( \bar{t}t \) sample are shown.
Figure D.2: Validation for the nonprompt lepton background estimation technique in simulation. The distributions of $N_j$, $N_b$ and trailing lepton $p_T$ and the predicted number of events as a function of the flavor composition as obtained from a DY sample are shown.
d.4 EXPERIMENTAL SYSTEMATIC UNCERTAINTIES

The magnitude and shape of all uncertainties affecting the yield of the processes in t\bar{t}X category and the WZ process are shown in Fig. D.3 and D.4 in the signal regions used for t\bar{t}Z cross section and signal strength modifier extraction.

Figure D.3: Input systematic uncertainties for processes in t\bar{t}X category in each of 14 signal regions used for signal strength modifier extraction. Uncertainties for JEC, JER, lepton scale factors, heavy and light flavor b tagging scale factors, PU, \mu_R and \mu_F scales, PDF and modeling of the parton shower are shown.

Figure D.4: Input systematic uncertainties for WZ process in each of 14 signal regions used for signal strength modifier extraction. Uncertainties for JEC, JER, lepton scale factors, heavy and light flavor b tagging scale factors, PU, \mu_R and \mu_F scales, PDF and modeling of the parton shower are shown.

d.5 IMPACT PARAMETER PLOTS

The pull and constrain of each nuisance parameter as obtained from the maximization of the Likelihood function are shown in impact plots in Figures D.5, D.6 and D.7. Individual impact plots are shown for the fit in 2016 and 2017 data sets, and as well for a combination of the two. The corresponding name in the impact plot for a particular nuisance can be found in Table. D.3.
<table>
<thead>
<tr>
<th>Source</th>
<th>Name in the impact plot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated luminosity</td>
<td>lumi</td>
</tr>
<tr>
<td>PU modeling</td>
<td>pileup</td>
</tr>
<tr>
<td>Trigger eff.</td>
<td>trigger(2016,2017)</td>
</tr>
<tr>
<td>Lepton ID efficiency</td>
<td>lepSFsyst, lepSFstat(2016,2017), lepSFReco</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>jec</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>jer</td>
</tr>
<tr>
<td>B tagging light fl.</td>
<td>bTag_udsg(2016,2017)</td>
</tr>
<tr>
<td>B tagging heavy fl</td>
<td>bTag_bc(2016,2017)</td>
</tr>
<tr>
<td>Choice in $\mu_R$ and $\mu_F$</td>
<td>scaleAcc</td>
</tr>
<tr>
<td>PDF choice</td>
<td>pdfAcc</td>
</tr>
<tr>
<td>Parton shower</td>
<td>ISRandFSR</td>
</tr>
<tr>
<td>WZ cross section</td>
<td>WZ, WZcs(for additional 20% in high $N_j$ categories)</td>
</tr>
<tr>
<td>WZ gluon splitting</td>
<td>WZbb</td>
</tr>
<tr>
<td>ZZ cross section</td>
<td>ZZ</td>
</tr>
<tr>
<td>ttX background</td>
<td>ttX</td>
</tr>
<tr>
<td>X$\gamma$ background</td>
<td>Xgamma</td>
</tr>
<tr>
<td>Nonprompt background</td>
<td>nonprompt</td>
</tr>
<tr>
<td>Rare SM background</td>
<td>rare</td>
</tr>
<tr>
<td>Stat. unc.</td>
<td>prop_binbin{1-2}__bin{0-13}</td>
</tr>
</tbody>
</table>

Table D.3: The table links the names from the table with systematics uncertainties to the names in the impact plots.
Figure D.5: Impact, pull and constrain of individual nuisances on measured signal strength in three- and four-lepton signal regions in the 2016 data set.
Figure D.6: Impact, pull, and constrain of individual nuisances on measured signal strength in three- and four-lepton signal regions in the 2017 data set.
Figure D.7: Impact, pull and constrain of individual nuisances on measured signal strength in three- and four-lepton signal regions in the 2016 and 2017 data sets.
Kinematical variable distributions in the most significant and dominated $t\bar{t}Z$ regions are shown in Fig. D.8 and D.9. These regions are defined as following: in the three-lepton final state at least 3 jets and 1 b-tagged jet and in four-lepton final state at least 2 jets and 1 b tagged jet are required in the event selection. In four lepton final state for non-$Z$ lepton the one with highest lepton $p_T$ was picked.

<table>
<thead>
<tr>
<th>Events</th>
<th>CMS Preliminary</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\ell}$ (lower middle), and $\cos\theta_Z$ (lower right). The hatched band shows the total uncertainty associated with the signal and background predictions, as obtained from the fit.</td>
<td></td>
</tr>
</tbody>
</table>

Figure D.8: Observed data in a $t\bar{t}Z$ dominated region, compared to signal and background yields, as obtained from the fit only with the 2016 data set. Event distributions are shown as a function of the lepton flavor (upper left), $N_{\ell}$ (upper middle), $N_{\ell}$ (upper right), dilepton invariant mass of OCSF pair (lower left), $p_T(Z)$ (lower middle), and $\cos\theta_Z$ (lower right). The hatched band shows the total uncertainty associated with the signal and background predictions, as obtained from the fit.
Figure D.9: Observed data in a t\bar{t}Z dominated region, compared to signal and background yields, as obtained from the fit only with the 2017 data set. Event distributions are shown as a function of the lepton flavor (upper left), $N_b$ (upper middle), $N_j$ (upper right), dilepton invariant mass of OCSF pair (lower left), $p_T(Z)$ (lower middle), and $\cos\theta^*_Z$ (lower right). The hatched band shows the total uncertainty associated with the signal and background predictions, as obtained from the fit.
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