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Introduction

The various sources of bias in single cell RNA-
seq (scRNA-seq) experiment challenge differen-
tial gene expression (DGE) analysis

Parametric tools (e.g. generalized linear models
with (zero-inflated) negative binomial family)
• flexible and easily interpretable modeling

Non-parametric tools (such as the Wilcoxon rank
sum test, SAMSeq)
• simple, robust, and showed competitive perfor-

mance for testing DGE in scRNA-seq data
• limitations: cannot be used for complex exper-

imental designs (e.g. multi-factor), and do not
provide an estimate of the effect size

Therefore, we propose a semi-parametric approach
based on Probabilistic Index Models (PIM; [1,
2]), which form a class of models that generalizes
classical rank tests.

PIM
• does not rely on strong distributional assump-

tions, and hence is robust
• is a regression framework, so that it can be

used for complex experimental designs involv-
ing many factors of interest, e.g. treatment,
sequencing depth, batch effect, . . . ,

• testing for DGE is augmented with an estimate
of the effect size in terms of probabilistic in-
dex (PI), which is straightforward for interpre-
tation,

• unified approach, i.e. testing for DGE, nor-
malization and reduction of unwanted varia-
tion can be done at the same time

• can be integrated with data pre-processing
pipelines, e.g. normalization and data impu-
tation

Probabilistic Index Models

For a particular gene, PIM is defined as

ogt{Prob(Y � Yj|X,U,Q)} = βxX + βU + βqQ

where Y and Yj are the observed counts in cell  and
j, respectively. X, U, and Q are vectors of factors of
interest (treatment or cell type), normalization fac-
tors, and other sources of unwanted variations with
their corresponding coefficient β, β, and βq, re-
spectively.

Testing for DGE is equivalent to testing the hypoth-
esis

H0 : β = 0 ≡ Prob(Y � Yj) = 0.5

with an estimate of effect size given by

PI =
eβ

1 + eβ
∈ [0,1]

Example

Data: Neuroblastoma cell line NGP scRNA-seq data,
containing two group of cells: nutlin-3 treated
(n1=31) and vehicle (control) (n2=52). It includes
15,439 genes expressed at least in 5 cells.
→ Objective: testing DGE between treated and
control cells using PIM

The following model is fitted

ogt{Prob(Y � Yj)} = β1(Xj − X) + β2(Uj − U)

where X is treatment indicator of cell , such that
X=1 for treated and 0 for control, and U and Uj
are the log-library sizes in cell  and j.

Therefore, testing for DGE between treatment and
control cells adjusting for library size differences
(normalization) is equivalent to testing the hypoth-
esis HA : β1 6= 0.

Wald test is used to obtain p-values, and the
Benjamini-Hochberg method is applied to control
the false discovery rate (FDR).

Figure 1: Gene ranking based on PI (with 95% confidence
interval). The red color represents DE genes (FDR <5%),
whereas non-DE genes are colored black.

A total of 401 (2.6%) genes detected as DE at 5%
FDR. In addition to the adjusted p-values (adjusted
to control FDR), the estimated PI can be used to
declare DE.

In Figure 1, we ranked genes according to their es-
timated PI. Gene set enrichment analysis revealed
that such ranking significantly enriched the TP53
pathway for NGP cells treated with nutlin-3 (nor-
malized enrichment score 3.52, p-value < 0.001,
Figure 2).

Figure 2: Gene set enrichment result for the TP53 pathway.

Also, in Figure 3, we showed visualization of DE
genes that is equivalent to the volcano and MA plot
using PI instead of log-fold change.

Figure 3: Alternative visualization of volcano plot (A) and MA
plot (B). The blue dotted lines indicate PI = 0.25 and 0.75.

Performance evaluation

We have compared the performance of PIM with
the state-of-the-art tools using simulation studies.
In particular, a parametric simulation procedure
was implemented to generate data from a mixture
of Poisson-Gamma distributions (using splatter R
package). The actual false discovery rate (FDR)
and true positive rate (TPR) were used as measures
of performance.

Figure 4: Performance of DGE tools for two C1 and
Chromium protocols. The solid dots on each curve indicate
the actual FDR and TPR at 5% nominal FDR.

Figure 4 shows that PIM has competitive perfor-
mance to the parametric tools even when the data
comes from negative binomial distribution. In some
simulation settings (Chromium data), PIM performs
best.

Breaking zero ties

By modelling the drop-out process in scRNA-seq ex-
periment, we break the zero-ties, which further in-
creases the efficiency of our method while preserv-
ing robustness (see Figure 5).

Figure 5: Performance of PIM with zero tie breaking strat-
egy. PIMSeq1=the standard PIM, whereas PIMSeq2A and PIM-
Seq2B are PIM with zero-tie breaking methods when the true
count is assumed to follow Poisson and negative binomial dis-
tributions, respectively.

Conclusions

• PIM does not rely on strong distributional as-
sumptions and it is a robust approach for testing
DGE in scRNA-seq

• It is adaptable to a wide range of experimental
designs, and accounts for library size and other
sources of variability

• It offers intuitively interpretable measure of the
effect size, that augments DGE analysis

• The method can be considered as a generaliza-
tion of the non-parametric methods (e.g. SAM)
for testing DGE

• Our simulation studies demonstrate that PIM suc-
ceeds well in controlling the FDR at its nomi-
nal level, while showing good sensitivity as com-
pared to competitor methods

• By modelling the drop-out process, we break the
zero ties to further improve its performance while
preserving robustness
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