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Abstract

American option prices under jump-diffusion models are determined as solutions to partial integro-differential equations (PIDE). In this paper a new combination of a time and spatial discretization applied to a linear complementary formulation (LCP) of the free boundary PIDE is proposed. First a coordinate stretching transformation is performed to the asset price so that the computation of the prices can be focused on regions of real interest instead of on the whole solution domain. An implicit-explicit time discretization applied to the reformulated LCP on a uniform temporal grid is followed by a spatial discretization to get a fully discrete system. The radial basis function (RBF) finite difference method is a local method resulting in a sparse linear system in contrast to global RBF-methods which lead to ill-conditioned dense matrix systems. For the corresponding European option we prove consistency, stability and second-order convergence in a discrete $L_2$-norm. We derive mild conditions for the model parameters under which these results hold. Numerical experiments are performed with European and American options, and a comparison with numerical results available in the literature illustrates the accuracy and efficiency of the proposed algorithm.
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1 Introduction

The pricing of European and American options under the jump-diffusion models introduced by Merton [30] and Kou [25] has been extensively studied in the literature aiming at faster and more accurate algorithms to solve the numerical approximating model. We will contribute to this literature by proposing an efficient numerical method which combines some existing techniques in an original way. The valuation of an option under a jump-diffusion model requires the solution to a partial integro-differential equation (PIDE). Before starting the discussion on the choice of the numerical method we first focus on the type of PIDE that is considered. In a first group of papers [13, 45, 39, 19, 40, 41, 9, 37] the solution to the PIDE is a function of the underlying price process $S$ itself. For the spatial discretization a uniform $S$-grid is used except in [45, 37] where a non-uniform grid is chosen to have a more refined grid near the strike. In a second group of papers [26, 27, 38, 8, 24, 22, 7, 23] the PIDE is transformed into a PIDE for the option price as a function of the log-returns. The differential operator has in that case constant coefficients. The spatial domain is further discretized by a uniform grid. Only in [7] a non-uniform grid is considered using the adaptive residual subsampling method from [14]. In our approach we consider a change of variable originally proposed by [10] and which is used in [45, 37] to select the non-uniform grid points. However, we will transform the PIDE to a PIDE for a function of this new variable $x$ resulting in a differential operator with coefficients depending on $x$ but having nice properties as we will show. In [34] a same transformation was applied but to a PDE problem that is solved using higher order finite differences while in [3] it is applied to a higher dimensional PDE. The advantage is that we can work with a uniform $x$-grid while the corresponding $S$-grid is refined around the point of irregularity of the payoff function.
The American option pricing problem is a free boundary problem. One can also solve this free boundary problem itself under finite activity jump models by a so-called front-tracking method as in [7] or a front-fixing method as in [19]. The most common way is to formulate it as a linear complementary problem (LCP) involving a partial integro-differential inequality. In [37] the American option price formulated as a solution to an LCP is approximated by a Bermudian option price using a Richardson interpolation technique. In [12] a penalty method is proposed to approximate the resulting LCP. This penalty method is used in, e.g., [45, 40, 9] and is simple and efficient but only first order implying slow convergence. We will apply the operator splitting method as in, e.g., [39, 27, 38, 23] and introduced by [21] in the context of American option pricing. Its advantage is that no fixed point iteration techniques are needed at each time step in the discretized problem and that it has a second-order convergence rate. Operator splitting is in fact a natural and old idea, namely decompose systems of P(I)DEs into simpler subproblems and treat those individually using specialized numerical algorithms.

For the spatial discretization of the PIDE typically a traditional finite difference method (FDM) is applied as in [6, 26, 27, 39, 40] or a finite element method (FEM) as in [20, 29, 49] for the PDE case or a finite volume method as in [48, 18]. There are several other numerical methods available in the literature to solve the governing equation. For example in [1] an alternating direction implicit (ADI) finite difference method has been proposed. In [33, 35] the authors combined the spectral domain decomposition method and the Laplace transform method while in [9] a quadratic collocation method is considered. Recently radial basis functions (RBFs) methods have gained a lot of interest. In [15, 19, 38, 3, 7] meshfree methods based on an RBF approximation have been shown to perform better than finite difference methods for option pricing problems in one or more spatial dimensions. However, the RBF collocation method in these papers is a global one and leads to a dense linear system which suffers from ill-conditioning. To overcome this drawback a local version of the method was proposed in order to have a sparse better-conditioned linear system. Local RBF-methods are applied in, e.g., [32, 31] for the pricing of American options with stochastic volatility and jump-diffusion model.

Over the last decade a relatively new method is developed in which the function derivatives are not approximated by derivatives of the RBF but by a linear combination of the function values of the RBF at some nodes. In [38] such method based on differential quadrature (DQ) is applied. However this RBF-DQ method leads to a full differentiation matrix since the RBFs are evaluated at all spatial discretization nodes. The radial basis function generated finite difference (RBF-FD) method is an FD method where the weights are computed by fitting an RBF-interpolant through some scattered nodes in one or more spatial dimensions resulting in a sparse differentiation matrix. Once the differentiation matrix is formed, it can be used repeatedly for spatial derivative approximation. Although the method has been implemented in various contexts in the last ten years, the first survey articles on RBF-FD are just now emerging, see, e.g., [16, 17]. In [24, 23] the local RBF-FD method is applied to price European and American options under jump-diffusion models when the P(I)DE for the option price is a function of the log-returns.

In order not to destroy the sparsity of the differentiation matrix by the non-local integral term originating from the jump part, we will combine the RBF-FD method with a three-level implicit-explicit (IMEX) time discretization where the integral term is treated explicitly. In [26, 27] an IMEX method with three time levels has been studied to evaluate the prices of European options under a jump diffusion model and the method is shown to be stable and second order accurate in a discrete $L_2$-norm. More recently, a class of IMEX-methods for pricing options under jump diffusion model has been proposed by [41]. We will consider the Crank-Nicolson-Leap-Frog scheme and show that the fully discrete scheme in our setting is also second order accurate when pricing European options. For American options we study the convergence numerically.

To summarize, the contribution of this paper is that we combine different techniques in an original way for the American option pricing under jump-diffusion models. We first perform in section 2 a coordinate stretching transformation resulting in a differential operator with non-constant coefficients in the PIDE of the reformulated LCP. Next an operator splitting method is applied in section 3. In section 4 an RBF-FD method is combined with a three-level implicit-explicit time discretization of section 3 that treats the non-local integral term explicitly. The fully discretized system has a sparse matrix and can be solved efficiently. Applying the differential matrices of section 4 to this solution an approximation for the hedging Greeks Delta and Gamma are obtained in section 6. In section 5 we carry out a stability and convergence analysis for the European option case dealing in particular with the non-constant coefficients in the differential operator. An extensive numerical study for European and American options and comparison with other schemes in the literature is carried out in section 7.
2 Option Pricing Model

2.1 Jump-diffusion model

Consider a complete filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0,T]}, \mathbb{P})\) where \(T > 0\) is a fixed finite time horizon. Let \((S_t)_{t \in [0,T]}\) be the price process of an asset which is modeled as a finite activity jump-diffusion, see e.g. [11]. Assume that there exists an equivalent martingale measure \(\mathbb{Q}\) under which the dynamics of the asset price are given by the following stochastic differential equation (SDE) as in [41]

\[
\frac{dS_t}{S_t} = (r - q - \lambda \kappa)dt + \sigma dW_t + (Y - 1)dN_t,
\]

where \(W\) is a standard \(\mathbb{Q}\)-Brownian motion, \(N\) is an independent Poisson process with intensity rate \(\lambda > 0\), \(\kappa\) is the expected value of the random value \((Y - 1)\) of the jump size distribution producing a jump from \(S_{t-}\) to \(yS_{t-}\) and with density \(f(y)\) implying \(\kappa = \int_0^\infty (y - 1)f(y)dy\). The parameters \(r, q,\) and \(\sigma(> 0)\), stand for the risk free interest rate, the continuous dividend yield and the volatility, respectively, and are for simplicity assumed to be constant. The case of time-dependent but deterministic functions requires a straightforward modification of the computations.

In this paper we focus on two popular jump-diffusion models with finite activity, Merton’s [30] and Kou’s [25] model. The jump size follows in the former a lognormal distribution and a double exponential one in the latter. Hence, the density function and corresponding mean are for \(y > 0\) respectively given by

\[
\text{Merton: } f(y) = \frac{1}{y\sqrt{2\pi}} \exp\left(\frac{(\log(y) - \mu)^2}{2\gamma^2}\right) \quad \kappa = \exp(\mu + \frac{\gamma^2}{2}) - 1, \tag{2}
\]

\[
\text{Kou: } f(y) = p_0 y^{-\alpha_1 - 1} \mathcal{H}(\log(y)) + (1 - p)\alpha_2 y^{-\alpha_2 - 1} \mathcal{H}(- \log(y)) \quad \kappa = p \frac{\alpha_1}{\alpha_1 - 1} + (1 - p)\frac{\alpha_2}{\alpha_2 + 1} - 1, \tag{3}
\]

with \(\gamma > 0, \mu \in \mathbb{R}, \alpha_1 > 1, \alpha_2 > 0\) and \(0 < p < 1\) and where \(\mathcal{H}(\cdot)\) is the Heaviside function with \(\mathcal{H}(0) = \frac{1}{2}\).

2.2 PIDE for European option

By the Markov property, the fair value of a vanilla European (call or put) option at time \(\tau\) is denoted \(V(\tau, S)\) if the asset price at that time is \(S_{\tau} = S\) with \(\tau = T - t\) being the time to maturity and \(T\) the expiration date of the contract. The following partial integro-differential equation (PIDE) can be derived for the evolution of \(V(\tau, S)\) under the jump-diffusion models (1)-(3),

\[
\frac{\partial V}{\partial \tau}(\tau, S) = \mathcal{L}V(\tau, S), \quad \text{on } (0, T] \times (0, \infty) \tag{4}
\]

with

\[
\mathcal{L}V := \frac{\sigma^2 S^2}{2} \frac{\partial^2 V}{\partial S^2}(\tau, S) + (r - q - \lambda \kappa)S \frac{\partial V}{\partial S}(\tau, S) - (r + \lambda)V(\tau, S) + \lambda \int_0^\infty V(\tau, Sy)f(y)dy. \tag{5}
\]

The value at maturity is given as the initial condition

\[
V(0, S) = g(S), \quad \text{for } S \in (0, \infty),
\]

where \(g(S)\) is the payoff function of the claim, defined as

\[
g(S) = \begin{cases} 
\max\{K - S, 0\} & \text{put option,} \\
\max\{S - K, 0\} & \text{call option,} 
\end{cases} \tag{6}
\]

for a given strike price \(K\). As boundary conditions for the European put option we impose

\[
V(\tau, 0) = Ke^{-r\tau}, \quad \lim_{S \to \infty} V(\tau, S) = 0,
\]

while for the call option we have

\[
V(\tau, 0) = 0, \quad \lim_{S \to \infty} [V(\tau, S) - (S - Ke^{-r\tau})] = 0.
\]

In what follows we focus on put options. The price of a call option will be computed through the put-call parity.
2.3 PIDE for American option

The value of an American option which we also denote by \(V(\tau, S)\) is a solution to the linear complementary problem (LCP) \[42\]

\[
\begin{align*}
\frac{\partial V}{\partial \tau} (\tau, S) - \mathcal{L}V(\tau, S) &\geq 0, \\
V(\tau, S) &\geq g(S), \\
\left( \frac{\partial V}{\partial \tau} (\tau, S) - \mathcal{L}V(\tau, S) \right) (V(\tau, S) - g(S)) &= 0,
\end{align*}
\]

for all \((\tau, S) \in (0, T) \times (0, \infty)\), \(7\)

with the initial condition
\[V(0, S) = g(S),\]

where \(g(S)\) is the payoff function. For American options we will focus on put options only. In that case, we impose in addition the following boundary conditions
\[V(\tau, 0) = K, \quad \lim_{S \to \infty} V(\tau, S) = 0.\]

2.4 Localization, truncation and coordinate transformation

To apply numerical techniques, we localize the variables and the integral term to bounded domains. First, we replace the unbounded domain \(\Omega = [0, \infty)\) for \(S\) with a bounded one \(\tilde{\Omega} = [S_{\text{min}}, S_{\text{max}}]\). The values \(S_{\text{min}}\) and \(S_{\text{max}}\) will be chosen based on standard financial arguments with \(K \in [S_{\text{min}}, S_{\text{max}}]\) and such that they are far enough away from the region of pricing interest in order for the solution to be unaffected by the truncation and for the asymptotic conditions to hold approximately. Accordingly, we truncate the integration domain in the integral term and divide it in two parts \([0, S_{\text{min}}/S]\) and \([S_{\text{min}}/S, S_{\text{max}}/S]\). Utilizing the asymptotic behavior of the European put option, we approximate the integrand by \(Ke^{-r\tau} - Sy\) in the first integral while we change the variables in the second by putting \(z = Sy\), providing
\[
\lambda \int_0^\infty V(\tau, Sy) f(y) dy \approx \lambda \int_0^{S_{\text{min}}} (Ke^{-r\tau} - Sy) f(y) dy + \frac{\lambda}{S} \int_{S_{\text{min}}}^{S_{\text{max}}} V(\tau, z) f\left(\frac{z}{S}\right) dz.
\]

The integral term for the call option case can be dealt with in a similar way.

The payoff function (6) and its derivatives are non-smooth at the strike \(K\). Therefore, to reduce the loss of accuracy in the numerical approach we would like to have the points of the trial functions concentrated in a spatial region close to \(S = K\). Hereto, we employ the following change of variable which transforms the physical domain \(\Omega\) into the interval \([0, 1]\),
\[
x(S) = \frac{\sinh^{-1}(\zeta(S - K)) - \sinh^{-1}(\zeta(S_{\text{min}} - K))}{\sinh^{-1}(\zeta(S_{\text{max}} - K)) - \sinh^{-1}(\zeta(S_{\text{min}} - K))}.
\]

The choice of the stretching parameter \(\zeta\) determines the concentration near \(S = K\). The inverse transformation is
\[
S(x) = \frac{1}{\zeta} \sinh \left( x \sinh^{-1}(\zeta(S_{\text{max}} - K)) + (1 - x) \sinh^{-1}(\zeta(S_{\text{min}} - K)) \right) + K.
\]

This change of variable has originally been proposed in [10] and has been applied, for example in [4, 34, 32].

Finally, applying the chain rule we derive the following PIDE for \(u(\tau, x)\) on the transformed truncated domain from the PIDE (4)-(5) for \(V(\tau, S(x))\) on the original domain,

\[
\frac{\partial u}{\partial \tau} (\tau, x) = \mathcal{L}u(\tau, x) \quad \text{with} \quad \mathcal{L}u(\tau, x) = \mathcal{D}u(\tau, x) + \mathcal{I}u(\tau, x) - \lambda u(\tau, x), \quad \text{on} \ (0, T) \times (0, 1) \quad (9)
\]

where
\[
\mathcal{D}u(\tau, x) := \alpha(x) \frac{\partial^2 u}{\partial x^2} (\tau, x) + \beta(x) \frac{\partial u}{\partial x} (\tau, x) - ru(\tau, x) \quad (10)
\]

with
\[
\alpha(x) = \frac{\sigma^2(x)^2}{2(S'(x))^2}, \quad \beta(x) = (r - q - \lambda \kappa) \frac{S(x)}{S'(x)} - \alpha(x) \frac{S''(x)}{S'(x)} \quad (11)
\]
and where
\[ I u(\tau, x) := \lambda \int_0^{S_{\min}} (Ke^{-\tau r} - S(x)y)f(y)dy + \lambda \int_0^1 u(\tau, z)f\left(\frac{S(z)}{S(x)}\right)\frac{S'(z)}{S(x)}dz. \] (12)

The corresponding boundary and initial conditions are
\[ u(\tau, 0) = Ke^{-\tau r} - S_{\min}, \quad u(\tau, 1) = 0, \quad \tau \in (0, T], \]
\[ u(0, x) = g(S(x)), \quad x \in [0, 1]. \] (13)

Along similar lines, the LCP (7) for American put options prices \( V(\tau, S(x)) \) is replaced by an LCP for \( u(\tau, x) \) on the transformed truncated domain:
\[
\begin{align*}
\begin{cases}
   u_\tau(\tau, x) - (\mathcal{D} - \lambda I)u(\tau, x) - I u(\tau, x) \geq 0, \\
   u(\tau, x) \geq g(S(x)), \\
   \left(u_\tau(\tau, x) - (\mathcal{D} - \lambda I)u(\tau, x) - I u(\tau, x)\right)\left(u(\tau, x) - g(S(x))\right) = 0,
\end{cases}
\end{align*}
\] (15)

where \( u_\tau \) stands for the partial derivative w.r.t. \( \tau \), \( I \) is an identity operator, \( \mathcal{D} \) is defined by (10), and the integral operator \( I \) by
\[
I u(\tau, x) = \lambda \int_0^{S_{\min}} (K - S(x)y)f(y)dy + \lambda \int_0^1 u(\tau, z)f\left(\frac{S(z)}{S(x)}\right)\frac{S'(z)}{S(x)}dz.
\] (16)

The corresponding boundary and initial conditions are
\[ u(\tau, 0) = K, \quad u(\tau, 1) = 0, \quad \tau \in (0, T], \]
\[ u(0, x) = g(S(x)) \quad x \in [0, 1]. \] (17)

3 Time discretization with three time levels

Let \( \Delta \tau = \frac{T}{M} \) with integer \( M \geq 1 \) be a given time step and let the corresponding temporal grid points be given by \( \tau_k = k\Delta \tau \) for \( 0 \leq k \leq M \). We apply an implicit-explicit (IMEX) time semi-discretization with three time levels to the PIDE (9). In particular, we consider the Crank-Nicolson-Leap-Frog (CNLF) scheme as in [2] and [24]. In [41] this type of scheme is called the IMEX-midpoint scheme. The differential part is treated implicitly, while the integral part is treated explicitly. In order to start the algorithm we will need initial data for \( k = 0 \) and the value for \( k = 1 \) is obtained by an implicit-explicit backward difference method of order one (IMEX-BDF1). Thus, denoting \( U^k(x) := u(\tau_k, x) \), the PIDE (9) for the price of a European option is approximated by following implicit-explicit time semi-discrete scheme for \( x \in (0, 1) \)
\[
\frac{U^1(x) - U^0(x)}{\Delta \tau} = (\mathcal{D} - \lambda I)U^1(x) + IU^0(x),
\] (19)
\[
\frac{U^{k+1}(x) - U^{k-1}(x)}{2\Delta \tau} = (\mathcal{D} - \lambda I)\frac{U^{k+1}(x) + U^{k-1}(x)}{2} + IU^k(x), \quad \text{for} \ 1 \leq k \leq M - 1,
\] (20)

with boundary and initial conditions
\[ U^0(x) = Ke^{-\tau r} - S_{\min}, \quad U^1(1) = 0, \quad \text{for} \ 1 \leq k \leq M \quad \text{and} \quad U^0(x) = g(S(x)) \quad x \in [0, 1]. \]

For American options, we use the operator splitting method for solving the time semi-discretization of the LCP problem (15). This method which was introduced by Ikonen and Toivanen in [21] to evaluate the price of the American put option under the Black-Scholes model, and which was studied by Toivanen in [45] under the Kou model, starts from the reformulated LCP (15) in terms of an auxiliary function \( \Lambda(\tau, x) \),
\[
\begin{align*}
\begin{cases}
   u_\tau(\tau, x) - (\mathcal{D} - \lambda I)u(\tau, x) - I u(\tau, x) = \Lambda(\tau, x), \quad \Lambda(\tau, x) \geq 0, \\
   u(\tau, x) \geq g(S(x)), \\
   \Lambda(\tau, x)(u(\tau, x) - g(S(x))) = 0,
\end{cases}
\end{align*}
\] (15)
with boundary and initial conditions (17)-(18).

Then the operator splitting method splits the first equation on each time level into two discrete equations using some intermediate solution $\tilde{U}^{k+1}(x)$. Let $\Lambda^k(x) := \Lambda(x_k, x)$. For the CNLF scheme we find for $x \in (0, 1)$ and similarly to [27]

$$
\begin{align*}
\frac{\tilde{U}^1(x) - U^0(x)}{\Delta \tau} - \left( (D - \lambda I) \tilde{U}^1(x) + \mathcal{I} U^0(x) \right) &= \Lambda^1(x), \\
\Lambda^1(x) &= \Lambda^0(x) + \frac{U^1(x) - \tilde{U}^1(x)}{\Delta \tau}, \\
\Lambda^1(x) &\geq 0, \quad U^1(x) \geq g(S(x)), \quad \Lambda^1(x) \left( U^1(x) - g(S(x)) \right) = 0,
\end{align*}
$$

and

$$
\begin{align*}
\frac{\tilde{U}^{k+1}(x) - U^{k-1}(x)}{2\Delta \tau} - \left( (D - \lambda I) \tilde{U}^{k+1}(x) + \frac{U^{k-1}(x)}{2} + \mathcal{I} U^k(x) \right) &= \Lambda^{k+1}(x), \\
\Lambda^{k+1}(x) &= \Lambda^k(x) + \frac{U^{k+1}(x) - \tilde{U}^{k+1}(x)}{2\Delta \tau}, \\
\Lambda^{k+1}(x) &\geq 0, \quad U^{k+1}(x) \geq g(S(x)), \quad \Lambda^{k+1}(x) \left( U^{k+1}(x) - g(S(x)) \right) = 0,
\end{align*}
$$

with boundary and initial conditions

$$
U^k(0) = K, \quad U^k(1) = 0, \quad \text{for } 1 \leq k \leq M \quad \text{and} \quad U^0(x) = g(S(x)) \quad \text{for } x \in [0, 1].
$$

\section{Spatial discretization}

The time semi-discrete systems in previous section are further discretized in space to get fully discretized systems of equations that can be easily computed numerically. We will apply the local radial basis function method which was independently introduced by several authors [43, 46, 47]. This local RBF method can be viewed as a generalization of the classical finite difference (FD) method, and is therefore also called RBF-FD method. In the FD method the weights are computed using polynomial interpolation while in the RBF-FD method they are computed by fitting an RBF interpolant through a grid point and some neighbor points. In this sense it is a local RBF method in contrast to a global RBF method where all grid points in the spatial domain are taken into consideration to determine the interpolation coefficients resulting in a dense linear system showing ill-conditioning. The resulting linear system in the local RBF method is sparse, hence overcoming the ill-conditioning of the global method.

\subsection{RBF-FD based approximation}

Consider a spatial domain $\Omega \subset \mathbb{R}^d$ and a set of distinct RBF collocation points $X = \{x_1, x_2, \ldots, x_N\}$ in $\Omega$. Let $X_j = \{x_j^{(1)}, \ldots, x_j^{(n)}\} \subset X$ be a subset containing $x_j$ and its $n-1$ nearest neighboring points forming a stencil with $x_j$ as center and $n \ll N$. The number of points $n$ in each stencil can be either constant or vary with $j$.

In the RBF-FD approach any linear differential operator as for example $D$ defined by (10) acting on $u(x)$ evaluated at $x_j$, is approximated by a linear weighted combination of the function values of $u$ at the points of $X_j$,

$$
D u(x_j) \approx \sum_{k=1}^{n} w_k^{(j)} u(x_k^{(j)}).
$$

The RBF-FD weights, $w_k^{(j)}$, $k = 1, \ldots, n$, are found by enforcing that the approximation is exact within the space spanned by the RBFs $\{\phi(\|x - x_i^{(j)}\|)\}_{i=1}^{n}$, centered at the nodes $x_i^{(j)}$, $i = 1, \ldots, n$, and with $\| \cdot \|$ the standard Euclidean 2-norm, so that

$$
D \phi(\|x_j - x_i^{(j)}\|) = \sum_{k=1}^{n} w_k^{(j)} \phi(\|x_k^{(j)} - x_i^{(j)}\|), \quad i = 1, \ldots, n.
$$

This is an $n \times n$ linear algebraic system

$$
A^{(j)} W^{(j)} = C^{(j)},
$$

(23)
where the coefficient matrix \( \mathbf{A}^{(j)} \) has entries \( a_{ik}^{(j)} = \phi(||\mathbf{x}_i^{(j)} - \mathbf{x}_k^{(j)}||) \), for \( i, k = 1, \ldots, n \), \( \mathbf{W}^{(j)} \) is the differential weights vector, and the right hand side is defined by \( c_i^{(j)} = D\phi(||\mathbf{x}_j - \mathbf{x}_i^{(j)}||) \), \( i = 1, \ldots, n \). We have to solve this \( n \times n \) linear system for each stencil center \( \mathbf{x}_j \), \( j = 1, \ldots, N \) to form the \( N \) rows of the sparse differentiation matrix with \( n \) non-zeros per row. In the context of time-dependent PDEs, the stencil weights remain constant for all time-steps when the nodes are stationary.

Table 1 lists some radial basis functions that are commonly employed in the literature. Some of them depend on a shape parameter \( \epsilon \) that should be chosen in an optimal way to minimize the approximation error.

<table>
<thead>
<tr>
<th>Function name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian (GA)</td>
<td>( \exp(-c^2 r^2) )</td>
</tr>
<tr>
<td>Multiquadrics (MQ)</td>
<td>( \sqrt{1 + (e r)^2} )</td>
</tr>
<tr>
<td>Inverse multiquadrics (IMQ)</td>
<td>( \sqrt{1 + (e r)^2} ) ( r^{2k+1} )</td>
</tr>
<tr>
<td>Conical splines</td>
<td>( (-1)^{k+1} r^{2k} \log(r) )</td>
</tr>
<tr>
<td>Thin plate splines (TPS)</td>
<td>( (-1)^{k+1} r^{2k} \log(r) )</td>
</tr>
</tbody>
</table>

Table 1: Some well-known radial basis functions

Obviously, since \( n \ll N \) the size of the linear systems (23) is much smaller than the size \( N \times N \) of the linear system of a global RBF collocation method. A global RBF method to derive a differentiation matrix needs \( O(N^3) \) operations, and results in a dense matrix. In the RBF-FD method we only need \( O(n^3) \) operations for each of the \( N \) stencils, so that the total cost of computing is \( O(n^3 N) \), without taking into account the cost of determining the stencil grids. For \( n \) fixed with \( n \ll N \), the total cost will be \( O(N) \) for increasing \( N \). The weights can be computed by inverting the local distance matrices \( \mathbf{A}^{(j)} \) of order \( n \times n \) for each stencil. These distance matrices depend only on the distance of the grid points implying that for uniform grids we only need to compute the inverse of one local distance matrix. Further, the differentiation matrix for one stencil is independent from those for the other stencils. Hence their computation can be parallelized to increase the efficiency of RBF-FD method in high dimensional problems and adaptive algorithms.

4.2 Discretization of the integral operator

Besides the linear differential operator \( D \) we also have to discretize in space the integral operator \( \mathcal{I} \) defined in (12) and (16) for a European and an American put option respectively. First, note that the expressions (12) and (16) only differ by the factor \( e^{-rT} \) in the first term. Moreover, this first term does not depend on the unknown function \( u \) and can be evaluated exactly for the density functions \( f(\cdot) \) (2)-(3) of the Merton and the Kou model.

\[
\mathcal{R}(\tau, x) := \int_0^{S_{\min}} \left( K(1_{\text{European}} e^{-rT} + 1_{\text{American}}) - S(x) y \right) f(y) dy, \tag{24}
\]

where for the Merton model using the cumulative distribution function \( \Phi(\cdot) \) of a standard normal random variable

\[
\mathcal{R}(\tau, x) = K(1_{\text{European}} e^{-rT} + 1_{\text{American}}) \Phi \left( \frac{\log \left( \frac{S_{\min}}{S(x)} \right) - \mu}{\gamma} \right) - S(x) e^{\mu + \frac{1}{2} \gamma^2} \Phi \left( \frac{\log \left( \frac{S_{\min}}{S(x)} \right) - \mu - \gamma^2}{\gamma} \right), \tag{25}
\]

and for the Kou model recalling that \( S_{\min}/S(x) < 1 \)

\[
\mathcal{R}(\tau, x) = (1 - p) \left( \frac{S_{\min}}{S(x)} \right)^{\alpha_2} \left( K(1_{\text{European}} e^{-rT} + 1_{\text{American}}) - \frac{\alpha_2}{\alpha_2 + 1} S_{\min} \right). \tag{26}
\]

The second integral in (12) and (16) is approximated by the trapezoidal rule

\[
\lambda \int_0^1 u(\tau, z) f\left( \frac{S(z)}{S(x)} \right) \frac{S'(z)}{S(x)} dz \approx \frac{\lambda \Delta z}{2} \left( \sum_{j=0}^{N} \omega_j F_j(x) u(\tau, z_j) \right), \tag{27}
\]

where \( z_j = j \Delta z \) with \( \Delta z = \frac{1}{N} \), \( \omega_j = 1 \) for \( j = 0, N \) and \( \omega_j = 2 \) for \( j = 1, \ldots, N - 1 \), and \( F_j(x) = f\left( \frac{S(z_j)}{S(x)} \right) \frac{S'(z_j)}{S(x)} \).


4.3 Fully discretized system for European option

We now apply the RBF-FD approximation of section 4.1 with \( d = 1 \). Let \( X = \{ x_0, x_1, \ldots, x_N \} \) be a set of distinct interpolation points of \([0, 1]\) with \( x_0 = 0 \) and \( x_N = 1 \), and \( T = \{ \tau_0 = 0 < \tau_1 < \cdots < \tau_M = T \} \) be a partition of \([0, T]\). Applying the RBF-FD method in one dimension and the discretization of the integral operator as described in the previous subsections to the time semi-discrete problem (19)-(20), the evaluation of a European put option price is reduced to finding an approximation \( U^k := [U^k_0 \quad U^k_1 \quad \cdots \quad U^k_N]^T \) for \([u(\tau_k, x_0) \quad u(\tau_k, x_1) \quad \cdots \quad u(\tau_k, x_N)]^T, k = 0, \ldots, M, \) as a solution to the following time stepping scheme,

\[
\begin{align*}
\frac{U^{k+1} - U^k}{\Delta \tau} &= (D - \lambda I) U^k + I U^0, \quad \text{with } U^0 = g, \quad (28) \\
\frac{U^{k+1} - U^{k-1}}{2\Delta \tau} &= (D - \lambda I) \left( \frac{U^{k+1} + U^{k-1}}{2} \right) + I U^k, \quad 1 \leq k \leq M - 1, \quad (29)
\end{align*}
\]

where \( D \) is the differentiation matrix associated with the differential operator \( D \) (10), \( I \) is an identity matrix of order \( N + 1 \) and \( I \) is the integral matrix corresponding to the integral operator \( I \) (12) which can be expressed as \( I U^k = \lambda I U^k + \lambda R^k \) with according to (27) \( J = \left( \frac{\Delta \tau}{2} \omega_j F_j(x_i) \right)_{0 \leq i, j \leq N} \) and according to (24) \( R^k := [R(\tau_0, x_0) \quad R(\tau_1, x_1) \quad \cdots \quad R(\tau_N, x_N)]^T \). In the boundary points \( u(0, x_N) = 0 \) and \( x_N = 1 \) the boundary conditions \( U^k_0 = u(\tau_k, 0) = K^0 e^{-r \tau_k} - S_{\min}, U^k_N = u(\tau_k, 1) = 0 \) are imposed according to (13). Note that it is possible to enforce the boundary conditions in (28)-(29) by putting the elements zero in the first and last row of the matrices on the right hand side. The initial vector \( U^0 \) is the given vector \( g \) defined by \([g(S(x_0)) \quad g(S(x_1)) \quad \cdots \quad g(S(x_N))]^T \) where \( g(\cdot) \) is the payoff function (6). Then, the vector \( U^M \) provides an approximation to the European put option price at time zero for different initial asset prices \( S(x_j), j = 0, \ldots, N \).

4.4 Fully discretized system for American option

As for the European put option, we apply the RBF-FD method using a set of \( N + 1 \) collocation points \( X = \{ x_0, x_1, \ldots, x_N \} \) of the interval \([0, 1]\) with \( x_0 = 0 \) and \( x_N = 1 \) and the discretization of the integral operator to the time semi-discrete systems (21)-(22) of the LCP problem with operator splitting. To evaluate an American put option price, we look for an approximation \( U^k := [U^k_0 \quad U^k_1 \quad \cdots \quad U^k_N]^T \) for \([u(\tau_k, x_0) \quad u(\tau_k, x_1) \quad \cdots \quad u(\tau_k, x_N)]^T, k = 0, \ldots, M, \) as a solution to the time stepping schemes

\[
\begin{cases}
\frac{\tilde{U}^1 - U^0}{\Delta \tau} - ((D - \lambda I) \tilde{U}^1 + I U^0) = \Lambda^0, \quad U^0 = g, & (a) \\
\Lambda^1 = \Lambda^0 + \frac{U^1 - U^0}{\Delta \tau}, & (b) \\
\Lambda^1 \geq 0, \quad U^1 \geq g, \quad (\Lambda^1)^\top (U^1 - g) = 0 & (c)
\end{cases}
\]

and

\[
\begin{cases}
\frac{\tilde{U}^{k+1} - \tilde{U}^{k-1}}{2\Delta \tau} - ((D - \lambda I) \tilde{U}^{k+1} + U^{k-1}) + I U^k = \Lambda^k, & (a) \\
\Lambda^{k+1} = \Lambda^k + \frac{U^{k+1} - U^{k-1}}{2\Delta \tau}, & (b) \\
\Lambda^{k+1} \geq 0, \quad U^{k+1} \geq g, \quad (\Lambda^{k+1})^\top (U^{k+1} - g) = 0, & (c)
\end{cases}
\]

where \( \tilde{U}^{k+1} \) is an intermediate solution vector, \( \Lambda^k := [\Lambda(\tau_k, x_0) \quad \Lambda(\tau_k, x_1) \quad \cdots \quad \Lambda(\tau_k, x_N)]^\top \) is the auxilary function \( \Lambda(\tau, x) \) evaluated at the discretization points and \( g \) stands for the vector \([g(S(x_0)) \quad g(S(x_1)) \quad \cdots \quad g(S(x_N))]^\top \) with \( g(\cdot) \) the payoff function (6). \( D \) is the differentiation matrix associated with the differential operator \( D \) (10), \( I \) is an identity matrix of order \( N + 1 \) and \( I \) is the integral matrix corresponding to the integral operator \( I \) (16) which can be expressed as \( I U^k = \lambda I U^k + \lambda R^k \) with according to (27) \( J = \left( \frac{\Delta \tau}{2} \omega_j F_j(x_i) \right)_{0 \leq i, j \leq N} \) and according to (24) \( R^k := [R(\tau_0, x_0) \quad R(\tau_1, x_1) \quad \cdots \quad R(\tau_N, x_N)]^T \) which
does not depend on \( \tau_k \). In the boundary points \( x_0 = 0 \) and \( x_N = 1 \) the boundary conditions \( U_0^k = u(\tau_k, 0) = K, \quad U_N^k = u(\tau_k, 1) = 0 \) are imposed according to (17).

Each time step is split into two parts. Starting from the initial vector \( U^0 = g \) and \( U_0^0 = 0 \), first, the intermediate solution vector \( \tilde{U}^1 \) is solved from the system of linear equations (30)(a). Next, to compute \( \Lambda^1 \) and \( U^1 \) from (b) satisfying relations (c) we use the equivalent relations \( U^1 = \max(g, \tilde{U}^1 - \Delta \tau \Lambda^0) \) and \( \Lambda^1 = \Lambda^0 + \frac{U^1 - \tilde{U}^1}{\Delta \tau \Lambda^0} \). Now, we can use the system (31) for \( k = 1, \ldots, M - 1 \). For the computed values \( U^{k-1}, U^k \) and \( \Lambda^k \), the intermediate solution vector \( \tilde{U}^{k+1} \) is first solved from the modified system of linear equations (31)(a). Next, the update step (b) satisfying (c) can be performed very fast and at each spatial grid point independently with the formulas

\[
U^{k+1} = \max(g, \tilde{U}^{k+1} - \Delta \tau \Lambda^k) \quad \text{and} \quad \Lambda^{k+1} = \Lambda^k + \frac{U^{k+1} - \tilde{U}^{k+1}}{2 \Delta \tau \Lambda^k}.
\]

Finally, we obtain \( U^M \) as an approximate value for the American put option price at time zero for different initial asset prices \( S(x_j), j = 0, \ldots, N \).

5 Stability and convergence analysis

In this section we analyze the stability and convergence of the fully discrete scheme (28)-(29) to price a European option in the case of a uniform grid in space and \( n = 3 \) points per stencil. Further, we choose as RBF the multiquadratic function

\[
\phi(|x - y|) = \sqrt{\epsilon^2 + |x - y|^2} \quad (32)
\]

where \( \epsilon \) is the shape parameter. For the collocation points we focus on the interior points \( x_1, \ldots, x_{N-1} \). We first construct the differential matrix \( D \) corresponding to the differential operator \( D \) (10) in this particular case and derive some properties. This differential matrix \( D \) is an \((N-1) \times (N-1)\)-submatrix of the matrix \( D \) corresponding to the interior points obtained by deleting the first and last row and columns in \( D \). The grid points in the \( x \)-direction are equidistant with step size \( h \) and each stencil centered around \( x_j \) contains also the interpolation points \( x_j - h \) and \( x_j + h \). We further consider the grid points to be stationary such that the stencil weights remain constant for all time-steps. The first order derivative of \( u(\tau_k, x) \) at \( x = x_j \) for \( j = 1, \ldots, N - 1 \) and \( k = 0, \ldots, M \), is approximated by

\[
\frac{\partial u}{\partial x}(\tau_k, x_j) \approx a_{j-1} u(\tau_k, x_j - h) + a_j u(\tau_k, x_j) + a_{j+1} u(\tau_k, x_j + h). \quad (33)
\]

Requiring that for the multiquadratic RBF function (32) it holds that

\[
\frac{\partial \phi}{\partial x}(|x_j - x^{(j)}|) = a_{j-1} \phi(|x_j - x^{(j)}|) + a_j \phi(|x_j - x^{(j)}|) + a_{j+1} \phi(|x_j - x^{(j)}|),
\]

for \( x^{(j)} = x_j - h, x^{(j)} = x_j \) and \( x^{(j)} = x_j + h \), we get a linear algebraic system in three unknowns \( a_{j-1}, a_j, a_{j+1} \) with solution, see [5],

\[
a_{j-1} = -a_{j+1} = -\frac{1}{4h} \sqrt{1 + \frac{4h^2}{\epsilon^2}}, \quad a_j = 0.
\]

When \( \epsilon \gg h \), we obtain by Taylor’s expansion and neglecting higher order terms, as in [5], that

\[
a_{j-1} = -a_{j+1} \approx -\frac{1}{2h} \left(1 + \frac{h^2}{2\epsilon^2}\right), \quad a_j = 0. \quad (34)
\]

Note that these coefficients are independent of \( j \) due to the equidistant grid points and only one linear system has to be solved. In what follows we denote

\[
a := \frac{1}{2h} \left(1 + \frac{h^2}{2\epsilon^2}\right). \quad (35)
\]

In a similar way we approximate the second order derivative of \( u(\tau_k, x) \) at \( x = x_j \) for \( j = 1, \ldots, N - 1 \) and \( k = 0, \ldots, M \), by

\[
\frac{\partial^2 u}{\partial x^2}(\tau_k, x_j) \approx b_{j-1} u(\tau_k, x_j - h) + b_j u(\tau_k, x_j) + b_{j+1} u(\tau_k, x_j + h). \quad (36)
\]
where the unknown coefficients $b_{j-1}$, $b_j$ and $b_{j+1}$ are solved from a linear system consisting of the equations 

$$\frac{\partial^2 \phi}{\partial x^2}(|x_j - x^{(j)}|) = b_{j-1} \phi(|x_j - h - x^{(j)}|) + b_j \phi(|x_j - x^{(j)}|) + b_{j+1} \phi(|x_j + h - x^{(j)}|),$$

for $x^{(j)} = x_j - h$, $x^{(j)} = x_j$ and $x^{(j)} = x_j + h$. The solution is given by, see [5],

$$b_{j-1} = b_{j+1} = \frac{2 \left( \frac{h^2}{x^2} + 2 \right) \sqrt{1 + \frac{4h^2}{x^2} + \frac{5h^2}{x^2} + \frac{2h^4}{x^4}}}{4h^2 \left( 1 + \frac{h^2}{x^2} \right)^{3/2}}, \quad b_j = -\frac{2 \left( \frac{h^2}{x^2} + 2 \right) \sqrt{1 + \frac{4h^2}{x^2} + \frac{3h^2}{x^2}}}{2h^2 \left( 1 + \frac{h^2}{x^2} \right)}.$$

When $\epsilon \gg h$, we can approximate these coefficients which are independent of $j$ respectively by, see again [5],

$$\hat{b} := \frac{1}{h^2} \left( 1 + \frac{h^2}{x^2} \right) (\epsilon > 0), \quad b := -\frac{2}{h^2} \left( 1 + \frac{h^2}{x^2} \right) = -2\hat{b} (\epsilon < 0). \quad (37)$$

Assuming that $\epsilon \gg h$, substitution of the first and second order derivative approximations (33) and (36) with coefficients (34)-(35) and (37) respectively in the expression (10) for the differential operator $D$ leads to the tridiagonal differential matrix

$$D = \alpha(x)D_{xx} + \beta(x)D_{x} - rI, \quad (38)$$

where

$$D_{xx} = \begin{pmatrix} b & \hat{b} & \hat{b} & \ldots & \hat{b} \\ \hat{b} & b & \hat{b} & \ldots & \hat{b} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \hat{b} & \hat{b} & b & \ldots & \hat{b} \\ \hat{b} & \hat{b} & \hat{b} & \ldots & b \end{pmatrix} \quad \text{and} \quad D_{x} = \begin{pmatrix} 0 & a & & & \\ -a & 0 & a & & \\ & -a & 0 & a & \\ & & -a & 0 & a \end{pmatrix} \quad (39)$$

and where $\alpha(x)$ and $\beta(x)$ are diagonal matrices defined by

$$\alpha(x) = \text{diag}(\alpha(x_1), \alpha(x_2), \ldots, \alpha(x_{N-1})), \quad \beta(x) = \text{diag}(\beta(x_1), \beta(x_2), \ldots, \beta(x_{N-1}))$$

with $\alpha(x)$ and $\beta(x)$ given in (11). Hence, the non-zero elements of the differentiation matrix are

$$D_{ii} = \alpha(x_i)b - r, \quad i = 1, 2, \ldots, N - 1 \quad (40)$$

$$D_{i+1,i} = \alpha(x_{i+1})\hat{b} - \beta(x_{i+1})a, \quad D_{i,i+1} = \alpha(x_i)\hat{b} + \beta(x_i)a, \quad i = 1, 2, \ldots, N - 2. \quad (41)$$

Since the entries of the matrix $D$ depend on the grid points through the functions $\alpha(\cdot)$ and $\beta(\cdot)$ in contrast to the differentiation matrix obtained in [26] or [41], we first show two lemmas and a main result that will allow us to adapt the consistency, stability and convergence results of [26] and [41] to our setting.

**Lemma 1.** The function $H(\cdot)$ defined on $[0, 1]$ by

$$H(x) = \frac{S'(x)}{S(x)}, \quad (42)$$

reaches a minimum and maximum given by

$$\min_{x \in [0, 1]} H(x) = \min (H(x^*), H(1)) = (c_1 - c_2)C_{\min} \quad (43)$$

$$\max_{x \in [0, 1]} H(x) = \max (H(0), H(1)) = (c_1 - c_2)C_{\max} \quad (44)$$

with $x^*$ a critical point of the function $H(\cdot)$ and

$$c_1 = \sinh^{-1}(\zeta(S_{\max} - K))(> 0), \quad c_2 = \sinh^{-1}(\zeta(S_{\min} - K))(< 0) \quad (45)$$

$$C_{\min} = \frac{1}{\zeta} \min \left\{ \frac{\zeta \cosh(c_1)}{\sqrt{1 + (K\zeta)^2}}, \frac{S_{\max}}{S_{\max}} \right\} \quad (46)$$

$$C_{\max} = \frac{1}{\zeta} \max \left\{ \frac{\cosh(c_2)}{S_{\min}}, \frac{\cosh(c_1)}{S_{\max}} \right\} \quad (47)$$

where $\zeta$ is the stretching parameter of the transformation (8).
Proof. For the asset price $S(x)$ (8) belonging to $[S_{\min}, S_{\max}]$ with $S_{\min} > 0$ we denote

$$S(x) := \frac{1}{\zeta} \sinh(c_1 x + c_2(1 - x)) + K > 0,$$

where

$$c_1 := \sinh^{-1}(\zeta((S_{\max} - K)) > 0, \quad c_2 := \sinh^{-1}(\zeta((S_{\min} - K)) < 0,$$

since $K \in [S_{\min}, S_{\max}]$ and we easily derive, noting that $c_1 - c_2 > 0$,

$$S'(x) = \frac{c_1 - c_2}{\zeta} \cosh(c_1 x + c_2(1 - x)) > 0 \quad \text{and} \quad S''(x) = \frac{(c_1 - c_2)^2}{\zeta} \sinh(c_1 x + c_2(1 - x)). \quad (48)$$

Then, the extremal values for $H(x)(> 0)$ solve $H'(x) = 0$, or equivalently solve $S''(x)S(x) - (S'(x))^2 = 0$. By substituting the first and second order derivatives (48) of $S(x)$ and using formula $\cosh^2 x - \sinh^2 x = 1$, we get

$$\sinh(c_1 x + c_2(1 - x)) = 1/(K\zeta) > 0$$

which provides the critical points of the function $H(\cdot)$ denoted $x^*$. The extremal values of $H(\cdot)$ are reached in such critical points or in the boundary points $x = 0$ or $x = 1$. The function values of $H(\cdot)$ in those points are

$$H(x^*) = \frac{S'(x^*)}{S(x^*)} = \frac{c_1 - c_2}{\sqrt{1 + \frac{1}{(K\zeta)^2}}} = \frac{c_1 - c_2}{\sqrt{1 + (K\zeta)^2}},$$

$$H(0) = \frac{S'(0)}{S(0)} = \frac{(c_1 - c_2)\cosh(c_2)}{S_{\min}\zeta},$$

$$H(1) = \frac{S'(1)}{S(1)} = \frac{(c_1 - c_2)\cosh(c_1)}{S_{\max}\zeta}.$$

Since $\cosh(c_2) > 1$ and $S_{\min} < K$, it holds that $H(0) > H(x^*)$, and we can conclude that $\min_{x \in [0,1]} H(x) = \min \{H(x^*), H(1)\}$ while $\max_{x \in [0,1]} H(x) = \max \{H(0), H(1)\}$. The results then follow by substituting the found expressions of the function values $H(0)$, $H(1)$ and $H(x^*)$.

Lemma 2. The functions $\alpha(\cdot)$ and $\beta(\cdot)$ defined in (11) are bounded over $[0, 1]$ as follows

$$0 < \alpha(x) \leq \frac{\sigma^2}{2(c_1 - c_2)^2C_{\min}^2} \quad |\beta(x)| \leq \frac{\sigma^2}{2(c_1 - c_2)^2C_{\min}^2} \left(\frac{2|r - q - \lambda\kappa|}{\sigma^2}C_{\min} + 1\right) \quad (49)$$

and, in addition,

$$|\frac{\beta(x)}{\alpha(x)}| \leq (c_1 - c_2) \left(\frac{2|r - q - \lambda\kappa|}{\sigma^2}C_{\max} + 1\right), \quad (50)$$

where $c_1, c_2, C_{\min}$ and $C_{\max}$ are defined in (45)-(47).

Proof. To bound the function $\alpha(\cdot)$ we note that we can express it in terms of the bounded function $H(\cdot)$ (42) that has minimal value (43),

$$0 < \alpha(x) = \frac{\sigma^2}{2} \frac{1}{H^2(x)} \leq \frac{\sigma^2}{2(c_1 - c_2)^2C_{\min}^2}. \quad (51)$$

Similarly we bound the function $\beta(\cdot)$ as follows

$$|\beta(x)| \leq |r - q - \lambda\kappa| \frac{1}{\min_{x \in [0,1]} H(x)} + \alpha(x) \max_{x \in [0,1]} \frac{|S''(x)|}{S'(x)}, \quad (52)$$

where from (48) we immediately find

$$\left|\frac{S''(x)}{S'(x)}\right| = (c_1 - c_2) \tanh(c_1 x + c_2(1 - x)) \leq c_1 - c_2, \quad (53)$$

which in combination with (43), (51) in (52) leads to the requested bound for $\beta(\cdot)$ in (49). Dividing the expression of $\beta(x)$ by the one of $\alpha(x)$ in (11) and recalling (42) we obtain

$$\left|\frac{\beta(x)}{\alpha(x)}\right| \leq \frac{2|r - q - \lambda\kappa|}{\sigma^2} \max_{x \in [0,1]} H(x) + \max_{x \in [0,1]} \frac{|S''(x)|}{S'(x)}. \quad (54)$$

Substituting (44) and the upperbound (53) we easily arrive at the bound (50).
Theorem 1. The tridiagonal matrices \(-D\) (38) and \(-D + \lambda I\) are nonsingular M-matrices if

\[
\frac{|r - q - \lambda \kappa|}{\sigma^2} \leq \frac{1}{2C_{\text{max}}} \left( \frac{2}{h(c_1 - c_2)} \left( 1 + \frac{h^2}{2\epsilon^2 + h^2} \right) - 1 \right),
\]

where \(\epsilon\) is the shape parameter in the RBF function (32) (with \(\epsilon \gg h\)) and \(c_1, c_2\) and \(C_{\text{max}}\) are defined in (45) and (47).

Proof. We derive a sufficient condition for the matrix \(-D\) to be a nonsingular M-matrix by its characterization \(N_{39}\) in the survey paper [36], namely the diagonal entries of \(-D\) are positive real numbers, the off-diagonal entries are real and nonpositive, and the matrix \(-D\) is strictly diagonally dominant. Since the matrix \(-D + \lambda I\) has the same off-diagonal elements, we only have to check that its diagonal elements are positive real numbers and that the matrix is strictly diagonally dominant.

Since \(r, \lambda\) and \(\alpha(x_i)\) for all \(i = 1, 2, \ldots, N - 1\) are positive, and \(b\) (37) is negative, we find for (40) that \(-D_{ii} = r - \alpha(x_i)b > 0\) and \((-D + \lambda I)_{ii} = (r + \lambda) - \alpha(x_i)b > 0\). For the off-diagonal entries of matrix \(-D\), we should prove according to (41) that

\[
\beta(x_{i+1})a - \alpha(x_{i+1})b \leq 0 \quad \text{and} \quad -\beta(x_i)a - \alpha(x_i)b \leq 0, \quad i = 1, 2, \ldots, N - 2.
\]

Since the grid points \(x_i\) vary with the step size \(h\) we will prove these inequalities for all \(x \in [0, 1]\), which can be combined as

\[
-\alpha(x)b \leq \beta(x)a \leq \alpha(x)b \quad \Leftrightarrow \quad \frac{|\beta(x)|}{\alpha(x)} \leq \frac{b}{a} = \frac{2}{h} \left( 1 + \frac{h^2}{2\epsilon^2 + h^2} \right),
\]

where we also used (35) and (37) in the last equality. In view of the bound (50), the latter inequality will be satisfied when

\[
\frac{|\beta(x)|}{\alpha(x)} \leq (c_1 - c_2) \left( \frac{2|r - q - \lambda \kappa|}{\sigma^2} C_{\text{max}} + 1 \right) \leq \frac{2}{h} \left( 1 + \frac{h^2}{2\epsilon^2 + h^2} \right),
\]

which is the case under condition (54), and this completes the first part of the proof.

To prove that the matrix \(-D\) is strictly diagonally dominant it is sufficient to show that the sum of all entries in each row is positive since the diagonal entries of \(-D\) are positive and the off-diagonal entries under condition (54) are nonpositive. Equivalently, we can prove that the sum of all nonzero entries of \(D\) in each row is negative. Starting with the first and the last row of \(D\), we must show that \(\alpha(x_1)(b + \hat{b}) + \beta(x_1)a - r < 0\) and \(\alpha(x_{N-1})(b + \hat{b}) - \beta(x_{N-1})a - r < 0\). From (37) we know that \(2\hat{b} + b = 0\). Putting \(\hat{b} + b = -b\) and using (55), we get the desired result. For the rows 2 up to \(N - 2\) of \(D\) the sum of the nonzero entries (41) equals

\[
2\alpha(x_1)b + \alpha(x_1)b - r = \alpha(x_1)(2\hat{b} + b) - r = -r < 0,
\]

where we used again that \(2\hat{b} + b = 0\) and \(r > 0\). This completes the proof of strictly diagonal dominance for \(-D\).

The matrix \(-D + \lambda I\) will be a fortiori strictly diagonally dominant since a positive \(\lambda\) is added to a positive sum of the row elements.

Remark 1. In the limit for \(h\) tending to zero the upper bound in (54) will tend to infinity. Hence, condition (54) in Theorem 1 is not too restrictive. For a fixed value of the shape parameter \(\epsilon\) it is sufficient to choose the step size \(h(\ll \epsilon)\) small enough.

5.1 Stability analysis cf. [41]

In [41] a stability analysis is carried out based on a linear test problem. Under Merton’s and Kou’s model the IMEX-midpoint scheme (29) combined with a spatial discretization is found to be conditionally stable for \(\lambda \Delta \tau < 1\) when a quadrature with positive weights is used for the integral term and if the eigenvalues of the differential matrix \(D\) are real and nonpositive, see [41, Corollary 1]. Since the matrix \(-D\) in the present setting is tridiagonal and an M-matrix under condition (54), it is similar to a real symmetric tridiagonal matrix and hence all its eigenvalues are real and positive (see [36, Characterization C5]). In view of (27) we can conclude the following stability result.

Corollary 1. If the model parameters satisfy (54) then the discretization scheme (31) with the differential matrix \(D\) as in (38) applied to a linear test problem is conditionally stable for \(\lambda \Delta \tau < 1\).
5.2 Consistency, stability and convergence analysis cf. [26]

In this section we adapt the consistency, stability and convergence study of [26] to our setting where we recall that the main difference is that the entries in the differentiation matrix (38) depend on the grid points while in [26] those are constants.

We introduce some additional notations as in [26]. We consider the discrete operators $D_h$, $I_h$ and $L_h$ as approximations to the operators $D$, $I$ and $L$ and defined by
\[
D_h u(\tau_k, x_j) = \alpha(x_j) \left( u(\tau_k, x_{j+1}) - 2u(\tau_k, x_j) + u(\tau_k, x_{j-1}) \right) + \beta(x_j) \epsilon u(\tau_k, x_j) - r u(\tau_k, x_j)
\]
\[
I_h u(\tau_k, x_j) = \lambda \frac{h}{2} \sum_{i=0}^{N} \omega_i F_i(x_j) u(\tau_k, x_i) + R(\tau_k, x_j)
\]
\[
L_h u(\tau_k, x_j) = (D_h - \lambda \frac{h}{2}) u(\tau_{k+1}, x_j) + u(\tau_{k-1}, x_j) + I_h u(\tau_k, x_j)
\]
with $(\tau_k, x_j) \in (0, T] \times (0, 1)$ and where we used (24)-(27), (37), (40)-(41).

**Theorem 2 (consistency).** Let $u \in C^\infty([0, T] \times [0, 1])$ satisfy the boundary and initial conditions (13)-(14). For a sufficiently small time step $\Delta \tau$ and a sufficiently small grid step size $h$, it holds that
\[
\frac{\partial u}{\partial \tau}(\tau_k, x_j) - L_h u(\tau_k, x_j) - \left( \frac{u(\tau_{k+1}, x_j) - u(\tau_{k-1}, x_j)}{2 \Delta \tau} - L_h u(\tau_k, x_j) \right) = O((\Delta \tau)^2 + h^2 + h^2 \epsilon^2)
\]
\[1 \leq k \leq M - 1 \]
where $(\tau_k, x_j) \in (0, T] \times (0, 1)$ and $\epsilon$ is the shape parameter in the RBF function (32) (with $\epsilon \gg h$).

**Proof.** The proof follows the same steps as the proof of [26, Theorem 6.1]. We will only discuss in detail the steps that differ. As can be seen from section 4.2 the error for approximating the integral operator originates from the error of applying the trapezoidal rule leading to
\[
I_h u(\tau_k, x_j) - I_h u(\tau_k, x_j) = O(h^2).
\]

The error for the approximation of the first-order derivative in time is by Taylor’s expansion $O((\Delta \tau)^2)$ for $1 \leq k \leq M - 1$. Also the interpolation error formula in time for the first and second order partial derivative with respect to $x$ is $O((\Delta \tau)^2)$. The errors originating from the RBF-FD approximation to the first and second order partial derivatives with respect to $x$ are derived in [5], providing
\[
\frac{\partial u}{\partial x}(\tau_k, x_j) - a(u(\tau_k, x_{j+1}) - u(\tau_k, x_{j-1})) = O(h^2 + \frac{h^2}{\epsilon^2}),
\]
\[
\frac{\partial^2 u}{\partial x^2}(\tau_k, x_j) - b(u(\tau_k, x_{j+1}) - 2u(\tau_k, x_j) + u(\tau_k, x_{j-1})) = O(h^2 + \frac{h^2}{\epsilon^2}).
\]

Combining these errors as in [26] and noting that the functions $\alpha(\cdot)$ and $\beta(\cdot)$ are bounded over $[0, 1]$ by constants independent of $h$ and of $\Delta \tau$, see (49), we obtain that the differential operator $D$ is approximated by the discrete operator $D_h$ with the error at each mesh point $(\tau_k, x_j)$
\[
D u(\tau_k, x_j) - D_h \left( \frac{u(\tau_{k+1}, x_j) + u(\tau_{k-1}, x_j)}{2} \right) = O((\Delta \tau)^2 + h^2 + \frac{h^2}{\epsilon^2}).
\]

In addition we need the following interpolation error when $1 \leq k \leq M - 1$
\[
\left| u(\tau_k, x_j) - \frac{1}{2} (u(\tau_{k+1}, x_j) + u(\tau_{k-1}, x_j)) \right| \leq \frac{(\Delta \tau)^2}{2} \sup_{\tau \in [\tau_{k-1}, \tau_{k+1}]} \left| \frac{\partial^2 u}{\partial \tau^2}(\tau, x_j) \right|
\]

to finally arrive at the stated error. □

**Theorem 3 (stability).** The RBF-FD scheme (28)-(29) is stable in the sense of the von Neumann analysis if $\lambda \Delta \tau \leq 1/2$. 
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Proof. This proof follows the same lines as the proof of [26, Theorem 6.3] and the stability is proved by using [44, Theorem 4.2.2].

For a fixed time step \( k, 1 \leq k \leq M - 1 \), the \( j \)th equation in the scheme (29) can be expressed in terms of the introduced discrete operators as follows

\[
\frac{U_j^{k+1} - U_j^{k-1}}{2\Delta \tau} = (D_h - \lambda) \frac{U_j^{k+1} + U_j^{k-1}}{2} + I_h U_j^{k}.
\]

Multiplying both sides by \( 2\Delta \tau \), neglecting the last term \( R(\tau_k, x_j) \) which does not contain \( U_j^k \), substituting \( g^k e^{ij\theta} \) for \( U_j^k \) and dividing both sides of the resulting relation by \( g^{k-1} e^{ij\theta} \), we obtain the amplification polynomial in the von Neumann analysis defined by

\[
\Phi(\theta, \Delta \tau, h) = \beta_2 g^2 - 2\beta_1 g - \beta_0,
\]

where the coefficients depend on the grid points \( x_j \) and are given by

\[
\beta_2(x_j) = 1 + \Delta \tau \left( 2\alpha(x_j) b(1 - \cos \theta) + (r + \lambda) \right) - i2\Delta \tau \beta(x_j)a \sin \theta,
\]

\[
\beta_1(x_j) = \lambda \Delta \tau \left( \frac{h}{2} \sum_{n=1}^{N-1} \omega_n F_n(x_j) e^{i(n-j)\theta} \right),
\]

\[
\beta_0(x_j) = 1 - \Delta \tau \left( 2\alpha(x_j) b(1 - \cos \theta) + (r + \lambda) \right) + i2\Delta \tau \beta(x_j) a \sin \theta.
\]

Since the function \( \alpha(\cdot) \) is strictly positive over \([0, 1]\), see (49), and \( b > 0 \) (37) it is clear that \( |\beta_2(x_j)| > 1 \) and \( |\beta_0(x_j)/\beta_2(x_j)| < 1 \) for \( j = 1, \ldots, N - 1 \). Further, since we are dealing with a density function it holds that \( |\beta_1(x_j)| \leq \lambda \Delta \tau \). Thus, we have (when omitting the dependence on \( x_j \) to simplify the notations)

\[
|g| = \left| \frac{\beta_1 \pm \sqrt{\beta_1^2 - 4\beta_2 \beta_0}}{2\beta_2} \right| \leq 2 \left| \frac{\beta_1}{\beta_2} \right| + \left| \frac{\beta_0}{\beta_2} \right|^{1/2} \leq 1 + 2\lambda \Delta \tau,
\]

which proves (a) in [44, Theorem 4.2.2]. To prove [44, Theorem 4.2.2 (b)] we note that the sum of the roots \( g_1 \) and \( g_2 \) of \( \Phi(\theta, \Delta \tau, h) \) satisfies

\[
|g_1 + g_2| = 2|\beta_1/\beta_2| \leq 2\lambda \Delta \tau,
\]

and hence if \( |g_1| \) is larger than 1, then

\[
|g_2 - g_1| \geq 2|g_1| - |g_1 + g_2| \geq 2 - 2\lambda \Delta \tau \geq 1
\]

holds when \( \lambda \Delta \tau \leq 1/2 \).

To prove the global convergence of the scheme we introduce the error vectors at time level \( k, 1 \leq k \leq M \),

\[
\xi^k := [\xi_1^k \xi_2^k \cdots \xi_{N-1}^k]^\top \quad \text{with} \quad \xi_j^k = u(\tau_k, x_j) - U_j^k, \quad j = 1, \ldots, N - 1.
\]

The boundary errors \( \xi_1^k \) and \( \xi_{N-1}^k \) are zero by the imposed boundary conditions in section 4.4.

We further define the following vector norms. Let \( \mathbb{R}^N \) be the space of column vectors of dimension \( N \) with real entries. For a given column vector \( x = [x_1 \ x_2 \cdots \ x_N]^\top \in \mathbb{R}^N \) we introduce two discrete vector norms \( \| \cdot \|_{\ell^2} \) and \( \| \cdot \|_{\ell^\infty} \) defined by

\[
\|x\|_{\ell^2} = \left( \sum_{j=1}^{N} x_j^2 \right)^{1/2}, \quad \|x\|_{\ell^\infty} = \max_{1 \leq j \leq N} |x_j|,
\]

and two induced matrix norms \( \|A\|_2 \) and \( \|A\|_\infty \) defined by

\[
\|A\|_2 = \max_{x \neq 0} \frac{\|Ax\|_{\ell^2}}{\|x\|_{\ell^2}}, \quad \|A\|_\infty = \max_{x \neq 0} \frac{\|Ax\|_{\ell^\infty}}{\|x\|_{\ell^\infty}} = \max_{i} \left( \sum_{j=1}^{N} |a_{ij}| \right).
\]
Theorem 4 (convergence). Let \( u \in C^\infty((0, T] \times [0, 1]) \) be the solution to the initial-valued PIDE in (9)-(14) and let \( U^k \) be the solution to the RBF-FD approximation in (28)-(29). Assume that \( B + B^T \) is positive semi-definite with \( B = -2(D - \lambda I) \). If \( \Delta \tau \) and \( h \) are sufficiently small and condition (54) is satisfied, then there exists a positive constant \( C \) independent of \( \Delta \tau \) and \( h \) such that for \( 1 \leq k \leq M - 1 \)

\[
||\xi^k||_2 \leq C((\Delta \tau)^2 + h^2 + \frac{h^2}{\epsilon^2}),
\]

where \( \epsilon \) is the shape parameter in the RBF function (32) (with \( \epsilon \gg h \)).

Proof. This proof follows the same lines as the one of [26, Theorem 6.5]. Therefore we will only indicate how that reasoning can be applied to our setting and point out the differences. We start by rewriting (29) as

\[
(I - \Delta \tau(D - \lambda I))U^{k+1} = (I + \Delta \tau(D - \lambda I))U^{k-1} + 2\lambda \Delta \tau JU^k + 2\lambda \Delta \tau R^k,
\]

for \( 1 \leq k \leq M - 1 \), with the matrices \( J \) and \( R^k \) defined in that subsection. Combination with Theorem 2 and the boundary conditions provides in matrix form the following recursion for the error vector

\[
(I + \frac{\Delta \tau}{2}B)\xi^{k+1} = (I - \frac{\Delta \tau}{2}B)\xi^{k-1} + 2\lambda \Delta \tau J\xi^k + d,
\]

where \( I \) is the identity matrix of order \( N - 1 \), \( J = \left( \frac{\Delta \tau}{2} \omega_j F_j(x_i) \right)_{1 \leq i, j \leq N - 1} \) is a submatrix of \( J \),

\[
B = -2(D - \lambda I) \quad \text{and} \quad d = [d_1 \ d_2 \ \cdots \ d_{N-1}]^T \quad \text{with} \ d_j = \Delta \tau O((\Delta \tau)^2 + h^2 + \frac{h^2}{\epsilon^2}).
\]

For a sufficiently small space step size \( h \), it was proven in Theorem 1 that \( -(D - \lambda I) \), and hence for a positive \( \Delta \tau \) also \( -2\Delta \tau(D - \lambda I) \), is a nonsingular M-matrix. Characterization \( C_{10} \) in [36] guarantees that \( (I + \frac{\Delta \tau}{2}B) \) is nonsingular and its inverse exists. Further, the symmetric matrix \( B + B^T \) is positive semi-definite by assumption and the estimates [26, (6.22)] and [26, (6.23)] also hold in that case, namely

\[
\left\| \left( I + \frac{\Delta \tau}{2}B \right)^{-1} \left( I - \frac{\Delta \tau}{2}B \right) \right\|_2 \leq 1, \quad \left\| \left( I + \frac{\Delta \tau}{2}B \right)^{-1} \right\|_2 \leq 1.
\]

As a next step we show that for some constant \( c(>0) \) independent of \( \Delta \tau \) and \( h \)

\[
\left\| \left( I + \frac{\Delta \tau}{2}B \right)^{-1} J \right\|_2 \leq c.
\]

Hereto we cannot follow the approach of [26] since our matrix \( J \) is not a Toeplitz matrix. We proceed as follows, using (62),

\[
\left\| \left( I + \frac{\Delta \tau}{2}B \right)^{-1} J \right\|_2 \leq \|J\|_2 \leq \sqrt{\|J^TJ\|_\infty}
\]

\[
= \sqrt{\|J^T\mathbf{H}^{-1}J\|_\infty}
\]

\[
\leq \sqrt{\|J^T\mathbf{H}\|_\infty \|\mathbf{H}^{-1}\|_\infty} \|J\|_\infty,
\]

where

\[
\mathbf{H} := \text{diag}(H(x_1), H(x_2), \ldots, H(x_{N-1})�)
\]

Invoking the definition (42) of function \( H(\cdot) \) and of the infinity norm (59) and using (43) we find

\[
\|\mathbf{H}^{-1}\|_\infty = \max_{1 \leq t \leq N-1} |(H(x_t))^{-1}| = \left( \min_{1 \leq t \leq N-1} |H(x_t)| \right)^{-1} \leq \left( \min_{x \in [0,1]} |H(x)| \right)^{-1} = ((c_1-c_2)c_{\min})^{-1},
\]
with $c_1$, $c_2$ and $C_{\min}$ given by (45)-(46).

Next, we derive a bound for
\[
\|J^T H\|_\infty = \max_{1 \leq i \leq N-1} \frac{\Delta z}{2} \omega_i \sum_{j=1}^{N-1} F_i(x_j) H(x_j),
\]
where, recalling the definition of $F_i(x_j)$,
\[
\sum_{j=1}^{N-1} F_i(x_j) H(x_j) = \sum_{j=1}^{N-1} f \left( \frac{S(z_i)}{S(x_j)} \right) S'(z_i) \frac{S'(x_j)}{S(x_j)} = S'(z_i) \sum_{j=1}^{N} f \left( \frac{S(z_i)}{S(x_j)} \right) \frac{S'(x_j)}{(S(x_j))^2}.
\]

Then, taking into account that $f(\cdot)$ is a density function, that $S'(x)$ (48) is positive and adding the terms with the integration boundary points and applying the substitution $y := S(z_i)/S(x)$ we find
\[
\frac{\Delta x}{2} \sum_{j=1}^{N-1} \omega_j f \left( \frac{S(z_i)}{S(x_j)} \right) S'(x_j)^2 \leq - \int_0^1 f \left( \frac{S(z_i)}{S(x)} \right) \left( - \frac{S'(x)}{(S(x))^2} \right) dx = \frac{1}{S(z_i)} \int_{\frac{S(z_i)}{S_{\max}}}^{\frac{S(z_i)}{S_{\min}}} f(y) dy \leq \frac{1}{S(z_i)} \int_0^\infty f(y) dy = \frac{1}{S(z_i)}.
\]

Since $\Delta z = \Delta x = h$ and $\omega_i = \omega_j = 2$ for $1 \leq i, j \leq N - 1$, combination of the estimates above leads to
\[
\frac{\Delta x}{2} \sum_{j=1}^{N-1} \omega_j f \left( \frac{S(z_i)}{S(x_j)} \right) H(x_j) = \frac{h}{2} \sum_{j=1}^{N-1} \omega_j F_i(x_j) H(x_j) \leq S'(z_i) \frac{S(z_i)}{S(z_i)} = H(z_i),
\]
and by using (44)
\[
\|J^T H\|_\infty \leq \max_{1 \leq i \leq N-1} H(z_i) = \|H\|_\infty \leq (c_1 - c_2) C_{\max}.
\]

Finally, substituting the estimations (65) and (66) in (64) and since $\|J\|_\infty \leq 1$, we get the required estimate (63) with $e = \sqrt{C_{\max}/C_{\min}}$ where $C_{\min}$ and $C_{\max}$ are independent of $\Delta \tau$ and $h$ as can be seen from (46)-(47).

Hence, we obtain from (61) a recursion for the error vector in the discrete vector norm
\[
\|\xi^{k+1}\|_{\ell^2} \leq \|\xi^{k-1}\|_{\ell^2} + 2c\lambda \Delta \tau \|\xi^{k}\|_{\ell^2} + \|d\|_{\ell^2}.
\]

Applying [26, Lemma 6.4] with initial condition $\|\xi^0\|_{\ell^2} = 0$, we get
\[
\|\xi^{k+1}\|_{\ell^2} \leq (1 + 2c\lambda \Delta \tau)^k \|\xi^{k}\|_{\ell^2} + \|d\|_{\ell^2} \sum_{j=0}^{k-1} (1 + 2c\lambda \Delta \tau)^j \leq e^{2c\lambda \Delta T} \|\xi^1\|_{\ell^2} + \frac{e^{2c\lambda \Delta T} - 1}{2c\lambda \Delta \tau} \|d\|_{\ell^2},
\]
where $\|\xi^1\|_{\ell^2} = \Delta \tau O(\Delta \tau + h^2 + h^2/\epsilon^2)$ and $\|d\|_{\ell^2} \leq \Delta \tau O((\Delta \tau)^2 + h^2 + h^2/\epsilon^2)$, hence providing the stated result (60).

\[\square\]

**Remark 2.** The positive semi-definiteness of the matrix $B + B^\top$ will be tested in the numerical experiments by checking whether $\mu_{\min}(B + B^\top) \geq 0$, implying that all eigenvalues of $B + B^\top$ are positive. For all the parameter cases that we study in section 7, we even found that all eigenvalues of $B + B^\top$ are strictly positive. It is possible to derive a relation in terms of first and second order derivatives of the functions $\alpha$ and $\beta$ in (11) that implies the positive (semi-)definiteness. However, this involved condition has also to be tested numerically for the different parameter cases while the computation of the minimal eigenvalue of $B + B^\top$ is immediate in MATLAB.

### 6 Greeks

In the numerical experiments we will also compute the option Greeks Delta and Gamma which are important for hedging the option. Delta measures the sensitivity of the option price to a fluctuation in the underlying asset price.
while Gamma is the speed at which the Delta changes with respect to this movement. They are defined as \( \Delta = \frac{\partial V}{\partial S} \) and \( \Gamma = \frac{\partial^2 V}{\partial S^2} \) respectively, where by the chain rule we get

\[
\Delta = \frac{\partial V}{\partial S}(\tau, S(x)) = \frac{\partial u}{\partial x}(\tau, x) \frac{dx}{dS} = \frac{1}{S'(x)} \frac{\partial u}{\partial x}(\tau, x),
\]

\[
\Gamma = \frac{\partial^2 V}{\partial S^2}(\tau, S(x)) = \frac{\partial \Delta}{\partial S} = \frac{1}{(S'(x))^2} \frac{\partial^2 u}{\partial x^2}(\tau, x) - \frac{1}{(S'(x))^3} S''(x) \frac{\partial u}{\partial x}(\tau, x).
\]

At the time level \( \tau_M \) we need to compute the \( \Delta \) and \( \Gamma \) functions at the grid points \( S_0, S_1, \ldots, S_N \) corresponding to grid points in the set \( X = \{x_0, x_1, \ldots, x_N\} \). By means of the differential matrices \( D_x \) and \( D_{xx} \) of order \( N + 1 \), (39), we derive the following approximations for \( \Delta \) and \( \Gamma \),

\[
\Delta^M = \frac{1}{S'(x)} D_x U^M
\]

\[
\Gamma^M = \left( \frac{1}{S'(x)} \right)^2 D_{xx} U^M - \left( \frac{1}{S'(x)} \right)^3 S''(x) D_x U^M
\]

with \( U^M \) the solution to the fully discretized problem (28)-(29) in the European option case and (30)-(31) in the American option case, and with notations

\[
\left( \frac{1}{S'(x)} \right)^\ell := \text{diag}\left( \frac{1}{S'(x_0)}^\ell, \frac{1}{S'(x_1)}^\ell, \ldots, \frac{1}{S'(x_N)}^\ell \right), \quad \ell = 1, 2, 3,
\]

\[
S''(x) := \text{diag}(S''(x_0), S''(x_1), \ldots, S''(x_N)),
\]

where \( S'(x) \) and \( S''(x) \) are given in (48).

### 7 Numerical Results

In this section, we report on the performance of our proposed method to price European and American options under the Merton model and the Kou model by carrying out several numerical simulations on a PC Laptop with an Intel(R) 3.6 GHz Core i3 processor. The software programs are written in MATLAB.

The \( N + 1 \) collocation points \( x_j, j = 0, \ldots, N \) in the spatial discretization are chosen to be uniform in the interval \([0, 1]\). The corresponding values (8) for \( S \) are more concentrated around the strike price \( K \) as can be seen in Figure 1.
Although the proposed scheme works for all radial basis functions from Table 1 we choose the multiquadric radial basis function (32) for all the numerical experiments. The accuracy of RBF-methods where the differentiation matrix contains the differentiations of the shape function highly depends upon the shape parameter $\epsilon$ of the basis functions, which is responsible for the flatness of the functions. For smooth problems, the best accuracy is typically achieved when $\epsilon$ is small, but then the condition number of the linear system becomes very large. In [19] they show the error convergence according to the variation of the shape parameter. In the RBF-FD method the shape parameter enters the weights in the approximation of the derivatives as can be seen in (35) and (37). In [23] a different shape parameter is chosen for each case that is studied in the numerical simulations. It turns out that our proposed RBF-FD method is rather robust with respect to the shape parameter in the sense that we can use a fixed value for $\epsilon$ for all cases in our numerical study. Hereto, we try to find the best compromise for the size of $\epsilon$ by means of the root mean square (RMS) error defined by

$$\text{RMS error} = \sqrt{\frac{1}{3} \sum_{j=1}^{3} (U_{j}^{M} - V(0, S_j))^2},$$

(68)

where $U_{j}^{M}$ is an RBF-FD based approximation from section 4.3 or section 4.4 for the exact option price $V(0, S_j)$ with $S_j \in \{90, 100, 110\}$. For European options the exact prices $V(0, S_j), j = 1, 2, 3$, are available and presented in Table 5. For American options the exact prices are not available and we use the reference values from Table 5 to evaluate this RMS error. For both European and American options, we compute an RBF-FD solution $U_{j}^{M}$ with $N = 256$ and $M = 128$. Figure 2 displays the dependence of this root mean square error on the size of the shape parameter for European and American options for some common test examples. We derive from it that $\epsilon = 1$ is a good choice for our numerical experiments. In what follows we fix $\epsilon$ on this value, thus we work with the multiquadric radial basis function $\phi(|x-y|) = \sqrt{1 + |x-y|^2}$.

7.1 Convergence rate for European and American option prices under Merton and Kou model

We will study numerically the convergence rate of the proposed method using the root mean square error as defined in (68). The jump distribution parameters are not changed between experiments and are given in Table 2. The shape parameter $\epsilon$ in the RBF is fixed on 1 as motivated above. 

In the numerical experiments we use reference prices for the two parameter sets from Table 3 as the exact prices in (68). The first parameter set is as reported in [1] while the second one is taken from [40, 37]. In Table 4 we list for which maximal value $h$ and minimal value $N = 1/h$ condition (54) is satisfied for the different models. The reference prices are listed in Table 5. As already mentioned, the European call and put option prices
can be computed exactly using the analytical formula in [30] for the Merton model and in [25] for the Kou model. For the American put option prices we will use results from the literature as benchmark values. For the Merton model the reference prices with the first set of parameters are taken from [13] which were also used as reference values in e.g. [27, 40, 9, 23, 37] while those with the second set of parameters are as in [40, 37]. For the Kou model and the first parameter set we consider the prices reported in [45] and used in e.g. [39, 27, 40, 23, 37]. Reference American put option prices under the Kou model with the second parameter set are again taken from [40, 37].

Table 2: Jump distribution parameters

<table>
<thead>
<tr>
<th></th>
<th>$\mu$</th>
<th>$\gamma$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Merton</td>
<td>-0.9</td>
<td>0.45</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kou</td>
<td>3.0465</td>
<td>3.0775</td>
<td>0.3445</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Model parameters and data

<table>
<thead>
<tr>
<th></th>
<th>$\sigma$</th>
<th>$r$</th>
<th>$q$</th>
<th>$T$</th>
<th>$K$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>parameter set 1</td>
<td>0.15</td>
<td>0.05</td>
<td>0</td>
<td>0.25</td>
<td>100</td>
<td>0.1</td>
</tr>
<tr>
<td>parameter set 2</td>
<td>0.1</td>
<td>0.1</td>
<td>0</td>
<td>1</td>
<td>100</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 4: Maximal value for $h$ and minimal value $N$ so that condition (54) is satisfied

Figure 3: European put option for parameter set 1. Left: Error convergence in time using 512 nodal points. Right: Error convergence in space using 512 time discretization steps.

From Figures 3-4 we may conclude that for both European and American put option prices and in both jump-diffusion models for different parameter sets the proposed method is second order in time and space. This is in accordance with the result in Theorem 4.
Table 5: Reference prices used in numerical experiments

<table>
<thead>
<tr>
<th>Model, type</th>
<th>S = 90</th>
<th>S = 100</th>
<th>S = 110</th>
</tr>
</thead>
<tbody>
<tr>
<td>Merton, European call</td>
<td>0.527638</td>
<td>4.391246</td>
<td>12.643406</td>
</tr>
<tr>
<td>Merton, European put</td>
<td>9.285418</td>
<td>3.149026</td>
<td>1.401186</td>
</tr>
<tr>
<td>Merton, American put</td>
<td>10.003822</td>
<td>3.241251</td>
<td>1.419803</td>
</tr>
<tr>
<td>Kou, European call</td>
<td>0.672677</td>
<td>3.973479</td>
<td>11.794583</td>
</tr>
<tr>
<td>Kou, European put</td>
<td>9.430457</td>
<td>2.731259</td>
<td>0.552363</td>
</tr>
<tr>
<td>Kou, American put</td>
<td>10.005071</td>
<td>2.807879</td>
<td>0.561876</td>
</tr>
</tbody>
</table>

Parameter set 2

- Merton, American put: 19.948906, 18.246332, 16.666925
- Kou, American put: 10.698208, 6.417275, 4.624099

Figure 4: American put option for parameter set 1 respectively parameter set 2. Left: Error convergence in time using 512 nodal points. Right: Error convergence in space using 512 time discretization steps.

7.2 Comparison to other methods

The goal of this section is to compare the accuracy and efficiency of the proposed method to other schemes in the literature. Standard we will report in the tables the absolute error between the computed option price and the reference price unless otherwise stated. In the numerical experiments we will use some other parameter sets than those in Table 3, see Table 6.

Comparison to other RBF-methods for European option prices under the Merton model

In [38] a numerical test is carried out to compare the radial basis function scheme based on differential quadrature (RBF-DQ) against a traditional finite difference (FD) approximation of the pricing PIDE. We do the same test with our proposed RBF-FD method. Recall that the RBF-DQ method leads to a full differentiation matrix since the RBFs are evaluated at all spatial discretization nodes while the RBF-FD method results in a sparse differentiation matrix. All three schemes put \( N = 512 \) for the spatial nodes and evaluate an European call option price under the Merton model.
model with $\mu = 0$ and $\gamma = 0.35$ and with the other parameters as in parameter set 3. To implement the RBF-FD method we further choose $M = 400$ for the number of time steps. The exact prices are computed using the analytical formula in [30] for pricing European options. The reported absolute errors for the RBF-DQ and FD method are taken from [38, Table 4]. The results in Table 7 indicate that RBF-FD approximate option prices are in general more accurate than those computed by the RBF-DQ or the FD method. In particular for at-the-money and out-of-the-money option prices the RBF-FD method is much more accurate for this example.

<table>
<thead>
<tr>
<th>$S$</th>
<th>RBF-DQ</th>
<th>FD</th>
<th>RBF-FD</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.000553</td>
<td>1.39e-4</td>
<td>1.14e-4</td>
<td>1.05e-6</td>
</tr>
<tr>
<td>0.50</td>
<td>0.021135</td>
<td>1.72e-6</td>
<td>1.36e-6</td>
<td>4.43e-6</td>
</tr>
<tr>
<td>0.75</td>
<td>0.120108</td>
<td>4.08e-6</td>
<td>3.69e-5</td>
<td>3.73e-5</td>
</tr>
<tr>
<td>1.00</td>
<td>0.301392</td>
<td>2.67e-5</td>
<td>2.06e-4</td>
<td>3.41e-6</td>
</tr>
<tr>
<td>1.25</td>
<td>0.525354</td>
<td>9.82e-5</td>
<td>7.15e-4</td>
<td>2.38e-8</td>
</tr>
<tr>
<td>1.50</td>
<td>0.765832</td>
<td>2.73e-4</td>
<td>1.93e-3</td>
<td>1.16e-7</td>
</tr>
<tr>
<td>1.75</td>
<td>1.012184</td>
<td>6.40e-4</td>
<td>4.40e-3</td>
<td>2.82e-7</td>
</tr>
</tbody>
</table>

Further, we show how fast and efficient our method performs in comparison to other RBF methods in literature. In particular we compare our RBF-FD method to the RBF method in [8] and again the RBF-DQ method. We consider parameter set 4. The corresponding exact European put price under the Merton model with $\mu = 0$, $\gamma = 0.5$ is 0.12299068 for $S = K = 1$ and is computed using the analytical formula from [30]. The absolute errors at $S = K = 1$ are reported in Table 8. For these computations, we fix $M = 1080$ as the number of time steps but let the number of grid points $N$ vary. Table 6 of [38] reports CPU times of the order of seconds for the RBF method in [8] and for the RBF-DQ method. Comparing those to the CPU times for our RBF-FD method listed in Table 8 which are of the order of milliseconds, we may conclude that the RBF-FD method is efficient and fast.

<table>
<thead>
<tr>
<th>$N$</th>
<th>RBF-DQ</th>
<th>FD</th>
<th>RBF-FD</th>
<th>CPU (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact price</td>
<td></td>
<td></td>
<td></td>
<td>0.12299068</td>
</tr>
<tr>
<td>80</td>
<td>8.30e-4</td>
<td>6.22e-5</td>
<td>3.7861e-5</td>
<td>0.123039401</td>
</tr>
<tr>
<td>160</td>
<td>2.03e-4</td>
<td>1.51e-5</td>
<td>5.7673e-6</td>
<td>0.123003307</td>
</tr>
<tr>
<td>320</td>
<td>5.03e-5</td>
<td>3.61e-6</td>
<td>2.4174e-6</td>
<td>0.122993400</td>
</tr>
<tr>
<td>640</td>
<td>1.26e-5</td>
<td>7.51e-7</td>
<td>6.9075e-7</td>
<td>0.122990413</td>
</tr>
</tbody>
</table>

Table 8: European put option prices under the Merton model with $\mu = 0$, $\gamma = 0.5$ and parameter set 4.

American put option prices under the Merton and the Kou model To further test our proposed RBF-FD method we compute the American put option prices under the Merton and the Kou model for the two parameter
sets of Table 3. We report in Tables 9 and 10 the option prices for these options and their absolute error with respect to the reference prices from Table 5. In many papers in the literature the evaluation of option prices has been tested using these parameter sets. For the first parameter set we can compare our results with those in [39, 19, 27, 8, 9, 23, 37] and for the second parameter set with those in [40, 37]. In particular we focus on [23, Tables 9 and 10] and on [27, Tables 5.1 and 5.3] since they use an RBF-FD method and an FD method, respectively, combined with an IMEX-scheme but both without first applying a coordinate transformation. We may conclude that our method leads to very accurate results using less time steps and spatial discretization points and in only a few milliseconds. Also in comparison to the methods in the other references our method is competitive since it needs less time steps and discretization points to get comparable or better accuracy. We can also easily compute the early exercise boundary using the approximate formula (see, e.g., [27])

\[ S_p(\tau) = \max \left\{ S(x) > 0 \mid U^k \leq g, \ x \in X, \ 0 \leq k \leq M \right\} \]

where \( U^k \) is the numerical solution for the system (30)-(31) and \( X \) is the set of interpolation points of \([0, 1]\). In Figure 5 we provide the plot of the early exercise boundary for an American put option under the Merton model and the Kou model for parameter sets 1 and 2. The part below each curve represents the exercise or stopping region while the part above it is the holding or continuation region. We note that the exercise boundary decreases with increasing time to maturity.

<table>
<thead>
<tr>
<th>( S = 90 )</th>
<th>( S = 100 )</th>
<th>( S = 110 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>( M )</td>
<td>Value</td>
</tr>
<tr>
<td>128</td>
<td>64</td>
<td>10.000713</td>
</tr>
<tr>
<td>256</td>
<td>128</td>
<td>10.004088</td>
</tr>
<tr>
<td>512</td>
<td>256</td>
<td>10.003786</td>
</tr>
<tr>
<td>Kou [45]</td>
<td>10.005071</td>
<td>2.807879</td>
</tr>
<tr>
<td>128</td>
<td>64</td>
<td>10.003149</td>
</tr>
<tr>
<td>256</td>
<td>128</td>
<td>10.005122</td>
</tr>
<tr>
<td>512</td>
<td>256</td>
<td>10.005127</td>
</tr>
</tbody>
</table>

Table 9: American put option prices under the Merton model and the Kou model for parameter set 1

<table>
<thead>
<tr>
<th>( S = 90 )</th>
<th>( S = 100 )</th>
<th>( S = 110 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>( M )</td>
<td>Value</td>
</tr>
<tr>
<td>Merton [40]</td>
<td>19.948906</td>
<td>18.246332</td>
</tr>
<tr>
<td>128</td>
<td>64</td>
<td>19.949471</td>
</tr>
<tr>
<td>256</td>
<td>128</td>
<td>19.949048</td>
</tr>
<tr>
<td>512</td>
<td>256</td>
<td>19.948954</td>
</tr>
<tr>
<td>128</td>
<td>64</td>
<td>10.694761</td>
</tr>
<tr>
<td>512</td>
<td>256</td>
<td>10.698363</td>
</tr>
</tbody>
</table>

Table 10: American put option prices under the Merton model and the Kou model for parameter set 2

**Short and long maturity combined with low and high volatility** In [8] special focus is put on the accuracy in option pricing for small maturities. Hereeto, an adaptive RBF method was proposed. We compute by our RBF-FD method the European put option prices for the Merton model with the first parameter set and let \( T \) vary, i.e. \( T = 1e-6, 0.25, 1 \). Further, we consider two cases for the volatility \( \sigma = 0.15 \) and \( \sigma = 1 \). We report the relative error to be able to compare with the reported relative errors in [8, Table 5]. We conclude from Table 11 that our RBF-FD method remains very accurate even for very short maturities combined with either low (\( \sigma = 0.15 \)) or high (\( \sigma = 1 \)) volatility when using only \( N = M = 512 \) discretization points in space and time. Comparing to [8,
Figure 5: Early exercise boundary for an American put option under the Merton and the Kou models for parameter sets 1 and 2.

Table 5 for $\sigma = 0.15$ we observe that our RBF-FD method is more accurate than the global method in [8] since with a comparable number of spatial discretization points we get smaller errors or in one case a comparable error.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$S$</th>
<th>Value</th>
<th>Rel. Error</th>
<th>Exact price Value</th>
<th>Rel. Error</th>
<th>Exact price</th>
</tr>
</thead>
<tbody>
<tr>
<td>1e-06</td>
<td>99.9</td>
<td>0.099995</td>
<td>3.169360e-8</td>
<td>9.999504e-02</td>
<td>0.108330</td>
<td>1.2406e-04</td>
</tr>
<tr>
<td>100</td>
<td>5.742706e-3</td>
<td>4.039229e-2</td>
<td>5.984431e-03</td>
<td>0.039840</td>
<td>1.3741e-03</td>
<td>0.039895</td>
</tr>
<tr>
<td>100.1</td>
<td>4.503670e-6</td>
<td>1.873367e-1</td>
<td>5.541865e-06</td>
<td>0.008354</td>
<td>8.0340e-04</td>
<td>0.008384</td>
</tr>
<tr>
<td>99.9</td>
<td>3.184844</td>
<td>2.2213e-06</td>
<td>3.184837</td>
<td>19.437222</td>
<td>1.0726e-06</td>
<td>19.437202</td>
</tr>
<tr>
<td>0.25</td>
<td>3.149033</td>
<td>2.2659e-06</td>
<td>3.149026</td>
<td>19.398611</td>
<td>1.0656e-06</td>
<td>19.398590</td>
</tr>
<tr>
<td>100</td>
<td>3.113710</td>
<td>2.3119e-06</td>
<td>3.113703</td>
<td>19.360075</td>
<td>1.0584e-06</td>
<td>19.360055</td>
</tr>
<tr>
<td>110</td>
<td>1.401192</td>
<td>4.3717e-06</td>
<td>1.401186</td>
<td>15.900450</td>
<td>1.1337e-06</td>
<td>15.900468</td>
</tr>
<tr>
<td>90</td>
<td>10.30366</td>
<td>2.8981e-05</td>
<td>10.303963</td>
<td>38.837797</td>
<td>5.4859e-05</td>
<td>38.839928</td>
</tr>
<tr>
<td>95</td>
<td>8.189224</td>
<td>2.5239e-05</td>
<td>8.189431</td>
<td>37.303492</td>
<td>5.1461e-05</td>
<td>37.305412</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>6.684271</td>
<td>2.5524e-05</td>
<td>6.684441</td>
<td>4.9390e-05</td>
<td>35.841206</td>
</tr>
<tr>
<td>105</td>
<td>5.654291</td>
<td>1.8398e-05</td>
<td>5.654395</td>
<td>34.458796</td>
<td>4.7071e-05</td>
<td>34.460419</td>
</tr>
<tr>
<td>110</td>
<td>4.961362</td>
<td>1.7882e-05</td>
<td>4.961450</td>
<td>33.155272</td>
<td>4.6061e-05</td>
<td>33.156799</td>
</tr>
</tbody>
</table>

Table 11: European put option prices under the Merton model with parameter set 1 and varying $T$ and $\sigma$. Other parameters are $N = 512$, $M = 512$, $S_{\text{min}} = 0.01K$, and $S_{\text{max}} = 2K, 4K, 10K$ for $T = 1e-06, 0.25, 1$, respectively and $\zeta = 1/K, 7/K$ for $\sigma = 0.15, 1$, respectively.

Also [38] tested their RBF method for a short maturity of $T = 0.1$ combined with a low ($\sigma = 0.1$) and a high ($\sigma = 1$) volatility. The prices of a European put option under the Merton model with $\mu = 0$ and $\gamma = 0.35$ and parameter set 5 from Table 6 are computed for 1950 equally spaced stock prices in the interval $[K/3, 5K/3]$ and the corresponding RMS error is reported. Note that hereto first RBF-FD approximations are computed using $N = 128$, 256 and 512 spatial grid points combined with $M = 64$, 128 and 256 time steps respectively. Next, the option prices at these 1950 equally spaced stock prices are obtained by interpolating the solution. Comparing these RMS errors in Table 12 obtained by our RBF-FD method with those in [38, Table 7], we conclude that our method leads to a higher accuracy with less spatial and time discretization points. To get an error of order $1e-07$ 2560 ($\sigma = 0.1$) and 1280 ($\sigma = 1$) nodal grid points are needed in [38], while we get this order of accuracy using
\( N + 1 = 513 \) grid points.

\[
\begin{array}{cccc}
\sigma = 0.1 & \sigma = 1 \\
N & M & \text{RMS error} & \text{RMS error} \\
128 & 64 & 6.1971e-06 & 1.0256e-05 \\
256 & 128 & 1.2249e-06 & 2.0468e-06 \\
512 & 256 & 2.7987e-07 & 6.2346e-07 \\
\end{array}
\]

Table 12: European put option prices under the Merton model with \( \mu = 0, \gamma = 0.35 \) and parameter set 5.

In addition, we study the convergence rate in time and space for a European put option under a Merton model with \( \mu = 0, \gamma = 0.35 \), combined with parameter set 5 and for low (\( \sigma = 0.1 \)) and high (\( \sigma = 1 \)) volatility. Figure 6 confirms that the proposed method is also in these cases second order in time and space.

![Figure 6: European put option under the Merton model with \( \mu = 0, \gamma = 0.35 \) and parameter set 5. Left: Error convergence in time using 2048 nodal points. Right: Error convergence in space using 512 time discretization steps.](image)

We now test a long maturity in combination with low and high volatilities. For European put options we have already some results for \( T = 3 \) in Table 7 and for \( T = 1 \) in Table 11. In Table 13 we consider again a long maturity, \( T = 3 \), for a European put option under the Merton model with \( \mu = 0 \) and \( \gamma = 0.35 \) but with parameter set 6 in order to compare to [38, Table 9]. Also in this test our RBF-FD method proves to be accurate and fast. Our method leads to an error of order 1e-06 with \( N = 512 \) for the spatial discretization and in a few milliseconds while in [38] 640 spatial points give an error of order 1e-05 and they report 9.8 seconds to get to this precision.

\[
\begin{array}{cccc}
S = 100 \\
N & M & \text{Value} & \text{Error} & \text{CPU (s)} \\
\text{Exact price} & 9.8233158 \\
128 & 256 & 9.8229636 & 3.5221e-04 & 0.014 \\
256 & 512 & 9.8232739 & 4.1847e-05 & 0.080 \\
512 & 1024 & 9.8233228 & 7.0328e-06 & 0.355 \\
\end{array}
\]

Table 13: European put option prices under the Merton model with \( \mu = 0, \gamma = 0.35 \) and parameter set 6.

For an American put option with a long maturity \( T = 1 \) and a high volatility \( \sigma = 0.8 \) we can compare our results in Table 14 to those in [38, Table 15]. The benchmark option price is taken from [38, Table 15] and is evaluated using the proposed method by [28]. Also for the American case our RBF-FD method is very fast and accurate since we need only \( N + 1 = 513 \) spatial discretization nodes to get an error of order 1e-05 in some milliseconds while in [38] they report for \( N = 640 \) an error of 1e-04 in 17.11 seconds. In addition we provide in Figure 7 the plot of the early exercise boundary for an American put option under the Merton model for parameter sets 7 and 9. Under each curve we find the exercise or stopping region while the part above it is the continuation or holding region.
Table 14: American put option prices under the Merton model with $\mu = 0$, $\gamma = 0.3$ and parameter set 7.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Value</th>
<th>Error</th>
<th>CPU (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>256 512</td>
<td>29.8334683</td>
<td>4.9829e-04</td>
<td>0.051</td>
</tr>
</tbody>
</table>

Table 15: Delta and Gamma of European put option price under the Merton model with $\mu = 0$, $\gamma = 0.35$ and parameter set 8 for a short maturity $T = 0.1$.

<table>
<thead>
<tr>
<th>RMS error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>256</td>
</tr>
<tr>
<td>512</td>
</tr>
<tr>
<td>1024</td>
</tr>
<tr>
<td>2048</td>
</tr>
</tbody>
</table>

Figure 7: Early exercise boundary for American put option under the Merton model for parameter sets 7 and 9.

7.3 Greeks

In this section our aim is to evaluate the efficiency of the RBF-FD method against other existing methods in the literature for computing the Greeks $\Delta = \frac{\partial V}{\partial S}$ and $\Gamma = \frac{\partial^2 V}{\partial S^2}$ introduced in section 6.

We start by considering a European put option with short maturity $T = 0.1$ under the Merton model with $\mu = 0$, $\gamma = 0.35$ and parameter set 8. These parameters have been used for evaluating $\Delta$ and $\Gamma$ in [38] using the RBF-DQ method. As in [38] we compute the RMS errors and CPU times, see Table 15. For computing these RMS errors, we apply the RBF-FD method and use the values of the hedging parameters $\Delta$ and $\Gamma$ in 1950 equally spaced stock prices in the range of $[K/3, 5K/3]$. The exact values of $\Delta$ and $\Gamma$ in the expression of the RMS error for the different stock prices have been computed by using the closed form solution presented in [30]. Now, comparing our results with those in [38, Table 18], we may conclude that the RBF-FD method is more accurate than the RBF-DQ method also for computing the Greeks. For achieving a same level of accuracy, the RBF-FD method needs to solve a linear system of equations of smaller size than in the RBF-DQ method. Moreover the coefficient matrix in the RBF-FD method is tridiagonal, implying that the system can be solved very fast.
To further investigate the efficiency of the RBF-FD method, we consider again a European put option under the Merton model with $\mu = 0$, $\gamma = 0.35$ and parameter set 8 but with a long maturity $T = 3$. The absolute errors and the RMS errors when computing the Greeks for this put option for varying values of $S$ using the RBF-FD method with $N = 1024$ and $M = 1024$ are reported in Table 16. We conclude that also in this case the RBF-FD method is accurate.

<table>
<thead>
<tr>
<th>$S$</th>
<th>$\Delta$</th>
<th>Exact value</th>
<th>Error</th>
<th>$\Gamma$</th>
<th>Exact value</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>-0.49307119</td>
<td>-0.493067335</td>
<td>3.8569e-06</td>
<td>0.01191453</td>
<td>0.011914579</td>
<td>3.4749e-08</td>
</tr>
<tr>
<td>85</td>
<td>-0.43527507</td>
<td>-0.435271821</td>
<td>3.2536e-06</td>
<td>0.01117259</td>
<td>0.011172598</td>
<td>2.8725e-08</td>
</tr>
<tr>
<td>90</td>
<td>-0.38158922</td>
<td>-0.381586517</td>
<td>2.7046e-06</td>
<td>0.01028331</td>
<td>0.010283331</td>
<td>1.8816e-08</td>
</tr>
<tr>
<td>95</td>
<td>-0.33256734</td>
<td>-0.332565092</td>
<td>2.2489e-06</td>
<td>0.00931775</td>
<td>0.009317751</td>
<td>7.7364e-09</td>
</tr>
<tr>
<td>100</td>
<td>-0.28844229</td>
<td>-0.288440390</td>
<td>1.9022e-06</td>
<td>0.00833293</td>
<td>0.008332941</td>
<td>3.6005e-08</td>
</tr>
<tr>
<td>105</td>
<td>-0.24919839</td>
<td>-0.249196723</td>
<td>1.6648e-06</td>
<td>0.00737123</td>
<td>0.007371226</td>
<td>4.3037e-08</td>
</tr>
<tr>
<td>110</td>
<td>-0.21464169</td>
<td>-0.214640165</td>
<td>1.5282e-06</td>
<td>0.00646189</td>
<td>0.006461887</td>
<td>1.2793e-08</td>
</tr>
<tr>
<td>115</td>
<td>-0.18446145</td>
<td>-0.184459970</td>
<td>1.4805e-06</td>
<td>0.00562287</td>
<td>0.005622860</td>
<td>2.1484e-08</td>
</tr>
<tr>
<td>120</td>
<td>-0.15827982</td>
<td>-0.158278311</td>
<td>1.5095e-06</td>
<td>0.00486340</td>
<td>0.004863397</td>
<td>2.9209e-08</td>
</tr>
</tbody>
</table>

RMS error at the above 9 points 2.3812e-06 2.8059e-08

Table 16: Delta and Gamma of European put option price under the Merton model with $\mu = 0$, $\gamma = 0.35$ and parameter set 8 for a long maturity $T = 3$.

Since there is no closed form formula for American option prices and their Greeks we test the RBF-FD method for the computation of the Greeks of an American put option under the Merton model with a parameter set as in [38]. Thus we put $\mu = 0$, $\gamma = 0.35$ and consider the parameter set 9 which is a case of a long maturity $T = 3$. Numerical approximations for the Greeks $\Delta$ and $\Gamma$ of this American option obtained by the RBF-FD method using different numbers of time and space steps and different stock prices are reported in Table 17. Comparing to [38, Table 20] we conclude that the results for the Greeks are in line with each other.

<table>
<thead>
<tr>
<th>$S$</th>
<th>$N = 512, M = 256$</th>
<th>$N = 1024, M = 512$</th>
<th>$N = 512, M = 256$</th>
<th>$N = 1024, M = 512$</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>-0.50461524776</td>
<td>-0.50459969084</td>
<td>0.00798701879</td>
<td>0.00798658642</td>
</tr>
<tr>
<td>85</td>
<td>-0.46612448531</td>
<td>-0.46611327509</td>
<td>0.00742345331</td>
<td>0.00742318607</td>
</tr>
<tr>
<td>90</td>
<td>-0.43026138170</td>
<td>-0.43025105856</td>
<td>0.00693080288</td>
<td>0.00693058531</td>
</tr>
<tr>
<td>95</td>
<td>-0.39674621849</td>
<td>-0.39673689636</td>
<td>0.00648062636</td>
<td>0.00648046681</td>
</tr>
<tr>
<td>100</td>
<td>-0.36540995868</td>
<td>-0.36540193399</td>
<td>0.00611455180</td>
<td>0.00607728393</td>
</tr>
<tr>
<td>105</td>
<td>-0.33614380923</td>
<td>-0.33613919696</td>
<td>0.00565209011</td>
<td>0.00565202013</td>
</tr>
<tr>
<td>110</td>
<td>-0.30886416789</td>
<td>-0.30885694770</td>
<td>0.00526193679</td>
<td>0.00526184852</td>
</tr>
<tr>
<td>115</td>
<td>-0.28350160200</td>
<td>-0.28349409671</td>
<td>0.00488561810</td>
<td>0.00488553516</td>
</tr>
<tr>
<td>120</td>
<td>-0.25998251566</td>
<td>-0.25997703555</td>
<td>0.00452359882</td>
<td>0.00452353538</td>
</tr>
</tbody>
</table>

Table 17: Delta and Gamma of American put option price under the Merton model with $\mu = 0$, $\gamma = 0.35$ and parameter set 9.

For the parameter set 1 combined with the jump distribution parameters from Table 2, we plotted in Figures 8 and 9 the Delta and Gamma functions against the exact values for European put option prices under the Kou and Merton model. Also, for the American put option prices under the Kou and Merton model with the same parameters as in the European case, we depicted the option price and its Delta and Gamma functions in Figures 10 and 11. All plots are smooth with no oscillations at or around the strike. This shows that the RBF-FD technique combined with a stable time discretization is accurate for approximating the option Greeks Delta and Gamma.

8 Conclusions

We presented an efficient numerical method that is second order in time and space to evaluate European and American option prices based on a combination of the RBF-FD method and a three level IMEX scheme that treats
Figure 8: Delta and Gamma of European put option price under the Kou model with jump distribution parameters from Table 2 and with parameter set 1.

Figure 9: Delta and Gamma of European put option price under the Merton model with jump distribution parameters from Table 2 and parameter set 1.
Figure 10: American put option price and its Delta and Gamma under the Kou model with jump distribution parameters from Table 2 and with parameter set 1.

Figure 11: American put option price and its Delta and Gamma under the Merton model with jump distribution parameters from Table 2 and parameter set 1.
the non-local integral term explicitly. An important difference to other schemes in the literature is that we first transformed the PIDE by a coordinate stretching coordinate transformation so that the computation of the prices is focused on the regions of interest. We proved for the European option case that our scheme is stable and second order convergent in time and space. For American options this was confirmed by the numerical experiments. We compared several cases including long and short maturities, low and high volatility. We also tested the performance to approximate the hedging Greeks Delta and Gamma. We observed that the proposed method is very accurate and efficient in all those cases.
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