Abstract: Urban and transport planners need to assess the stressful conditions experienced by cyclists, considering that highly stressful situations can discourage people from cycling as a transport mode. Therefore, this study has two objectives: (1) to present a method for monitoring stress and other environmental factors along cycling routes using smart sensors; and (2) to analyze the influence of noise, vibration, presence of cycle paths, and the period of the day on stress experienced by cyclists. Data were collected in the city of São Carlos, Brazil, using stress and noise sensors, accelerometers, and Global Positioning System (GPS). Primarily, heat maps generated from the data made it possible to identify critical points of stress along the routes. In addition, the results of a logistic regression model were analyzed to identify the influence of the studied variables on stress. Although high levels of noise increased the odds of experiencing stress by 4%, very uncomfortable vibrations increased the odds by 14%, and the presence of cycle paths reduced the odds by 8%, an analysis of \( p \)-values and odds ratio confidence intervals shows, with a 95% confidence level, that only the period of the day influenced stress, as confirmed by the data. In this case, the odds of having stress increased by 24% in the afternoon rush hour compared to the morning rush hour.
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1. Introduction

Rapid growth of traffic in cities causes problems concerning congestion, excessive noise, and air pollution. One solution to these problems could be to encourage sustainable transport modes such as cycling. However, for cycling to be widely accepted, good conditions ensuring safety and comfort should be established to minimize stress [1]. Although other means of transport where users are in a protected environment (e.g., vehicles) are subjected to a certain degree of environmental noise, stressful situations experienced by cyclists may be influenced more directly by environmental noise. Few studies have questioned whether there is any relationship between these environmental factors and stress responses that can be objectively measured.

Stress experienced by cyclists has been previously studied subjectively (through surveys) and according to factors external to cyclists, such as the flow and speed of motorized vehicles and infrastructure characteristics [2–5]. One of the first attempts was the bicycle stress level proposed by Sorton and Walsh [6]. The concept of level of service was introduced later [7–11] and subsequently...
adjusted for the Highway Capacity Manual (HCM-2010) [12]. More recently, other indicators have been proposed in the literature [13,14].

We have identified only a few recent attempts in the literature to objectively assess stress in bicycle transport based on measurements obtained directly from cyclists [15–18]. From this perspective, negative emotions such as fear and anger may be related to stress events [19,20]. Such stress can be measured by physiological changes in body temperature, heart rate, and skin conductance [20–22]. These physiological changes can be generated by stressors such as noise, surface roughness, and dangerous situations [1,23–26].

Noise is a common stressor in urban environments and can trigger health issues [27]. Some of the most common health problems due to noise are decreased cognitive performance and reduced constant attention [28], inhibition of episodic memory [29], hearing loss [30], and higher risk of high blood pressure and cardiovascular disease [31,32]. Researchers have shown that natural sounds can be pleasant, but artificial sounds such as noise from motorized vehicles can be uncomfortable [33–36]. Noise from vehicular traffic can cause psychological stress problems [37–40].

Cyclists and pedestrians are directly exposed to environmental noise stressors from motorized traffic, and in the urban context, noise levels often range from moderate to high. Research conducted in a medium-sized city in Brazil showed that cyclists are exposed to high noise levels (85 dB) throughout most of their ride [41]. The noise levels considered in that study were based on Brazilian Ministry of Labor and Employment regulations, the same reference that we used to classify noise levels. In other research carried out in Montreal, Canada, the average exposure was 70.5 dB, which is considered a moderate level [42].

On the other hand, vertical acceleration produced by impact or vibration during a trip can cause discomfort and, in certain situations where there are intense and prolonged vibrations, can also cause health problems [43–46]. These health problems include fatigue, headaches, sleep disturbances, irritability, forgetfulness and impotence [43], carpal tunnel syndrome and tendinitis, hand-arm vibration syndrome, back musculoskeletal disorders [44,45], hand and arm blood flow issues (numbness and white fingers), knee pain, and back pain [46]. Accelerometers can be used to measure vertical acceleration by cyclists [47–59]. Unpleasant vibrations can be influenced by the condition of the pavement surface, which is a factor included in several bicycle stress level indicators that have been proposed in the literature [4,9,12].

In order to shed some light on the effects of potential stressors on cyclists, the following questions were formulated for this research:

• Is it possible to identify, directly and objectively, critical points of stress along cycling routes?
• What is the importance of external variables such as noise, vibration, presence or not of a cycling infrastructure, and the period of the day on stress experienced by cyclists?

Therefore, the objectives of this study are as follows: (1) to elucidate a method of monitoring stress from objective measurements intrinsic to the cyclist and generate maps showing the critical points of stress; and (2) to analyze, using logistic regression models, the relationship of stress measurements with noise, vertical acceleration (pavement surface roughness), presence of cycle paths, and period of the day.

2. Method

In this section, we introduce the equipment used to monitor cycle paths, a description of the routes selected, the method developed for processing and fusing information obtained from each sensor, and the process for analyzing the importance of environmental variables in stress using logistic regression models.
2.1. Equipment for Stress, Noise, and Vibration Measurements

The sensors used in the stress, noise, and vibration measurements, which were adapted to bicycles and cyclists to record different input data, are presented next. A smartband designed to monitor physiological changes in real-world conditions [60] was used to monitor stress levels. In this case, it was used to measure stress responses in real cycling scenarios. Placed around the wrist of the cyclist’s nondominant hand, the smartband basically combines data of skin conductivity levels (SCLs) and skin temperature to identify stress peaks. These data are georeferenced using a Global Positioning System (GPS). Both the conductivity data and temperature data were obtained at an acquisition rate of 10 Hz, and the GPS acquisition rate was 1 Hz.

To measure noise, a noise sensor [61,62] was adapted to a backpack to be easily carried by the cyclist during the ride. The noise sensor assembly consists of the sensor, a data acquisition and storage system, and a coupled GPS to georeference the measurements along the path. The acquisition rate of the data supplied by the sensor was 8 Hz, and of the GPS was 1 Hz. Once the collections are made, the acquisition system is connected to the internet network to upload the data to a server for processing, and then the data are downloaded.

For the vibration measurements, a system was designed to measure the magnitude of vibrations along the route. The data were collected using a mountain bike (MTB) equipped with a conventional smartphone attached to the frame, just below the saddle. The smartphone records the vertical acceleration data using the accelerometer embedded into the device, and its position is registered simultaneously using the device’s GPS. Two Android applications were used to collect the data: one to measure vertical acceleration (Accelerometer Analyzer) and the other to record position (Geo Tracker). The accelerometer acquisition rate was 50 Hz and the GPS rate was 1 Hz. A GoPro video camera was adapted to attach to the shoulder straps of a backpack carried by the cyclist so that the sources of stress could be identified visually.

2.2. Routes Selected

The proposed method for monitoring stress and environmental characteristics was used in São Carlos, a medium-sized city (approximately 230,000 inhabitants) in the state of São Paulo, Brazil. Two routes were selected for data collection (Figure 1). Route 1 corresponds to a path of 17.1 km, which includes 4.2 km of cycle paths (red lines in Figure 1). Route 2 corresponds to a path of 5.7 km, without specially designed cycling infrastructure. The days selected for analysis were 12–14 September 2017, during the morning rush hour (between 7:00 a.m. and 9:00 a.m.) and the afternoon rush hour (between 5:00 p.m. and 7:00 p.m.).

Route 1 crosses a considerable part of the city, with segments of cycle paths disconnected from each other. This route is adjacent to a main avenue with medium traffic flow and medium speed limits. The topography of this route has medium to low slopes. Route 2 is in a central area of the city, without cycling infrastructure, and has excellent potential to attract cyclists due to the privileged location of this area in the city. This route also presents medium to low slopes. Weather conditions in São Carlos are characteristic of a humid subtropical climate zone, with an average temperature of 19.3 °C in September. Rainfall in this month is low, and during the campaign days there was no rain. The cyclists were usual riders.

2.3. Processing and Fusing Sensor Information

In order to fuse the sensor information, the time records of the sensors, obtained separately, were matched with GPS data. The data collected in this study (over 3 days, 2 periods of the day, and 2 routes) resulted in a large number of records obtained with different acquisition rates and registered with different formats. This required advanced computational tools to ensure that obtaining the information would be carried out automatically and efficiently. In the case of noise sensor data, for example, data in text format with more than 1 million rows were classified and combined with
GPS information. In order to process and fuse the information obtained from the sensors, a code was developed for reading, processing, and analyzing the data using the R program. R is a freely available language and environment for statistical computing. The general scheme of the algorithm of the program developed for processing and merging the information is presented in Figure 2. According to this scheme, first all the data of the sensors are stored, read, classified, and processed independently for each sensor. After this process, the data are mixed and aggregated over time to generate a database that will be the basis of the statistical analysis. Each stage of processing the obtained data will be explained in detail.

**Figure 1.** Routes selected for data collection (red lines indicate sections with specially designed cycling infrastructure, e.g., cycle ways or paths).

**Figure 2.** Processing and fusion of sensor data.
2.3.1. Stress Data Processing

In order to process the stress sensor data, a preprocessing phase consisting of a series of steps was performed as follows: cleaning the signal, eliminating artifacts, and smoothing the signal. After this preprocess, the skin conductance and temperature data were combined with GPS data through an algorithm implemented in the Quantum Geographic Information System (QGIS) program for peak detection and georeferencing. This algorithm generates .shp files as output with the georeferenced information of the stress peaks. The files can be imported into a geographic information system (GIS) to be analyzed later in the form of maps or combined with the information of the other sensors [63].

Stress peaks obtained from physiological measurements were calculated using the first derivative of the skin conductance and temperature. These derivatives are intended to identify whether there is an increase or decrease in the slope. To detect whether there is a peak or stress event, it is necessary to know whether the level of skin conductance is increasing; the score for this event is +1 and the skin temperature should decrease to −1. At the end of the evaluation, the 2 columns with binary data were analyzed. A peak or stress can be identified if the signal shows a decrease in skin temperature 3 s after the skin conductance level has significantly increased [16].

2.3.2. Noise Data Processing

For the noise sensor data, the algorithm steps are as follows: (1) read and classify the noise sensor data, (2) match the time records of the noise sensor and GPS data, (3) aggregate the noise levels per second, and (4) classify these levels according to Table 1 [62]. To aggregate the noise data, a logarithmic sum of the sound levels was made, using the following equation:

\[ LA_{eq} = 10 \log \sum_{i=1}^{n} 10^{\frac{l_i}{10}} \]  

where \( LA_{eq} \) is the value of noise aggregated by second and \( l_i \) is the \( i \)th noise value collected by the sensor.

Table 1. Noise level categories (adapted from [62]).

<table>
<thead>
<tr>
<th>Noise Level (( LA_{eq} ) (dB))</th>
<th>Category for the Model</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 75</td>
<td>Low noise</td>
<td>1</td>
</tr>
<tr>
<td>75 to 85</td>
<td>Moderate noise</td>
<td>2</td>
</tr>
<tr>
<td>More than 85</td>
<td>Loud noise</td>
<td>3</td>
</tr>
</tbody>
</table>

2.3.3. Vibration Data Processing

To process the accelerometer data, the algorithm steps are as follows: (1) read the accelerometer and GPS data, (2) match the time records of the accelerometer and GPS data, (3) calculate root mean square (RMS) value per second, and (4) classify these values according to Table 2. For the RMS calculation, the following equation was used:

\[ RMS = \sqrt{\frac{1}{N} \sum_{i=1}^{N} x_i^2} \]  

where \( RMS \) is the root mean square value, \( N \) corresponds to the \( N \) acceleration value, and \( x_i \) is the values for vertical acceleration.
Table 2. Comfort perceptions for different vibration levels (adapted from ISO 2631-1 [64]).

<table>
<thead>
<tr>
<th>Acceptable Values of Vibration Magnitude for Comfort (RMS (m/s²))</th>
<th>Likely User’s Reaction</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>As in ISO 2631-1</td>
<td>Values Used in This Study (to Avoid Overlapping Classes)</td>
<td></td>
</tr>
<tr>
<td>Less than 0.315</td>
<td>Less than 0.315</td>
<td>Not uncomfortable</td>
</tr>
<tr>
<td>0.315 to 0.63</td>
<td>0.315 to 0.63</td>
<td>A little uncomfortable</td>
</tr>
<tr>
<td>0.5 to 1</td>
<td>0.63 to 1</td>
<td>Fairly uncomfortable</td>
</tr>
<tr>
<td>0.8 to 1.6</td>
<td>1 to 1.6</td>
<td>UncomfortableVery uncomfortable</td>
</tr>
<tr>
<td>1.25 to 2.5</td>
<td>1.6 to 2.5</td>
<td>uncomfortable</td>
</tr>
<tr>
<td>More than 2.5</td>
<td>More than 2.5</td>
<td>Extremely uncomfortable</td>
</tr>
</tbody>
</table>

Once the data from the stress, noise, and acceleration sensors were processed and combined, a unified database was constructed with the following variables: time, coordinates, noise, acceleration, presence or not of infrastructure, and time of day. This unified database was the same one used for descriptive statistical analysis and logistic regression models.

2.4. Logistic Regression Models

Logistic regression models are used to model binary responses in which there are 2 types of output: “success” or “failure.” These are types of generalized linear models (GLMs) [65], which have 3 components: (i) the random component, which is identified as the response variable and has a binomial distribution; (ii) the systematic component, which specifies the explanatory variables of the model; and (iii) the link function (in this case, the logit function, Equation (3)), which the GLM relates to the explanatory variables through a prediction equation having a linear form (Equation (4)) [66].

\[ Y = \log \left( \frac{\pi}{1 - \pi} \right) \]  
\[ Y = \beta_0 + \beta_1 X_1 + \ldots + \beta_k X_k \]  

The proposed model explores the relationship of the response to stress using 4 explanatory variables: noise, vibration, presence of cycle paths, and period of the day (morning and afternoon peak traffic times). Continuous variable noise (\( LA_{eq} \)) and vibration (\( VA \)) were categorized according to Tables 1 and 2 and were considered as factors in the model. The model is represented by Equation (5):

\[ Y = \beta_0 + \beta_1 Noise + \beta_2 VA + \beta_3 PCI + \beta_4 Period + e \]  

where \( LA_{eq} \) corresponds to the category of noise level (Table 1), \( VA \) is vertical acceleration classified according to the category of vibration level (Table 2), PCI corresponds to the presence (1) or absence (0) of cycle paths, and \( Period \) corresponds to the period of the day (0 for the morning and 1 for the afternoon).

In logistic regression models, odds and odds ratio analyses are used to determine the importance of the explanatory variables in the model. For our model, the odds of response 1 (i.e., the presence of stress) are calculated as the exponential function of the \( \beta \) exponents of Equation (6):

\[ \frac{\pi(x)}{1 - \pi(x)} = \exp(\beta_0 + \beta_1 Noise + \beta_2 VA + \beta_3 PCI + \beta_4 Period + e) \]  

In this expression, for every 1-unit increase in \( X \), the odds value is multiplied by \( e^{\beta} \). Consequently, if \( \beta = 0 \), then \( e^{\beta} = 1 \) and the odds value does not change as \( X \) changes. To select the variables to be included in the model, on the one hand, the model considered should be complex enough to provide a better fit, but on the other hand, simpler models (with fewer variables) may be easier to interpret [66]. Based on these considerations, a selection of stepwise variables (stepwise variable selection algorithms) was implemented.
To determine the fit of the model in terms of the ability to explain the model based on the selected variables, the Cox and Snell and Nagelkerke and Akaike information criterion (AIC) techniques were used [67,68]. The Cox and Snell and Nagelkerke techniques, used to determine the fit of the logistic regression models, known as pseudo $R^2$, are similar to those used in traditional regression analyses in which $R^2$ is calculated. The adjustment values can be between 0 and 1, so that the closer to 1, the better the values fit the model.

The AIC judges a model by comparing how similar adjusted values tend to be the true expected values. An optimal model tends to have its values closest to the true probabilities of the result, that is, the model that minimizes $\text{AIC} = 2 \log \text{probability} \cdot \text{number of parameters in the model}$ [66]. Thus, the lower the AIC value, the better the adjustment of the data to the model. Finally, the selected model was validated by dividing the database into two parts, one for training the model, with 70% of the data, and the other for validation, with 30%.

3. Results and Discussion

In this section, the results of applying the method to monitor stress as described above are presented. In the following subsections, maps with the results of the descriptive analysis of stress and of the logistic regression models are shown.

3.1. Stress Maps

The results of stress peaks and duration of stress (DOS) from the stress sensor can be represented and analyzed descriptively using maps. In these maps, the duration of stress can be associated with the intensity of the stress peak and can be represented in heat areas. Larger areas and more intense colors indicate higher concentrations of stress at certain points. In these points of greater intensity, considered as critical stress points, planned interventions that improve the cyclist’s comfort could be proposed. Figure 3 shows the results of the heat maps of the routes evaluated combining all the days and periods.

Figure 3 shows some highlights of high concentrations of stress where it would be interesting to make some improvements that reduce the levels of stress experienced by cyclists. Points A to D highlighted in the figure represent locations with a predominance of stress peaks in areas where the cycling infrastructure begins and ends without a transition or connection to the road. This missing connection forces an abrupt incorporation into mixed traffic, which causes high levels of stress. Actual images of these points extracted from video recordings are presented in Figure 4a. The upper left image shows a cyclist crossing the street to access the cycle path that begins at the median strip. The end of the cycling infrastructure without any connection to allow the cyclist to safely get onto the road can be observed in Figure 4a (upper right image).

In addition, the lack of safe spaces for cyclists and points of conflict at intersections (points E and F in Figure 3) can result in a high concentration of stress points. In general, high-frequency stress points were observed in the vicinity of intersections. Images at point F show the lack of space and unsafe traffic conditions for cyclists at this intersection (left and right images of Figure 4b, also captured from videos recorded during actual rides).

Table 3 shows the results of descriptive statistics for the days selected. The results in this table include the mean, median, maximum, and minimum values, the first and third quartiles, and standard deviations, separated by morning and afternoon periods. It can be observed that the average duration of stress was 8.3% higher on average for the afternoon period, and the mean noise values were slightly higher (3.7%) in the afternoon period.

Concerning noise levels, the mean values indicate values considered to represent moderate noise (Table 1) along the routes. For vertical acceleration, it can be observed that, on average, the value was 1.5 m/s$^2$ for the two periods. This acceleration value is classified as a condition of uncomfortable vibration, as shown in Table 2.
Table 3. Results of descriptive statistics by period of day.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Morning Rush Hour</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Afternoon Rush Hour</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min.</td>
<td>1st</td>
<td>Median</td>
<td>Mean</td>
<td>3rd</td>
<td>Max.</td>
</tr>
<tr>
<td>Stress (DOS (s))</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>9.55</td>
<td>12.25</td>
<td>28</td>
</tr>
<tr>
<td>Noise (LAeq (dB))</td>
<td>57.47</td>
<td>71.30</td>
<td>75.60</td>
<td>75.97</td>
<td>80.33</td>
<td>108.10</td>
</tr>
<tr>
<td>VA (RMS (m/s^2))</td>
<td>0.01274</td>
<td>0.8736</td>
<td>1.142</td>
<td>1.431</td>
<td>1.621</td>
<td>11.62</td>
</tr>
</tbody>
</table>

| Variable        | Min. | 1st  | Median | Mean  | 3rd  | Max. | σ     |
|-----------------|-------------------|-------------------|-------------------|-------------------|-------------------|---------------------|
| Stress (DOS (s)) | 5 | 6    | 8      | 10.34 | 11.5 | 43   | 7.60  |
| Noise (LAeq (dB)) | 45.65 | 75.46| 78.91  | 78.80  | 82.18| 107.60 | 5.44   |
| VA (RMS (m/s^2)) | 0.001 | 0.9036| 1.241  | 1.579  | 1.8  | 18.09 | 1.21   |

DOS, duration of stress; LAeq, noise level; VA, vertical acceleration; RMS, root mean square.

Figure 3. Heat stress map areas resulting from the combination of all the days and periods analyzed. Larger areas and darker colors indicate higher concentrations of stress at certain points.
with more variables allows a more in-depth analysis of the variables that can influence stress and its importance.

The adjustment was verified using the techniques proposed by Cox and Snell and Nagelkerke and AIC. In Table 4, it can be observed that the model with all variables (Noise, VA, PCI, and Period) has the lowest AIC value and the best values of fit using the Cox and Snell and Nagelkerke criteria ($4.20 \times 10^{-3}$ and $6.49 \times 10^{-3}$), which would put this model in first place in the selection. The model with three variables (VA, PCI, and Period) presented adjustment values similar to those of the model with all four variables ($4.03 \times 10^{-3}$ and $6.23 \times 10^{-3}$). However, although a simpler model may be desirable, the difference between the adjustment values did not improve significantly. In addition, the model with more variables allows a more in-depth analysis of the variables that can influence stress and its importance.

### 3.2. Results of Logistic Regression Models

The results of the stress measurements were modeled from a logistic regression model as a function of the environmental variables noise (Noise), vertical acceleration (VA), presence or not of infrastructure (PCI), and period of the day (Period). A total of 19,007 records were analyzed, considering four categorical predictors: noise (three categories), vertical acceleration (six categories), presence (one) or absence (0) of cycling infrastructure, and period of the day (morning, zero; afternoon, one).

First, an analysis was carried out to determine which variables should be included in the model using a selection of stepwise variables (stepwise variable selection algorithms). Table 4 presents the results of adjusting the logistic regression models for each variable and combinations of variables. The adjustment was verified using the techniques proposed by Cox and Snell and Nagelkerke and AIC. In this table, lower AIC values are desirable for a good fit, and in the case of the criteria established by Cox and Snell and Nagelkerke, the closer to 1, the better the fit.

In Table 4, it can be observed that the model with all variables (Noise, VA, PCI, and Period) has the lowest AIC value and the best values of fit using the Cox and Snell and Nagelkerke criteria ($4.20 \times 10^{-3}$ and $6.49 \times 10^{-3}$), which would put this model in first place in the selection. The model with three variables (VA, PCI, and Period) presented adjustment values similar to those of the model with all four variables ($4.03 \times 10^{-3}$ and $6.23 \times 10^{-3}$). However, although a simpler model may be desirable, the difference between the adjustment values did not improve significantly. In addition, the model with more variables allows a more in-depth analysis of the variables that can influence stress and its importance.
Based on the above, we selected the logistic regression model that includes all variables for subsequent analysis. Regarding the validation process, after obtaining the estimated stress probabilities and classifications, the accuracy (i.e., number of correct estimates divided by total number of cases considered for validation) obtained for the selected model was 0.78%, with a 95% confidence interval equal to (0.7714, 0.793). A summary of the results obtained with the selected model is presented in Table 5.

Table 4. Adjustment of logistic regression models. AIC, Aikake information criterion.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Adjustment Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise</td>
<td>$7.851 \times 10^{-5}$</td>
</tr>
<tr>
<td>VA</td>
<td>$2.07 \times 10^{-3}$</td>
</tr>
<tr>
<td>PCI</td>
<td>$3.68 \times 10^{-4}$</td>
</tr>
<tr>
<td>Period</td>
<td>$2.06 \times 10^{-3}$</td>
</tr>
<tr>
<td>Noise + VA</td>
<td>$2.16 \times 10^{-3}$</td>
</tr>
<tr>
<td>Noise + PCI</td>
<td>$4.46 \times 10^{-4}$</td>
</tr>
<tr>
<td>Noise + Period</td>
<td>$2.23 \times 10^{-3}$</td>
</tr>
<tr>
<td>VA + PCI</td>
<td>$2.23 \times 10^{-3}$</td>
</tr>
<tr>
<td>VA + PCI + Period</td>
<td>$4.03 \times 10^{-3}$</td>
</tr>
<tr>
<td>VA + Period</td>
<td>$3.85 \times 10^{-3}$</td>
</tr>
<tr>
<td>PCI + Period</td>
<td>$2.42 \times 10^{-3}$</td>
</tr>
<tr>
<td>Noise + VA + PCI</td>
<td>$2.16 \times 10^{-3}$</td>
</tr>
<tr>
<td>Noise + VA + PCI + Period</td>
<td>$4.20 \times 10^{-3}$</td>
</tr>
<tr>
<td>Noise + VA + PCI + Period</td>
<td>$4.20 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Table 5. Results of the selected logistic regression model.

| Explanatory Variables | Estimate | Std. Error | z Value | Pr (>|z|) | Odds Ratio | 95% Confidence Interval for exp(β) |
|-----------------------|----------|------------|---------|-----------|------------|----------------------------------|
| Intercept             | −1.35361 | 0.12286    | −11.017 | <2 \times 10^{-16} | 0.258306   | 0.201986 0.327135 |
| Noise (LAeq (dB))     | −0.0552  | 0.03791    | −1.456  | 0.1454    | 0.946295   | 0.878529 1.019304 |
| >85 dBA (Noise3)      | 0.03948  | 0.07115    | 0.555   | 0.5790    | 1.040268   | 0.903712 1.194528 |
| RMS (m/s²)            | 0.315 to 0.63 (VA2)| 0.123 | 0.13285 | 0.926 | 0.3545 | 1.130885 | 0.874831 1.473401 |
| 0.63 to 1 (VA3)       | −0.14451 | 0.12533    | −1.153  | 0.2489    | 0.865442   | 0.679883 1.111831 |
| 1 to 1.6 (VA4)        | −0.02449 | 0.12479    | −0.196  | 0.8444    | 0.975804   | 0.767435 1.252346 |
| 1.6 to 2.5 (VA5)      | 0.05507  | 0.12754    | 0.432   | 0.6659    | 1.056614   | 0.826331 1.363036 |
| >2.5 (VA6)            | 0.12673  | 0.12852    | 0.986   | 0.3241    | 1.135114   | 0.885927 1.467004 |
| PCI                   | −0.07269 | 0.04071    | −1.785  | 0.0742    | 0.929889   | 0.858353 1.068866 |
| Period                | 0.21814  | 0.03652    | 5.974   | 2.32 \times 10^{-9} | 1.243759   | 1.157868 1.336069 |

The importance of each variable to stress levels can be analyzed from the odds ratio values presented in Table 5. This parameter refers to the effect of each variable on the probabilities controlling the other factors. The logistic regression model obtained is:

\[
\text{logit}[\pi(x)] = -1.35361 - 0.0552 \times \text{Noise2} + 0.03948 \times \text{Noise3} + 0.123 \times \text{VA2} - 0.14451 \times \text{VA3} - 0.02449 \times \text{VA4} + 0.05507 \times \text{VA5} + 0.12673 \times \text{VA6} - 0.07269 \times \text{PCI} + 0.21814 \times \text{Period} \quad (7)
\]

Even though loud noise increased the odds of experiencing stress by 4%, very uncomfortable vibrations increased the odds by 14% and the presence of cycle paths decreased the odds by 8%, the analysis of p-values and the odds ratio confidence intervals showed, with a 95% confidence level, that only the period of the day had an influence on stress, as confirmed by the data. In this case, the odds of experiencing stress increased by 24% in the afternoon rush hour compared to the morning rush hour.
4. Limitations of the Research

The findings of the study, however, were limited by the small sample. In addition to a greater number of people, more days would provide better statistical support and give more power of generalization to the conclusions.

5. Future Directions

Further studies using the methodology presented in this paper can include larger samples and subjects with different characteristics, such as gender, age, and other individual characteristics, in addition to various infrastructure types and conditions. In addition, external variables, such as weather (e.g., heat waves, rain, wind) and environmental conditions (e.g., air pollution) should be included.

6. Conclusions

A method to evaluate stress experienced by cyclists using objective measurements of physiological parameters, such as skin conductance and temperature, was proposed in this study. The main objective was to investigate the relationships between stress and noise, vibration, presence or absence of infrastructure, and period of the day. This method was validated in a medium-sized Brazilian city with only a few segments of cycling infrastructure.

Regarding the proposed methodology, this study presents contributions for planners and bicycle transport operations adopting a new approach. Unlike other approaches in which stress is inferred from the extrinsic characteristics of the cyclist (such as track width and general characteristics of the infrastructure), this new approach focuses on the perspective of monitoring parameters intrinsic to the user, such as emotions. From this perspective, stress level indicators are direct measurements of physiological responses in cyclists along cycle paths. This approach takes advantage of technological resources to extract user information through sensors and allows this information to be used in an integrated way to improve the cycling infrastructure.

Regarding the analysis of the model outcomes, the only possible conclusion was related to the period of the day. The results of the models suggest that there may be differences in stress levels between the morning peak hour and the afternoon peak hour. According to these results, the odds of experiencing stress increased by 24.3% in the afternoon peak compared to the morning peak.
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