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Preface

With evermore strict demands on the performance of electric machines, the
importance of optimizations during early design stages is growing. Typically,
such optimizations have a vast initial design space. In order to limit the asswcia
computational burden, fast machine models are required.

One class of electric machines that has gained special attention lately, isshe cla
of high-speed machines. The main reason for this popularity is that sudfimeac
allow to power high-speed applications, e.g. distributed power generatigaso
compression, in a direct-drive configuration. As this implies omitting the gear
box, it increases the system'’s efficiency while decreasing its size and meict
cost. However, operating electric machines at high speeds introduskelems

that are not present in traditional machines. To understand thesempslaegood
insight in the physics of high-speed electric machines is paramount.

In light of the above-described needs for fast and accurate modeligydo the

one hand and a better understanding of high-speed electric machinesathéh
prof. dr. ir. Peter Sergeant and prof. dr. ir. Luc Daipequested, and received, a
PhD position at Ghent University in 2012. This work presents the restittseo
research that has been performed in the scope of that PhD.

During my time as a PhD student at Ghent University, | received help from
a lot of people. In the first place from my promotors, prof. dr. ir. Petg8ant
and prof. dr. ir. Luc Dup®, whom | would like to thank for giving me the
opportunity to start a PhD and for providing me with all the support | asked
for. | would also like to thank my fellow PhD students, especially dr. ing. Bart
Scheerlinck, dr. eng. Ahmed Hemeida, eng. Mohamed Nabil and ing. dan D
Bisschop, from whom | received a lot of interesting feedback. Anogineup of
people | would like to thank are my colleagues from Campus Schoonmeersen,
they made working at Ghent University a real pleasure.

Finally, I would also like to thank my parents and my entire family, whose
unconditional support means a lot to me. In particular Iphigeneia, to whom |
would like to dedicate this work. Your love was, and continues to be, my larges
motivation.

Bert Hannon, August 2017
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Summary

Two trends dominate the design of modern electric machines; a commitment to
higher energy-efficiencies on the one hand and a tendency towardsledicated
drives on the other. As a result, the importance of rigorous optimizatiorisgdur
the design process of electric machines is at an all-time high. This, in turn, has
sparked the interest for modeling tools that combine accuracy and a lomeomp
tational time. The latter is especially important during the earliest phases of the
machine’s design, when the design space is still very large.
Another result of the above-described trends is the emerging of newielea-
chine types. Especially high-speed electric machines have gained a tterdgfan
over the past decade. Indeed, the dedicated design of such machaidssea
direct-drive configuration of high-speed systems. This doesn't didwado omit
the gearbox, resulting in a higher efficiency and reliability, it also redtloesys-
tem’s weight and size. In addition to the importance of optimization procedures,
the need to gain more insight in emerging machine types is another incentive to
develop comprehensible models for these machines.
The aforementioned needs for fast and accurate modeling tools andrarsttiet
in emerging machine types form the motivation for this work. Because of their
relative importance in the segment of high-speed machine, the focus isfanesu
mounted permanent-magnet synchronous machines with a shielding cylinder.
the first place, the aim of this work is to study and improve the existing modeling
techniques for high-speed synchronous machines with permanent ts\aee-
ondly, this work wants to provide the foundation for a better understaraditigese
machines. Especially regarding the physical processes through whishitgiding
cylinder affects the machine’s performance.

The first part of this work discusses the modeling of permanent-magnet
synchronous machines, with a focus on machines that operate at hggsspe
That discussion starts with an evaluation of the existing modeling techniques.
Based on that evaluation, it was chosen to concentrate on the so-callgdrio
based modeling technique. This type of models combines the subdomain
technique, i.e. dividing the studied machine topology in a number of subdomains
with the separation of variables technique to calculate the machine’s magnetic
field.
Next, the physical background and implementation of Fourier-based misdels
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described.

The term Fourier-based modeling actually covers a wide range of difféeeh-
niques. There are, for example, different possibilities to accountidttirey and
even the initial physical formulation of the problem can be based on twaeliffe
magnetic potentials. Therefore, the next step is to use the previous discuss
on Fourier-based modeling as a basis to evaluate the different techmiithas
Fourier-based modeling. By coupling that evaluation to an overview ofxiséreg
literature, this work presents a comprehensible selection guide that caetédw
anyone who wants to build a Fourier-based model.

The second part of this work concentrates on how the existing Fouagereb
models can be improved.
The first improvement has been to further reduce the computational times of
Fourier-based models, even though they are already inherently lovaslfaund
that this can be done by simplifying the studied geometry and by performing a
preliminary analysis of the machine’s harmonic content. Especially the latter
results in spectacular computational-time reductions up to 99% without affecting
the model’s accuracy.
Another contribution of this work to the Fourier-based modeling techniqge ha
been to account for voltage sources, as opposed to the curreritydensces that
are traditionally used. Although this does add to the model’'s complexity, it may
greatly improve its value, especially when the modeled machine is to be powered
with a voltage source.

Whereas the first two parts of this work focus on the calculation of the ma-
chine’s magnetic field, the third part focuses on the electromagnetic quatitdies
can be obtained from that magnetic field.

Firstly the postprocessing itself, i.e. the actual calculation of the electrormagne
guantities is discussed. Four quantities in particular are considered; threetitag
flux density, the back electromotive force, the torque and the eddgrtusses.
This work contributed to the existing literature by introducing a division of the
torque in two components, one that is related to the shielding cylinder andaine th
is related to the magnets.

Secondly, the test setup that has been built in the scope of this PhD is iébdu
and used to validate the calculation of the back electromotive force andrileaitsu
that are obtained when imposing a voltage. Note that all other calculatioes hav
been validated with a finite-element model.

Finally, a number of parameter studies are performed to investigate the shieldin
cylinder’s effect on the torque and the eddy-current losses. Byatiag the effect

of the shielding cylinder’s conductivity and its thickness while applying vegio
current and voltage sources, a number of interesting observatioadban made.

It was for example noted that the torque related to the shielding cylindexvégha
similarly to the torque that is produced in an induction machine. Another obser-
vation is that, unlike expected, the synchronous harmonic content of themeac

is affected by the shielding cylinder’'s conductivity. Although it is difficultebo-
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trapolate the results to other machine topologies, the observations fronptrese
rameter studies clearly add to the understanding of high-speed pernmaagnét
synchronous machines.

Combined, the three individual parts of this work meet the initial goals of this
PhD. The first part provides an elaborate study of the existing Fobaised mod-
eling techniques. The second part makes these models even more atfi@ctive
research and optimization purposes by reducing the computational time and ac
counting for voltage sources. The last part applies Fourier-basedlimgdo gain
a better understanding of high-speed permanent-magnet synchroachies.
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Samenvatting

Een streven naar betere effinties enerzijds en een tendens naar meer gespe-
cialiseerde elektrische aandrijvingen anderzijds, domineren momentealldée
van elektrische machines. Het gevolg daarvan is dat het belang vagedoeven
optimalisaties tijdens het ontwerp van elektrische machines sterk stijgt, wat op zijn
beurt weer zorgt voor een toegenomen interesse in wiskundige modielleoveel
nauwkeurig als snel zijn. Dat laatste is bijzonder belangrijk tijdens de dasste
van het ontwerpproces, als de ontwerpruimte nog zeer groot is.
Een ander gevolg van het streven naar éfficere en meer gespecialiseerde ma-
chines is dat er nieuwe types elektrische machines ontworpen wordeet linht
daarvan zijn hogesnelheidsmachines erg populair geworden tijdengelepEn
tien jaar. Inderdaad, indien dergelijke machines specifiek ontworpetenamor
€én bepaalde hogesnelheidstoepassing, is het mogelijk die toepassindidaarie
zonder tussenkomst van een tandwielkast. Dit zorgt er niet enkeldaiate ef-
ficientie en duurzaamheid verbeteren, het resulteert ook in een lichtemgacter
systeem. Om een nieuwe machine te ontwerpen is er echter een goed indieht in
machine nodig. In dit doctoraat bijvoorbeeld, ligt de focus op hogesitdma-
chines met permanente magneten. Dergelijke machines worden vaak uitgetus
een beschermende cilinder rond de magneten. Het doel van die cilindemiagt
neten op hun plaats te houden en/of de rotorverliezen te verminderergoEdn
inzicht in de fysische processen die zo'n beschermende cilinder tbvesey is
belangrijk. Als aanvulling op het belang van optimalisatie procedures, iede b
hoefte naar meer inzicht in nieuwe types machines een extra reden ormuipu
modellen voor dergelijke machines te ontwerpen.
De behoefte naar zowel snelle en nauwkeurige wiskundige modatlesn beter
inzicht in nieuwe types elektrische machines vormen de motivatie voor dit-docto
raat. In de eerste plaats is het doel de bestaande wiskundige modeligeuoa-
nentmagneetbekrachtigde synchrone machines te bestuderen en terearbien
tweede wilt dit werk de basis leggen voor een beter inzicht in dergelijke imesh

In het eerste deel van dit werk wordt de wiskundige modellering vamaer
nentmagneetbekrachtigde synchrone machines besproken, met esrofoma-
chines die ontworpen zijn voor grote omwentelingssnelheden.
In een eerste stap worden de bestaande modelingstechnieken verg€lpkeasis
van die vergelijking werd er gekozen voor de Fourier-gebaseerdelfandgs-
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techniek. Deze techniek combineert de zogenaamde deelgebiedenmdtbdub
bestudeerde probleem in kleinere delen opdeelt, met scheiding dededijken
om het magnetisch veld in de machine te berekenen.

In een tweede stap wordt de fysische achtergrond en de implementatiewaer+
gebaseerde modellen besproken.

De term Fourier-gebaseerd modelleren dekt eigenlijk een brede wasierea
schillende technieken. Er zijn bijvoorbeeld meerdere methodes om heefgleuf
fect in rekening te brengen. Zelfs de fysische formulering van hdilgeon kan
gebaseerd zijn op verschillende magnetisch potentialen. Daarom is dedelge
stap om, op basis van de voorgaande discussie, de verschillende kechiie-
nen Fourier-gebaseerd modelleren te evalueren. Door die evaluatigpeléo aan
een overzicht van de bestaande literatuur, slaagt dit werk erin eealikgp aan te
bieden voor toekomstige onderzoekers die een dergelijk model willen maken.

Het tweede deel van dit werk tracht de bestaande Fourier-geldaseedellen
te verbeteren.
Een eerste verbetering werd gerealiseerd door de rekentijd van iFgebaseerde
modellen te verlagen. Dit werd enerzijds gedaan door de bestudeanegie
te vereenvoudigen en anderzijds door een kwalitatieve studie van derisacihmm
inhoud van het magnetisch veld in de machine te gebruiken. Vooral die laat-
ste methode levert een spectaculaire rekentijdreductie tot wel 99% ogerzde
nauwkeurigheid van het model te verminderen.
Een tweede bijdrage van dit werk is het in rekening brengen van spgsfmon-
nen, dit in tegenstelling tot het opdringen van stroomdichtheden. Ondihitsit
dat dit de complexiteit van het model vergroot, kan het een grote mertavain.
Zeker indien de te modelleren machine aangedreven wordt met een spsToim

Waar de eerste twee delen van dit werk focussen op de berekenihgtvaag-
netisch veld, ligt de focus van het derde deel op de elektromagnetisnbigden.
In een eerste stap word de berekening van vier elektromagnetisctibegten be-
sproken; de magnetische flux dichtheid, de tegen elektromotorischet khesth
koppel en de wervelstroomverliezen. Dit doctoraat draagt bij aaned&aénde
literatuur door de opdeling van het koppel in twee componenten te introehyce
een component gerelateerd aan de beschermende cilinder en een enhyawe-
lateerd aan de magneten.

In een tweede stap wordt de testopstelling, die gebouwd werd in het kaualelit

doctoraat, kort voorgesteld. Vervolgens wordt ze gebruikt om dekieaing van de
tegen elektromotorische kracht en de stromen in de machine te onderzbtn
op dat alle andere berekeningen eerder al gevalideerd werden meinelige-

elementen model.

Ten slotte werden er verschillende parameterstudies uitgevoerd onfdwtveain

de beschermende cilinder op het koppel en de wervelstroomverliezatideren.

Door het effect van de geleidbaarheid en de dikte van de cilinder tedezstu
bij verschillende stroom- en spanningsbronnen, kunnen een aantaksdate ob-
servaties gedaan worden. Zo werd er bijvoorbeeld vastgesteld dapgelkom-
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ponent die gerelateerd is aan de beschermende cilinder dezelfdechig@msn
vertoond als het koppel in een inductiemachine. Verder werd er odgests|d
dat, tegen de verwachtingen in, de synchrone harmonische inhoue vaaahine
benvioed wordt door de geleidbaarheid van de beschermende cilindelanke
het feit dat het moeilijk is de resultaten te extrapoleren naar andere mgctiiae
gen de inzichten die voortkomen uit deze parameter studies zeker bijabetee
begrip van permanentmagneetbekrachtigde hogesnelheidsmachines.
Samen komen bovenstaande delen van het werk tegemoet aanéle dotl-
stellingen van dit doctoraat. Het eerste deel bevat een uitgebreide studie
technieken binnen Fourier-gebaseerd modelleren. In het tweedea@kn twee
verbeteringen van de bestaande techniek voorgesteld die Foureseged mod-
eleren nog aantrekkelijker maakt voor onderzoeks- en optimalisatieddetein
Het laatste deel van dit werk gebruikt Fourier-gebaseerd modelenezea beter
inzicht te krijgen in permanentmagneetbekrachtigde hogesnelheidsmachines
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Chapter 1

Introduction

In this first section, the work performed in the scope of this PhD is intradiuce
The context that motivates the interest of the work is sketched in Séctiomd 4 a
motivation of the adopted approach is formulated in Secfiods 1.2-ahd 1.3. rSectio
1.4 summarizes the scientific goals of this work. Sedfioh 1.5 gives an outline of
this thesis. Finally, Sectidn 1.6 lists the scientific publications that were made in
the scope of this PhD.



2 Introduction

1.1 High-speed electric machines

Three tendencies in both society and industry have sparked the interddylh-
speed electric drives; a commitment to more cost- and energy-efficietiesiua
desire to reduce the volume of a wide range of applications and, finallynarce

to increase the reliability on a system-level.

Indeed, high-speed electric machines allow for a direct-drive coraigur of ap-
plications that operate at high speeds, such as turbo compressors, mitliag to
medical equipment, combined heath and power (CHP) units, etc. As a diheet-d
configuration implies omitting the gear box, it also implies higher efficiency, lower
volume and a higher reliability. Moreover, increasing the speed of an ieletdr
chine results in a higher power density. This doesn't only further redoe vol-
ume, it also reduce the required amount of material. This is especially intgrestin
for machine topologies that require expensive materials, such asadhereag-
nets.

However, designing high-speed electric machines is significantly more compli-
cated than designing traditional machines. Indeed, machines operatinghat h
speed require a rigorous mechanical, thermal and electromagnetic d¥kige-
over, not only the machine design is a complicated task, designing the inxeder
implementing a high-speed control algorithm is a challenge as well.

Before continuing this discussion, a definition of the term high-speed maahin
required. Such a definition cannot solely be expressed in terms of thémaach
rotational speed; the challenges of operating a 10 kW machine at 10@00ére
much larger than the challenges of operating a 50 W machine at that sande spee
Literature presents different definitions of high-speed machines, kattytbe one
introduced by Bindeet al. in [1] is used. According to this definition, only ma-
chines with rotational speeds that exceed the threshold speed, asidef{del),

are high-speed machines.

logn, = 4.27 — 0.275log(Py,) (1.1)

wheren,. is the machine’s speed in revolutions per secondidfds its mechanical
power in Watt.

Binder’s criterion is illustrated in Figure_1.1 together with a number of both
industrial and academic high-speed applications [2—26].

The applications presented in Figlrel 1.1 illustrate the validity of Binder’s iiter
As already mentioned, the development of high-speed electric drivesigsi& s
icant challenge. It is therefore no wonder that a lot of research dm$pged
electric machines has been, and continues to be, performed. DesigrimgpleEgd
machines is a multi-physical challenge: not only electromagnetic aspedisasuc
eddy-current and iron losses, [14]15/19/27-30] are importanm#ahanical de-
sign of the rotor([4,8,12,18-20,27)29+32] and a thermal studi 8181/, 27, 32,33]
are critical as well. Apart from designing the machine, control architesttor
high-speed drives have been developed as Well [7, 16, 119, Z33.25-37].
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Figure 1.1: Binder’s criterion for high-speed machines and real-lifpla
cations

One important question is which machine topology is best suited for higtdspee
drives. Figure[ 1)1 already indicated that two machine types, i.e. induction
machines and permanent-magnet synchronous machines (PMSMsj)edoenp
nantly represented in the field of high-speed machines. For machines wetly a v
high power, i.e. more than 500 kW, there is a tendency to use induction machine
The reason is that in these applications, induction machines are oftericsuper
from an economical point-of-view. When decreasing the power aneasang

the rotational speed, the poor electromagnetic performance of inductiomsmoto
favors PMSMs. Especially because at very high rotational speedsotbes
surface speed is too high for classical squirel cage induction machi@}s [
This means that solid rotor induction machines have to be used, which further
reduces the electromagnetic performance. Therefore, nowadayscie it on
PMSMs [4] 39]. More specifically, radial-flux surface-mounted (SM)IMs with

a retaining sleeve are commonly used|[20, 40]. The reason to prefel\&3MB

is that rotor structures with interior magnets cannot withstand very high rogtio
speeds.

Note that various authors have proposed using a shielding cylinde{43€¢A3].
This conductive cylinder is placed around the magnets. Its goal is to edtiec
overall rotor losses, thereby limiting the risk of overheating the magnetgethd
asynchronous harmonics in the field will induce eddy-currents in the &€ser
eddy currents counteract their origin, thereby shielding the magnetshigyng

the eddy-currents from the poorly conductive magnets to the highly cbrdu
SC, the rotor’'s eddy-current losses can be reduced. Note, hgwleatthe SC has
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to be carefully designed to avoid it from increasing the eddy-curreasefomstead

of decreasing them.

One aspect that recurs in the vast majority of the above-mentioned aesear
is the need for adequate electromagnetic modeling tools. Such models should
be able to accurately account for phenomena that are important in héglasp
machines, like the slotting effect and the eddy-current reaction field.laktez is
especially important for high-speed SM PMSMs, where the effect of eddents

in the retaining sleeve and/or the SC is non-negligible. Apart from acqutate
modeling tools also have to be fast and flexible and have to give the usesigintin

in the physics of the studied machine. Despite the enormous amount ofclesear
on high-speed machines, there is still a lot of progress to be made in theffield o
models that match the above description. Therefore, this work aims at sjudyin
and developing electromagnetic modeling tools for high-speed machinese Mor
specifically, the focus is on models that satisfy the following needs:

* capable of accounting for phenomena that relate to high-speed operatio
« fast and flexible enough to be used for optimization purposes

* provide insight in the physics of the machine

1.2 Modeling techniques

Literature describes a large variety of electromagnetic models for electric ma-
chines, ranging from very simple 1D models to highly sophisticated models that
account for complex physical phenomena in three dimensions. Thefgbad sec-

tion is to review some of the most widely used modeling techniques and to select
the one that is best suited for our needs.

1.2.1 Finite-element models

Finite-element (FE) modeling is probably one of the most generic modeling tech-
niques. FE models are capable of accurately accounting for complex treesne
non-linear materials and virtually every physical phenomenon. Morgelec-
tromagnetic FE models can easily be coupled with electric circuits and models of
other physical domains, such as thermal or mechanical studies.

The underlying idea of FE modeling is to first mesh the studied geometry, i.e.
divide it in a large, but finite, number of elements. These elements have td-be s
ficiently small to allow assuming that the magnetic field in each of them can be
described with a polynomial. The coefficients of these polynomials are then ob
tained by minimizing the total (co-)energy of the problem while also accounting
for boundary conditions at the boundaries between neighboring elements

The implementation of a FE model is quite complex. However, there is a large
number of FE software packages available that provide easy-to-esmtesfaces.
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For that reason, and because of the previously mentioned advarf&agasdels

are the most commonly used models, especially in industry.

The major downfall of FE models is their need to mesh the geometry. First of
all, efficient meshing requires a preliminary knowledge of the problem’s etagn
field, this reduces the flexibility of the technigue with respect to parameter-var
tions. Moreover, some effects, such as the eddy-current reactionrfiay require
mesh sizes that are very small when compared to the total size of the problem.
This increases the computational time and may even result in numerical problems
Moreover, FE models give only very little insight in the machine’s physics.

As a conclusion, it can be stated that FE models are capable of accowntjpitef
nomena that relate to high-speed operation, but are not fast, nor flexiblegh

and do not provide the desired insight in the machine’s physics. For thasens,

FE modeling will only be used as a validation tool in this PhD.

1.2.2 Magnetic equivalent circuits

Much like FE models divide the geometry in a number of mesh elements, the tech-
nique of magnetic equivalent circuits (MEC) divides the geometry in fluxdube
The magnetic flux is assumed to have a spatially constant value and direction in
each of these tubes. The field is then calculated by accounting for magretomo
tive force (MMF) sources and the permeances of the flux tubes in auadent
circuit [44/45]. The technique is very effective at accounting fottslg and satu-
ration of soft-magnetic materials. As shown by Hemestlal. [46], MEC models

can account for eddy-current reaction field by introducing induesunt addition

to the resistive permeances. MEC modeling further owes its popularity to a low
computational time and a relatively simple implementation. It may therefore pro-
vide a faster, yet simplified, alternative for FE modeling.

On the downside, like FE models, MEC models require a form of meshing. As
mentioned, this is a drawback in the light of parameter studies. Due to the impor-
tance of leakage fluxes, the meshing is especially problematic in machines with a
large air gap, like SM PMSMs. Moreover, althou@hl[46] illustrated the ipdig,

MEC models are not very efficient at accounting for eddy-curreattren field.

This is mainly because it is not evident to predict the eddy-current paththEse
reasons, MEC is not the best-suited modeling technique for this PhD.

1.2.3 Charge and current modeling

Using Green’s functions, charge and current models provide dicdatians for

the magnetic potential formulation of Maxwell’'s equations. The latter will be dis-
cussed in more detail in Chapfer 2. For charge models, which use the magnetic
scalar potentialy) and account for permanent magnet sources through equivalent
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magnetic volumép,,) and surfacéo,,,) charges, this solution is [47]:

1 pm(X) 1 om(X)
X) = — d — d
#(X) Ar Jy [x = X| U+47r g X —X| °

(1.2)

wherex is the position vector and is the observation point.

For current models, which use the magnetic vector pote(aland account for
source terms through equivalent volurflk,) and surfacej,,,) current densities,
the solution for Maxwell’s equations is [48]:

A(x) = 10 / In(¥) qr B0 [ IwX) g (1.3)

CArn fy X=X 41 Jg IX —X|

wherep is the magnetic permeability of vacuum.

Charge and current modeling are very effective techniques to caldhtmag-
netic field in three dimensional problems with a uniform magnetic permeabil-
ity [47,/48]. Their very straightforward approach also implies that theywide

a good insight in the machine’s physics. However, charge nor cumedels are
very efficient at accounting for problems with multiple materials. They themireq
more complex techniques [49]. This makes them less suited for this PhDe wher
material-dependent effects, such as the slotting effect and eddyntuegaction
field, have to be accounted for.

1.2.4 Fourier-based models

Similar to charge and current models, Fourier-based (FB) models usereetitag
potential formulation of Maxwell’'s equations. However, instead of Gieéumic-
tions, separation of variables is used to solve Maxwell's equations. Thissallo

to divide the problem in a number of regions, called subdomains. As a result,
Maxwell’s equations do not have to be solved in the entire problem domain, in-
stead every subdomain is considered separately. In a second stegutfons of

all these subdomains are coupled by imposing boundary conditions. Tz

isn't only very fast, it also allows to account for both the slotting effea tre
eddy-current reaction field [50,51]. Moreover, although FB modedsoften not

as straightforward as charge or current models, they do provide geed insight

in the machine’s physics.

Note that the division of the problem in subdomains is fundamentally different
from the meshing technique that is used in FE and MEC modeling. Indeed, in
contrast to the approximated solutions in the FE model's elements or the MEC
model’s flux tubes, the solution in each subdomain is calculated exactly. More-
over, the number of subdomains in a FB model is much smaller than the amount
of elements or flux tubes that is required in FE or MEC models. As a result, FB
models are more suited for parameter studies than FE and MEC models.
Evidently, FB models have disadvantages as well. Although they are irilyeren
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fast, their computational time rises when the amount of subdomains and/or the
required accuracy is increased. However, as will be discussed pt€Hh the im-

pact of that problem can be reduced. Another drawback of FB modtiatithey
sometimes have to assume infinite permeability of soft magnetic materials. This
is, however, not a big issue for high-speed SM PMSMs. Due to their $pgled
operation and large effective air gap, these machines are typicallytegénsthe
linear region of their magnetic materials.

FB models thus combine low computational times, high flexibility, good insight
and a capability of accounting for phenomena that are important for ipighes
operation. This makes them the ideal tool for this PhD.

1.2.5 Conclusion

In the above, four of the most commonly used modeling techniques have been
evaluated for use in the scope of this PhD. As was discussed in Secfjoie..1,
criteria to which they were evaluated are: capability of accounting forqnena

that relate to high-speed operation, flexibility, computational time and the level to
which they provide insight in the studied machines. The technique of Fenaierd
modeling was selected as best-suited for the needs of this PhD. It will hesdesit
extensively in Chaptefs 2 ahil 3.

1.3 Aspects of Fourier-Based modeling

There are quite some options when implementing a Fourier-based model, e.g. the
magnetic potential that is used or the way in which slotting is accounted foreThe
fore, the goal of this section is to justify the choices that were made when imple-
menting the FB model of this PhD.

In the following, five aspects in particular are considered: the choogiagag-

netic potential, the spatial coordinate system and the way in which time depen-
dency, source terms and slotting are accounted for.

1.3.1 Magnetic potential

It was already mentioned that a magnetic potential formulation is used to constru
a Fourier-based model. Just like with charge and current models, eithaerat-
netic scalar potential (MSP) or the magnetic vector potential (MVP) can éx us
The MSP is often used because of its simplidityl [52—60], but it cannotustdor
current densities. The latter is especially troublesome if, like in this worky-edd
current reaction field has to be accounted for. Moreover, nowaithe@ymajority

of FB models uses the magnetic vector potential [[43, 61—-69], especially in two
dimensional models, where the MVP reduces to a scalar. It is therefereustio

use the magnetic vector potential in this work.
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1.3.2 Spatial coordinate system

In the following, it will be assumed that the magnetic field is two-dimensional.
This assumption greatly reduces the model’'s complexity and, more importantly, its
computational time. It does of course introduce an error, e.g. due to ¢ihectiag

of the end windings. However, it was earlier shown that, even for mashwta a
relatively short axial length, this error is small [70].

Literature describes two-dimensional models in Cartesianl[[71-73], po-
lar [43,/51/53-56, 60, 63, 65, 68,/74+76] and cylindricall [77-86brdinates.
Evidently, the best-suited coordinate system depends on the studied mgchine
geometry. As the two-dimensional approximation of the magnetic fields under
consideration is circular, the polar coordinate system is the logical cheiee h
This is illustrated in Figuré 112, where is the radial coordinate and is the
angular coordinate.

.-_‘:-‘—"g::..
“‘“‘-.'ii

Figure 1.2: lllustration of the polar coordinate system

1.3.3 Time dependency

In Fourier-based models, time dependency can be accounted for in tyg tia
rectly [43,68| 81, 82] or through multiple static calculations| [79]83—-86heW
using multiple static calculations, the time is discretized and the magnetic field is
recalculated for every instance of time. This technique has the advarftage-o
plicity and a very low computational time for every individual static calculation.
However, it cannot fully account for the eddy-current reaction fitldreover, as

the field has to be recalculated for every instance of time, the advantagewf a
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computational time may be nullified if a lot of time instances have to be consid-
ered. These disadvantages can be overcome by directly accountitige fome
dependency, i.e. the magnetic potential is not only a function of spacef tiote

as well. It is therefore clear that time-dependency will be directly accdiufntdn

this work.

1.3.4 Source terms

Traditionally, Fourier-based models can account for two types of sou@mns;
permanent-magnetic materials and externally-imposed current densitiescdoth
either be imposed directly through the equations for the magnetic potential [43,
64,68, 87] or using equivalent current sheets|[54, 62, 76, §8¥9@ advantage of
current sheets is that they are often easier to implement in three-dimensiobal
lems. Moreover, using current sheets is also the most common workaianuthe
MSP’s disability to account for current densities. On the other handg usirrent
sheets implies a loss of accuraCy|[75] and is less straightforward thantlylira-
posing the source terms. Therefore, this work will directly account festiurce
terms.

It should be noted that the vast majority of modern electric machines is pdwere
using a voltage source, especially in high-speed machines. As the existiag lite
ture can only cope with the currents resulting from these voltage sounceHf

the goals of this PhD is to improve the existing FB model by providing a way to
directly account for voltage sources.

1.3.5 Slotting

Accounting for slotting effects is one of the largest challenges within FB firade
Literature describes three major techniques to model slotted structures.

A first possibility is to use conformal mapping techniques to simplify the machine’s
geometry to its slotless equivalent [55] 91-95]. After having solved thenetig

field of the slotless machine, the result is mapped back to the original geoletry.
though conformal mapping may result in some of the simplest and computationally
most efficient models [55], the accuracy of these models is not very R§ji96].
Increasing the accuracy implies increasing the complexity of the mapping func
tions [92/93].

Therefore, nowadays an alternative technique, called the exacomall tech-
nique is mainly used [50, 64, 67,186,97] 98]. This technique consideais got
separately. Although this approach results in larger computational timesgityis v
accurate and gives a good insight in the effect of the slots. The majarfdibis

that an infinite permeability of the slots has to be assumed. To overcome tlet issu
Dubaset al. have recently proposed an extension of the exact subdomain technique
using superposition [69].

A third technique to account for slotted structures has recently be deddoip
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Sprangerset al. in [99]. In this technique, the spatial dependence of the per-
meability is directly accounted for. Despite the technique’s very straighfiaw
approach, it is relatively complex and suffers from inaccuracies dtieet&Gibb’s
phenomenor [96].

Because of its accuracy and the large insight it gives, the exact sw#iddech-
nique was adopted in this work. Although Dubas’ superposition technigde a
Sprangers’ technique with spatially-dependent permeabilities would betem in
esting addition, high-speed PMSM typically operate at low induction levels. Th
limitation of infinite permeabilities is therefore not crucial.

1.3.6 Conclusion

In the above, five aspects of FB models were discussed. Based orsthetsion, it

was decided that the model in this PhD will be based on a magnetic vector pbtentia
formulation of the problem. The model will be formulated in a 2D polar coordinate
system and its time dependency will be accounted for directly. The souruoe te
will be implemented directly as well and slotting will be accounted for with the
exact subdomain technique.

Note that this section has been limited to a brief discussion of the most important
aspects within Fourier-based modeling. Relying on the mathematics presented in
Chapter§R arld 3, a more extensive discussion on the different teekmigghin FB
modeling is presented in Chaplér 4. By combining that discussion to an awvervie
of the literature, Chaptél 4 provides an interesting guide for anyone vainésvto

build a FB model.

1.4 Scientific goals

It was already mentioned that the goal of this PhD is to study and develop elec
tromagnetic modeling tools for high-speed machines. In the following, thdt goa
is divided in two parts and described in more detail. But first of all, it shoeld b
noted that the aim of this thesis is to provide modeling tools for a very broagran
of high-speed PMSMs, rather than studying one particular case. Mareolot of

the presented results are applicable for permanent-magnet synchimmasthines
that are operated at normal, or low, speeds as well.

» The first goal of this work is to contribute to a faster, more flexible and more
accurate calculation of the magnetic field. This goal is achieved by providing
an in-depth study of the physical and mathematical background of Feurier
based modeling. In addition, a study on how to reduce the computational
time of FB models to an absolute minimum is performed and the implemen-
tation of voltage sources is discussed.

With respect to the calculation of the magnetic field, the main contributions
of this work are: a very general approach that accounts for both gjattid
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eddy-current reaction field, an extensive discussion on reducingpthpu-
tational time of FB models, a direct coupling with the machine’s electrical
equations in order to account for voltage sources and an overviewe &8h
model’s possibilities and most important literature.

» Secondly, this PhD aims at providing more insight in surface-mounted

PMSMs with a shielding cylinder by studying their electromagnetic output
quantities, based on the FB model. This goal is achieved by improving the
post-processing of FB models and by performing parameter studies of the
output quantities.
Concerning the study of physical output quantities, this PhD has conuibute
to the existing literature by introducing the concept of torque components
and by studying the effect of the SC's design on the performance of
high-speed PMSMs.

Note that, in addition to the main goals as described above, a test setup for high-
speed PMSMs was developed at Ghent University. The goal of that s&s to
provide the research group a practical expertise in high-speed djpigaAs this

setup isn’t really in the scope of this work’s main goals, it will only be disedss
briefly.

1.5 Outline

In accordance with the PhD’s goals, this work is structured in three parts.

The first part, which covers Chaptér8 2-4, provides an extensiveistiion on
Fourier-based modeling. Chapiér 2 focuses on the physical bacidjobrourier-
based modeling, it discusses the magneto-quasi static (MQS) approximétion o
Maxwell's equations and introduces the magnetic vector potential. CHhalpter 3
applies the results from Chapiér 2 to model PMSMs in general and higiitspe
PMSMs in particular. This includes sketching the model’s context, introducing
the subdomain technique and validating the obtained results. In Chapter 4, the
knowledge obtained from Chaptéis 2 and 3 is applied to present ariewerfithe
different possibilities within Fourier-based modeling. By coupling that veer

to the existing literature, it may be used as a guideline for anyone who is itegres

in working with Fourier-based models.

In the second part, i.e. in Chaptdrd 15-8, two improvements of the existing
Fourier-based modeling technique are presented. CHdpter 5 intrddubesues

to reduce the computational time of Fourier-based modeling and briefly destus
some computational issues related to Fourier-based modeling. Chaptese@tpre

a technique to account for voltage sources, as opposed to the tradaionaht-
density sources in Fourier-based modeling.

The third part of the PhD focuses on the machine’s electromagnetic quaatities
obtaining more insight in the high-speed operation of PMSMs. This is done in
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Chapter§]749. In Chaptgr 7, the calculation of the machine’s magnetic flisitgle
back electromotive force, torque and eddy-current losses is destu$he chapter
also introduces a division of the torque in two components. In Chapter 8, the
experimental setup that has been developed in the scope of this PhD ig briefl
introduced and used to validate some of the previously made calculatiorge€ha
presents a number of parameter studies that provide some interestingsinsigh
high-speed PMSMs in general and their shielding cylinder in particular.

Finally, Chaptef 10 concludes this work.
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» B. Hannon, P. Sergeant and L. DéptVoltage Sources in 2D Fourier-Based
Analytical Models of Electric MachinesMathematical Problemsin Engi-
neering, vol. 2015, Article ID 195410, 8 pages, 2015
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and Torque Ripple in Axial Flux PM MachinegVathematical Problemsin
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high-speed permanent-magnet synchronous machines with a shielding cylin
der”, Mathematics and Computersin Smulation, vol. 130, pp. 70-80, 2016

» B. Hannon, P. Sergeant and L. DépfTime- and Spatial-Harmonic Con-
tent in Synchronous Electrical Machinesdlagnetics, IEEE Transactions
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Articles in conference proceedings
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» B. Hannon, P. Sergeant and L. Dépf2D analytical torque study of slotted
high-speed PMSMs considering pole pairs, slots per pole per phas®ind
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in electrical machines and its application in Fourier-based modbite -
national Conference on Electrical Machines (ICEM), 2016, pp. 592-598,
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Chapter 2

Problem formulation

One of the main goals of this work is predicting the magnetic field in high-speed,
permanent-magnet synchronous machines, thereby enabling the caicofatio-

ious machine properties, such as torque production, losses, etc. Asmlagnetic
phenomena are governed by Maxwell's equations and the electromagumasic ¢
tutive relations, the study of electromagnetic problems relies on a mathematical
formulation of these physical laws. This chapter aims at providing sucinaufa-

tion for high-speed machines. The discussion is presented as gensnadigsible,

so that the results are applicable for a wide range of electric actuators.

In the first two sections of this chapter, a very general discussion ctrateag-

netic problems in stationary and moving materials is presented. In Secflon 2.3, the
magneto quasi-static (MQS) approximation is introduced. SeCtidn 2.4 intreduce
the use of the magnetic vector potential, which results in the final mathematical
formulation of the studied problem. The chapter is concluded in Sectibn 2.5.
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2.1 Stationary problems

Consider the situation illustrated in Figurel2.1; an electromagnetic problem in an
arbitrary domainD is studied using reference systém, zo, z3). The problem is
stationary, which implies thad does not move with regard ta, z2, x3).

D

€2

T
€T3

Figure 2.1: A stationary problem; D does not move with respect to
((L’l,.’EQ,l'g)

In the following, a mathematical formulation for the generalized electromagnetic
problem of Figuré Z]1 is derived. This is done by evaluating Maxwell'saéqos,
the boundary conditions and the constitutive relations.

Maxwell's equations

Maxwell's equations are the starting point for this discussion. In theirrdiffial
form, these cornerstones of electromagnetism are written as:

B
Faraday’s law VXxE= _aat (2.1a)
R oD
Ampere’s law VxH=J+ N (2.1b)
Gauss’ law for electric fields V-D=p. (2.1¢)
Gauss’ law for magnetism V-B=0 (2.1d)

Where the vectorg, H, D, B andJ refer to the electric field strength, the magnetic
field strength, the electric flux density, the magnetic flux density and thenturre
density respectively. The electric charge density is referred ta.tand the time
by ¢. All of the electromagnetic quantities are spatially referred tathexs, x3)
system.

Note that the combination of Angpe’s and Gauss’ law implies conservation of the
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electric charge:
Ope

V-J+ ot

=0 2.2)

Boundary conditions

In order to ensure physically correct behavior on the boundarieseo$tiidied
problem, a set of boundary conditions 8y D, H andE has to be imposed. As
shown in the following, these conditions are directly derived from Maxweljua-
tions.

Consider an infinitesimal small pillbok at the boundary between domainand
v + 1, as illustrated in Figurie 2.2.

1

domainv + 1

domainyv

Figure 2.2: A pillbox at the boundary between domainandy + 1

As B is a solenoidal vector field (2.1.d), the integration of its divergence ower th
volume of the pillbox is zero. Accounting for the divergence theorem, this ca
mathematically be written as:

///V-BdV:#Bnds:O (2.3)
P oP

where 0P is the pillbox’ boundary. The surface integral can be split in a part
related to the top, a part related to the bottom and a part related to the side of the
pillbox. As B is finite, letting cb — 0 implies that the side does not contribute

to the integral, i.e. there is no magnetic flux through the side of the pillbox. The
above can then be rewritten as:

/B(”) nds — / B@+Y . nds =0 (2.4)
top bottom

whereB®) is the magnetic flux density in domainandB“*" is the magnetic
flux density in domain + 1.

As the pillbox is assumed infinitely small,_(2.4) implies that in every point of the
boundary, the following condition fd8 has to be satisfied:

n- (B(”) - B<”+1>) —0 (2.5)
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The above is a condition fd at the boundary between domainandv + 1.
In a completely similar way the boundary condition Bdican be found as:

n- (Dm _ D<v+1>) . (2.6)
whereo, is the electric surface charge density on the considered boundary.

Next, consider an infinitesimal rectandleat the boundary between domainand
v + 1, as illustrated in Figurie 2.3.

A

th

domainv di

domainv + 1

Figure 2.3: A rectangle at the boundary between domairsdy + 1

Accounting for Amgre’s law [2.1b), integration of the curl &f over the surface
of L can be written as:

//VXH ds—//<J+>-dS 2.7)

This can be rewritten with the help of Stoke’s theorem. Moreover, it is again a
sumed that 4 — 0, implying that the vertical sides of the rectangle do not con-
tribute to the resulting line integral. This gives:

/H(”)-tdl—/ HEHD tdl = //<J+>~ds (2.8)

top bottom

whereH®) is the magnetic field strength in domairandH**1) is the magnetic
field strength in domaim + 1.
The rectangle is infinitesimally small aidis finite on the boundary. This implies
that the electric flux through reaches zero as the surface of the rectangle reaches
zero. In contrast to the electric flux, the current density can be infinitthen
boundary. This may happen in the ideal case of infinite conductivity. efbe,
the flux of the surface current density on the considered bounda&y iat have
to equal zero. The boundary condition for the magnetic field strength eanbt
written as:

n x (H(”) — H<”+1>) — 7, (2.9)
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with J; the surface current density of the considered boundary.

Chaptef ]l showed that, despite the fact that it implies a lower accuracy,aeme
thors do consider surface current densities in order to simplify their legilcns.
Using the same technique as fdf the boundary condition for the electric field
strength can be found as:

n x (E(”) — E<V+1>) —0 (2.10)

The boundary conditions for static problems are thus listed asinl (2.11).

n- (B(") B<”+1>> —0 (2.11a)
n (D(”) D<V+1>> — o, (2.11b)
n x (H(”) — H<”+1>> — 7, (2.11c)
n x (E(”) E<V+1>> —0 (2.11d)

Constitutive relations

Maxwell's equations are supplemented with the constitutive relations, which link
the electric and magnetic field strengths to their respective flux densitiesa In a
absolute vacuum, these relations are written as:

D = ¢E (2.12a)
B = poH (2.12b)

whereey andy are the electric permittivity and the magnetic permeability of vac-
uum. As [2.1R) is only valid in an absolute vacuum, it is insufficient to model
electric machines, where matter is present.

When studying electromagnetic problems in matter, the material’s electric and
magnetic dipole moments have to be accounted for. These dipole moments have a
component that is permanent and a component that is induced by arae¢ktech
Accounting for the dipole moments is done by introducing the polarization and the
magnetization vectors, i.€2 andM. The constitutive relations are then rewritten

as:

D=¢E+P (2.13a)
= €0E + PE + PO
B=o(H+M) (2.13b)

= po (H+ Mgy + My)
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wherePg is the component d? that is induced by an external electric field &

is the permanent polarization of the material. Similallly;; is the component of

M that is induced by an external magnetic field &glis the permanent magneti-
zation.

If the studied material is assumed linear and isotropic, which is a common assump-
tion in analytical models, the relations betwd&nandE and betweeM ;; andH

are determined by a constant electric and magnetic susceptibility.iand ;.

PE = EQXeE (2148.)
My = xmH (2.14b)

The constitutive relations of (2.1.3) can then be written in terms of the material’s
electric permittivity(e) and its magnetic permeability:):

D=¢(1+xe)E+Po (2.15a)
= ¢pe-E 4+ Py
=e¢E+ Py
B = 1o (1 + Xm)H + oMo (2.15b)
= poprH + oMo
= pH + oMy
wheree, and u, are the material’s relative permittivity and relative permeability
respectively.
As opposed to vacuum, materials may conduct an electric current whesezkp

to an electric field. This implies a third constitutive relation, that expresses the
relation between the electric field strength and the current density:

J=0E (2.16)

whereo is the conductivity of the material.

Note that permanent magnetic materials are often characterized by theiralesid
magnetic flux densityB, = ©oMy) instead of their residual magnetization vector.
The constitutive relations in static problems can thus be written as:

J=0E (2.17a)
D=¢E+P, (2.17b)
B =puH + By (2.17¢)

Conclusion

The combination of Maxwell’s equatioris (2.1), the boundary conditiondlf24d
the constitutive relation$ (Z.117) now forms a complete mathematical formulation
for the problem of Figure 2] 1.
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2.2 Problems with motion

Typically, authors of analytical models for electric actuators disregarcement.
However, considering movement is mandatory if, for example, eddewstghave

to be taken into account. As the effect of eddy-currents may be significaigh-
speed actuators, the aim of this section is to provide a theoretical backbtoat
allows accounting for moving materials.

Consider a domaiD that is moving at a speed with respect to the reference
frame(z1, 22, z3). To cope with such problems, a second reference frame, fixed to
the moving domain, is considered. This reference system, and all of thétis
expressed within it, are indicated with primes.

The situation is illustrated in Figute 2.4.

\

€T9 /

T

€T3

Figure 2.4: A moving problem;D moves with respect tQr;, 2, x3)

Lorentz’ transformations can now be used to translate quantities from ginened
reference systenir;, zs,z3) to the primed reference systefn’, x5, 2%) [100,
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101]:

VX B) (2.18a)

H—HV(V'H)—vxD) (2.18b)

M-l - L vx P) (2.18c)

(2.18¢€)

v ; (2.18)

(
(
(
D’:7<D = + 2) (2.18d)
(
(
(

+ — - pV> (2.189)

J-v
A= <pe - 2) (2.18h)

wherec is the speed of light angl is the Fitzgerald-Lorentz contraction factor:

MU (2.19)

1— |V|2

c2

Maxwell's equations

Maxwell’s equations are Lorentz-invariant; they are not affected bghtz’ trans-
formations. This implies that, as expected, Maxwell’'s equation$ (2.1) remiain va
regardless which reference system is used.

Boundary conditions

Relative movement of the boundary does have an effect on the bguooladi-
tions. Evidently, if the electromagnetic quantities are expressed in the primed
system, the static boundary conditiohs (2.11) apply. Translating theseldgun
conditions to the unprimed system is done using Lorentz’ transformatfiort$) (2.1
The calculus is quite extensive, but Costen [102] found that the resattimdjtions
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are:

n-

(B _ B+ (2.20a)
n. (D(V) D+l
-v) (o® Dt (2.20c)

;
(2.20b)
n x (H(”)—H(”“) )

n x (E(V) _ E(V+1)> —(n-v) (B(u) -~ B(u+1))

0 (2.20d)

Note that the boundary conditions are only affected by movement if theityeloc
has a component that is normal to the boundary’s surface.

Constitutive relations

Starting from Minkowski’s crucial hypothesis that the constitutive relatifons
stationary matter are valid in the primed system, iJé.= oE’, D’ = ¢E’ and

B’ = uH’, the constitutive relations for moving matter can be found by consider-
ing the Lorentz transformations:

J -1 -J -1 E
3 1w >_pV:U<E_v UL

Ve . +v ><B) (2.21a)

D_7—1V(V5D)+V><2H:6(E_7—1V(V5E)+Vx5> (2.21b)
0% Vv c v v
-1 .B E -1 -H
g7 V(V2 )_VX2 :M<H_’YV(V2 )_vxD> (2.21c)
v Vv c g v
Conclusion

Similar as for stationary problems, moving problems are fully described by the
above Maxwell equations, boundary conditions and constitutive relations

2.3 Magneto quasi-static problems

Maxwell's equations, the boundary conditions and the constitutive relatioms
very generally formulated in the previous sections. However, in the smioglec-

tric actuators, the so-called magneto quasi-static (MQS) approximation, which
is also known as the magnetic limit of Galilean electromagnetism, can be used
[100,101]. This approximation consists of two aspects. Gdmsi-static aspect
relates to the propagation time of variations in the magnetic field.nidgmeto in
magneto quasi-static implies that the magnetic field is dominant with respect to the
electric field.
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A problem can be considered quasi-static if time-dependent variatioinsstaatly
propagated throughout the entire geometry. Mathematically, this conditioritis wr
ten as:

f< — (2.22)
T

where f is the frequency of the time-dependent variations gnis the charac-
teristic dimension of the studied problem. In a rotating, radial-flux machine for
example,f is the frequency of the current afgdis the machine’s diameter.

Evidently, [2.22) implies that the relative speed of the studied materials is much
smaller than the speed of lighfv|| < ¢). This implies thaty ~ 1. In electric
actuators, the quasi-static condition is practically always valid.

If in quasi-static problems the energy of the magnetic field is much larger than the
energy of the electric field, the problem can further be simplified to a MQB-pro
lem. A commonly used intuitive method to determine whether the magnetic field
is dominant is to regard the time-invariant limit of the problem, i.e. the frequency
of all of the problem’s time-dependent variables is brought to zero. Aleno

is considered MQS if there is no electric field in the time-invariant limit. This is
clearly the case in electric actuators where the source terms in the time-itvarian
limit are DC current densities and permanent-magnetic materials.

It can easily be reasoned that, if the electric field disappears in the timeaaintar
limit, the effect of electric charges is negligible. Indeed, the MQS approximatio
implies neglecting the effect of electric charges.

As indicated by Zangwill[100] and Roussealx [L01], the Lorentz foansations

of electromagnetic quantities (2]18) are greatly reduced in MQS problems:

E—E+vxB (2.23a)
H' = H (2.23b)
M’ =M (2.23¢)
H
D' =D+ (2.23d)
C
B —B (2.23e)
M
P-p- 5 (2.23)
C
¥ = (2.23g)
po=pem (2.23h)

In the following, Maxwell’s equations, the boundary conditions and thstitoive
relations in MQS problems are considered.
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Maxwell’s equations

The Maxwell equations that have to be solved in a MQS problem are written as

0B

Faraday’s law VXE= 5 (2.24a)
Ampere’s law VxH=1J (2.24b)
Gauss’ law for magnetism V:-B=0 (2.24c¢)

It can easily be seen that the influence of electric charges is disrelgaides
greatly simplifies the following calculus.

Boundary conditions

As the focus is on the magnetic field, it is sufficient to only regard the baynda
conditions forB andH. In a MQS problem, these conditions are written as:
W(WW—BWW)ZO (2.253)
nx(wm_HWHQZJS (2.25b)

From [2.25), it can be seen that the MQS approximation disregards twt eff
movement on boundary conditions.

Constitutive relations

The constitutive relations to be accounted for in MQS problems are fousdiby

stituting [2.23) in[(2.117):

J=0(E+VxB) (2.26a)
B =puH + By (2.26b)

Conclusion

The mathematical formulation of MQS problems is fully described [by (2.24)-
(2.26). It is clear that the MQS approximation suffices when the goal is temod
electric actuators. For that reason, in the rest of this work, only MQBl@mts are
considered. This implies thai (2]124), (2.25) dnd (R.26) form the basibdéanodel
that will be constructed in the following sections.
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2.4 Potential formulation

The above mathematical formulation of MQS problems consists of three differe
tial equations[(2.24), two boundary conditions (2.25) and two constitigiegions
(2.26). Mathematically, this problem is difficult to solve. Therefore, a gaikn
formulation is introduced to rewrite the problem.
The magnetic vector potentidl, which is a vector quantity, is defined through its
curl:

VxA=B (2.27)
For a complete description of MQS problems, the MVP has to be combined with

the electric scalar potential (ESP) [61,103]. The ESP is indicatédasd defined
through its gradient:

OA
VV = — (E + at) (2.28)

Governing equation

In the following, a differential equation for the MVP is derived based axiell’s
equations[(2.24) and the constitutive relatidns (2.26). This differentizdtémn is
called the governing equation. The derivation of the governing equatiothé
MVP requires some calculus. In a first step, the definition of the MVP(37)
substituted in Faraday’s law:

0
E=_-— A 2.2
V X Btv X (2.29)
Integration of the above gives:
0A
E=—(=— 2.30
(2 5) 230)

where the integration constant is the gradient of the electric scalar potential.
deed,[(2.30) matches the definition16f(2.28).

A second step in the derivation is choosing a gauge. This is importantdeetiza!
above potential formulation is not uniquely defined. Indeed; i§ an arbitrary
scalar field, an alternative formulation can be defined as:

{Aalt — A "‘ Vf
B of (2.31)
Valt =V - a

The lack of uniqueness can now be illustrated by considering the magnetic flu
density:
B=VxA

—V x (AL V) (2.32)
=V x Aalt
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and the electric field strength:

E:—(aA—&-VV)

ot
_ (9, 9VS _o9f
_—<atA+ Vv Vm) (2.33)
—(Op v,
- 8t alt alt

This redundant degree of freedom is tackled by introducing a gaudgenwWsing
the MQS approximation, the Coulomb gaudeé- A = 0) is most commonly used.
Note that, in the MQS approximation, Coulomb’s gauge is Lorentz invariant.

For the third and final step of the derivation, A&rp’s law [2.24b) is combined
with the definition of the MVP[(2.27), the constitutive relatiofs (2.26) and the
equation for the electric field strengfh (2.30):

oA
VXVXA:ﬂw<m+VV—VXWXAO+VXBO (2.34)

Using the identity for the curl of the curl and Coulomb’s gauge, the gawgrn
equation for the MVP can finally be written as:

VA — ua%—? +puo(vx (VxA))=uVV —V x By (2.35)
Equation [(2.35) can be interpreted physically by making a distinction between
current densities due to eddy currents and current densities thaktaraadly
imposed(Je,t).
According to Faraday’s law, eddy currents are induced if a conductiaterial
experiences a varying magnetic field. From a given point of view, this can
either be because of a time-dependent magnetic field in a stationary material or
because of relative movement of the material with respect to a time-invariant
magnetic field. These phenomena are accounted for by the time-derzatibe
speed-dependent term 6f (2.35) respectively.
Externally imposed current densities are accounted for byuth€V term in
(2.38). WhereV is the ESP in the considered problem. In the stator windings of
an electrical machine for exampl&, is the terminal voltage. However, directly
accounting for” would imply that every conductor has to be modeled separately,
for thatJ.,: is imposed directly. Assuming a generator reference, this is done by
substituting.,; for cVV in the governing equation for the MVP. The result is an
alternative governing equation:

oA
WA—Wﬁ?ﬂmWXWXAD:Mm—VXBO (2.36)
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Equation[[2.36) can now be interpreted by regarding its individual terime fifst
term is the Laplacian of the MVP. This term is always present. As mentioned, th
time-derivative and the speed-dependent terms account for eddyntsi They

will only be considered in problems where the effect of eddy-currentsois
negligible, i.e. in conductive materials. The source terms are located on ke rig
hand side ofl(2.36), they respectively account for externally imposeert den-
sities and residual magnetic flux densities in the studied problem.

Note that most modern electric drives are powered with the help of a vaagee
inverter. This fact advocates the use (2.35) as a governing equatiovevdr, the
implementation of” as a source term is complex. Therefore, in Chdgtdr 3.1(2.36)
will be used to calculate the magnetic field. In order to account for voltagress,

a coupling between the field calculations and the equation for the terminal @oltag
of an electric machine is proposed in Chapier 6.

Boundary conditions

The definition of the MVPL(Z2.27) and the constitutive relation for the magnetic flu
density [2.26b) give the following equation for the magnetic field:

_VXA—BO
n

H (2.37)

Accounting for the above, the boundary conditidns (R.25) can be writtégrims
of the MVP as:

n- (v X (A(”) _ A<”+1>)) —0 (2.38a)
A Al+D) B(()V) BE)VJFU
Note that[(2.38a) can be simplified by integrating. Condition (2.38a) then irapose
continuity of A. This could indeed be expected Afwould be discontinuous in a
given point, the magnetic flux density in that point would be infinite. This violates

Gauss’ law for magnetisni_(2.24c). The boundary conditions can nowritienv
as:

AW — AlD — g (2.39a)
W) (v+1) (v) (v+1)
nx |V x A AT ) (B B =Js (2.39b)
,u,(’/) M(V+1) M(V) M(V‘H)
The magnetic field in an electric actuator can now be found by solving themove
ing equation[(2.36) while accounting for the boundary conditibns{2.39).
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2.5 Conclusion

In this chapter, the physical and mathematical basis for an analytical mbael o
electric actuator was presented. Maxwell’s equations, the boundadjtioms and

the constitutive relations were introduced, both for stationary and movingmatte
The magneto quasi-static approximation was introduced to simplify the calcula-
tion of magnetic fields in electric actuators. The resulting set of physicalMzasgs
translated in a mathematical problem formulation that consists of one partial dif-
ferential equation and two boundary conditions. This problem formulatorbe
used as the starting point of an analytical model for virtually every eleattiaor,

as shown in Chaptét 3.
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Chapter 3

Fourier-based modeling

The previous chapter described a mathematical formulation of electromagnetic
problems. The goal of this chapter is to translate that formulation to a model
that predicts the magnetic field of electric machines. To do so, the Fousedba
modeling technique, which essentially combines the subdomain method with the
technique of separation of variables, is used.

In the following, an extensive discussion on the various aspects ofdrdéased
modeling will be presented. The novelty of the discussion is that it provides a
widely applicable technique to account for eddy-currents in the machihiehw
implies that time-dependency is considered. Although some authors haadyalre
published time-dependent Fourier-based models, literature lacks a muweabe
approach of the subject. In this work, eddy-currents due to both timatias

in the magnetic fields and movement are considered. Although the results of this
chapter are applicable to most radial-flux rotating machines operated irystead
state, the focus is on SM PMSMSs.

Sectior 3.1 introduces the example machine that will be used to clarify some of the
more abstract parts of this chapter. In Seclion 3.2, the model’s spatiegmeée

its time-dependency and some general assumptions are discussed. [S&ctien
scribes the actual model. First, the subdomain technique is introduced, &hen
general expression for the MVP and the source terms is derived. thexactual
solution of the MVP is discussed and finally the determination of the solution’s in-
tegration constants is discussed. The results, obtained in Secfion 3.3|idated

in Sectior 3.4. Finally, Sectidn 3.5 concludes this chapter.

The content of this chapter has been published in the following journarpap

» B. Hannon, P. Sergeant and L. Dépf2-D Analytical Subdomain Model of
a Slotted PMSM With Shielding CylinderMagnetics, |EEE Transactions
on, vol. 50, no. 7, 10 pages, 2014
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3.1 Example-machine

The discussion in this chapter is rather mathematical. For the sake of clarity, all
of the discussed aspects will be illustrated for the case of a high-spaadpent-
magnet synchronous machine with two pole pairs, p.e= 2. A cross-section of

this example-machine is shown in Figlrel3.1.

phases
mA
mB
OocC

Figure 3.1: Cross-section of the example-machine

As mentioned in Chaptét 1, the difference between the machine depicted e Figu
3.1 and a classical PMSM is that the high-speed PMSM is equipped with a con-
ductive sleeve around its magnets, indicated as a yellow ring in the figuh Su
a sleeve can be used to retain the magnets during high-speed operasaheit
referred to as a retaining sleeve. However, it can also be used teertdauoverall

rotor losses at high-speed operation. If this is the case, the sleeven®d:fo as

a shielding cylinder. The eddy-currents that are induced in the SC cauhthe
asynchronous components of the magnetic field, thereby shielding the tmagde

the rotor iron from these asynchronous components.

3.2 Model context

The goal of this section is to set the context in which the mathematical formulation
of Chaptei 2 can be translated into a working model. To do so, a spatiedmeée
system has to be chosen. Moreover, as this work aims at directly acapdortin
the time-dependency, that aspect has to be discussed as well. Finallygasoenal
assumptions have to be made in order to reduce the calculus.
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3.2.1 Spatial coordinate system

As discussed in Chaptel 1, a cylindrical coordinate system with-#weis along
the machine’s axis will be used in this work. Figlrel3.2 shows that coordinate
system in the example-machine.

Figure 3.2: Coordinate system in a radial-flux rotational machine

Two-dimensional approximation

Evidently, the geometry of electric machines is three-dimensional. Howedtem, o
the problem can be assumed invariant along one direction. In radialdtax r
tional machines, the problem is usually assumed invariant along-thection,
i.e. along the machine’s axis. This invariant direction is referred to as tlg-lon
tudinal direction. The invariance along thedirection implies that, spatially, the
magnetic vector potential only depends om@nd ¢. As the field is assumed to
be two-dimensional and only depends on thend ¢ coordinatesB = V x A
implies that the MVP has only one non-zero component;zttemponent. This
means that:

A=A(r¢)e, (3.1)

In the rest of this work, the 2D approximation is applied. As a result, 30c&ffe
such as end-effects will not be accounted for.

Periodicity

The Fourier-based modeling technique, which will later be used to calcukate th
MVP, relies on periodicities in the magnetic field. Evidently, the magnetic field in
radial-flux rotational machines is periodic in thedirection with a periodicity of
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27 radians. The direction along which this spatial periodicity, exists is gener-
ally referred to as the periodic direction.

The remaining direction, which is thedirection in the cylindrical coordinate sys-
tem, is called the normal direction.

Multiple reference systems

Fourier-based models often use multiple spatial reference systems intomater
count for movement and/or to reduce the calculus. In this work, movement is
directly accounted for, but the model's complexity is minimized by considering
multiple reference systems with a circumferential shift. The relation between two
systems, e.gir, ¢, z) and(r’, ¢, '), is then given as:

r=r (3.2a)
¢ =¢" — o (3.2b)
z2=12 (3.20)

wheregy is the circumferential shift between both systems.

3.2.2 Time-dependency

As mentioned in Chaptél 1, some authors does not directly account foelts fi
time-dependency. Instead they use multiple static calculations to mimic the effect
of time-varying aspects such as movement and sources. This techniquesimplie
that, for every instance of time, the time-independent problem is recalcwiéted
updated values for the time-dependent variables. It has the advafisiggbcity

and a very low computational burden for every single time step. Howewer, th
resulting magnetostatic models can not accurately account for the edeyvcu
reaction field. Moreover, as the problem has to be recalculated foy exstance

of time, the advantage of a lower computational burden vanishes if the dlesire
time step is small.

In this work, the more general approach of directly accounting for the time-
dependency of the magnetic field is adopted. It was already mentioned ¢hat th
Fourier-based method relies on periodicities in the magnetic field. This is not
only true for the the spatial aspect, it is also true for the time-dependeruy. T
time-period that is used in this work is the mechanical pefipdIn a classical
rotational machine that is operating in steady-state for exaniplequals the
time required for the rotor to perform one revolution. However, it is pdssliat
within the machine multiple time-periodicities exist. This is for example the case
in machines with multiple rotors that rotate at different spe&gss then the least
common multiple of the machine’s different periodicities.
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3.2.3 Assumptions

In order to enable an analytical solution of the problem with a limited mathematical
complexity, a number of assumptions have to be made. Some of these assumptions
were already mentioned in the previous sections. This section briefly desca

the assumptions that are used to construct the model in this chapter.

The first and most fundamental approximation in this work is the assumption that
the situation is magneto quasi-static. The consequences and validity of this as-
sumption have been discussed in Sedtioh 2.3.

Secondly, the problem is regarded in two dimensions. This means that thierro

is assumed invariant in one direction. This approximation implies that 3D effects
such as skewing and end effects can not be regarded. This assuimptostrictly
necessary to allow for an analytical solution of the problem, but it greadiyaes

the required calculus.

The third assumption is that the boundaries of the studied geomtery are aither r
dial, i.e. ¢ is constant, or circumferential, i.e: is constant. In contrast to the
previous assumption, this assumption is required to analytically solve the proble
Boundaries that aren’t radial or circumferential have to be simplified.

Fourthly, the machine is assumed to operate in steady-state. This assumpion is r
guired because the Fourier-based modeling technique that will be uselsiedise
problem in Sectiof 313 is based on periodicities in the magnetic field. Steady-state
operation implies a time-periodicity.

The fifth assumption is that all movement in the studied problem is along the tan-
gential direction, i.e.v = ve,. Physically, this assumption implies that there is
only rotational movement in the machine and that all the moving parts are rotating
around the same axis. This axis has to coincide with the longitudinal direction.
Finally, all of the materials in the machine are assumed linear and isotropic- More
over, all soft-magnetic materials are assumed to have an infinite magnetic perme-
ability.

The above assumptions are listed as:

» Magneto quasi-static situation

» Two-dimensional problem

All boundaries are either radial or circumferential

Steady-state operation

» All movement is along the tangential direction

All materials are linear and isotropic

» Soft-magnetic materials have infinite permeability
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3.3 Fourier-based modeling

With the problem fully formulated and the context sketched, a mathematical de-
scription of the machine’s magnetic field can be obtained. To do so, theettiffar
equation for the magnetic vector potential (2.36) has to be solved while @tgu

for the boundary condition$ (2.39). There are several ways to firddudian for

the governing equation. Mostly however, either Green’s functions oFtlier-
Based (FB) modeling technique is used. As indicated in Chipter 1, the latteh w
essentially combines the subdomain technique and the technique of sepafation
variables, is used in this work.

The following section aims at describing FB modeling. More specifically, tiee us
of subdomains, separation of variables, the actual solution and the impleimenta
of the boundary conditions are discussed.

3.3.1 Subdomain technique

The governing equation is too complex to be solved analytically in the entire prob
lem domain. To overcome that issue, the studied geometry is divided in a number
regions, called subdomains. In each of these subdomains, the probleeaily g
simplified and can be solved. The obtained solutions are then linked by imposing
the boundary conditions that were introduced in Se¢tion 2.4. As a resust,iiake-

main technique allows to use relatively simple techniques to study complex prob-
lems. The technique’'s major drawback is that every subdomain introdusets a

of integration constants. Often these constants have to be calculated raliyeric
which implies that introducing extra subdomains results in a larger computational
time.

In order to obtain an as simple as possible problem, it is important to correctly
choose the subdomains. First of all, the governing equation has to be sithaéfie
much as possible. Secondly, it should be relatively easy to impose the drgund
conditions.

Governing equation

Sectiorl 2.4 introduced the following governing equation:

V2A — ua%—? + o (VX (VxA)) =pdert —V X By (3.3)
This equation is greatly simplified if ando are constants. Therefore, a first point
of attention is to make sure that the subdomains are chosen so that the magnetic
permeability and the electrical conductivity are constant in each subdomain.
As discussed earlier, there are three kinds of termis_in (3.3). Firstly, thladian
term is a general term that is present in every subdomain. Secondly, the time
derivative and speed-dependent terms account for eddy-tsirrdhey are only
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present in electrically conductive subdomains, where the effect gf-eddent is
non-negligible. Thirdly, the terms on the right-hand sidd_ofl(3.3) are saerms.

Jezt accounts for externally imposed current densities Bgidccounts for perma-
nent magnets. For the sake of simplicity, this work does not consider swdide

with multiple source terms or subdomains where both a source term and eddy-
currents are present. This implies that only the following governing equsaéien

to be considered:

VA =0 (3.4a)
V2A = 1wt (3.4b)
V2A = -V x By (3.4c)
V2A = ,ua%? —po (VX (V xA)) (3.4d)

The simplest governing equatidn (3.4a) applies in subdomains with no seurte
and no eddy-currents. Equatiois (3.4b) dnd (3.4c) apply in subdomwitinga
source term, i.e. an externally imposed current density or residual ma@ngtic
density. Finally,[(3.4d) applies in subdomains where the effect of edagrts is
non-negligible.

Boundary conditions

Boundary conditions are imposed to ensure physically correct belahtioe MVP

on the boundary between two subdomains, i.e. to link the solutions of neiggbor
subdomains. In order to easily impose the boundary conditions, it is asghated
each subdomain has four boundaries, two of which are constant indtection

and two of which are constant in thedirection. Boundaries with a constant
are called circumferential boundaries. Boundaries that have a copstam called
radial boundaries. Only considering circumferential and radial baues usually
implies that the studied geometry has to be simplified. In the example-machine,
this means that the sides of the slots are assumed radial, the rounding ofjéise ed
is neglected. This is illustrated in Figure 3.3.

As discussed in the following, the circumferential boundary conditions weil d
termine the integration constants that are introduced when solving the gayern
equations. The radial boundary conditions will determine the eigenvafuie o
solutions.

First, circumferential boundaries are regarded. In a two-dimensiq@uabaima-
tion, imposing continuity of the MVP at the circumferential boundary between
subdomaing andv + 1, wherer = r,,, implies [2.39h):

A (r, ¢ t) — AV (r, 0,8) =0 (3.5)

The behavior of the tangential component of the magnetic field strehgthbij2.39
has to be imposed as well. In the two-dimensional approximatfion, (2.39b)ecan b
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rr

(a) Realsitic (b) Simplified

Figure 3.3: Simplification of the example-machine’s geometry

rewritten as:

DAV (r, 6, 1) GACHD (1, . 1) B (r,é,t) BV (i, 0,1)
,u,(l’)ar N M(V"‘l)ar o ,u(’/) N ,u('/"‘l)
=Ty =Ty

(3.6)
The surface current density of the bound&ldy) is not considered in the above.
The reason is that this work directly considers the spatial distribution ofreathg
imposed current densitied, will then always be zero.
Note that, at the boundary between a subdomain with finite permeability and a
region with soft-magnetic material idealized py= oo, (3.8) can be imposed
without knowledge of the MVP in the soft-magnetic material. This implies that
the problem can be decoupled, i.e. the MVP does not have to be calculdted in
soft-magnetic material. This, in turn, implies that continuity of the MVPI(3.5) does
not have to be imposed at these boundaries.
The boundary conditions of all the circumferential boundaries form afsequa-
tions that determines the integration constants. These constants are iattoduc
when solving the governing equations.
Secondly, radial boundaries are considered. In the context ofteucidaries, two
types of subdomains are distinguished; subdomains that circumferentiat2sp
radians and subdomains that span a smaller rang® o&dians. Both types of
subdomains are shown in Figlirel3.4.
If a subdomain span®r radians, its radial boundaries coincide. Moreover, they
can be located at any angular position. This implies that the boundary coditio
are automatically fulfilled if a spatial periodicity @fr radians is imposed. The

subdomain is therefore called a periodic subdomain. Its spatial perio(ﬂ?;(i‘ff/)

will be used in Section 3.3.2 to determine the eigenvalues of the obtained solution.
If, however, the subdomain spafis radians, withs, < 2, there is no obvious
periodicity. The subdomain is then referred to as a non-periodic subdortfain
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(a) Periodic subdomain (b) Non-periodic subdomain with soft-
magnetic boundaries

Figure 3.4: Types of subdomains

such a subdomain is flanked by idealized soft-magnetic material o) and has
no permanent magnetization in thalirection, continuity of the magnetic field’s
tangential component gives (2.39b):

AW) AW)
0 a(; ¢, t) _ 0 a(; ¢, 1) _0 (3.7)
¢:au (z):au“l’ﬁu

whereq,, is the angular position of the considered subdomain, as illustrated in Fig-
ure[3.4.
Equation [[3.F7) shows that it suffices to impose that the angular derivaititree
MVP is zero at the radial boundaries of the considered subdomain to inspase
tinuity of the magnetic field strength’s tangential component. It will be shown in
Sectior 3.3.2 that this can be accomplished by imposing a periodicity of twice the

subdomain’s angular span, i.éﬁ.f”) = 24, radians. Similar as for periodic sub-
domains, this periodicity will be used to determine the eigenvalues of the solution.
Due to a lack of periodicity, the MVP in the stator teeth cannot be calculated us-
ing the classical exact subdomain technique. Therefore, imposing ciybithe

MVP at the radial boundary of a non-periodic subdomain is not possildeever,

as imposing[(3]7) doesn’t require knowledge of the MVP in the soft-magmetic
terial, the problem can be decoupled. Note that this implies that it is not possible
to calculate the MVP in the stator iron of the example-machine.

It was shown in the above that imposing the circumferential boundaryitommsl
results in a set of equations. In the following section, this set of equatidhs w
be used to determine the integration constants of the solution for the governing
equation. Similar, the spatial periodicities, found by imposing the radial mvynd
conditions, will determine the eigenvalues of the solution.



40 Fourier-based modeling

Subdomains in the example-machine

The simplified geometry of the example-machine can now be divided in subdo-
mains, as shown in Figufe_3.5. The problem is decoupled at the rotor and sta
iron. This means that the first subdom&in= 1) is the region that contains the
magnets. The permeability of the magnets and that of the space between two mag-
nets is assumed equal. The shielding cylindet= 2) and the air gafjv = 3) are

the second and third subdomains respectively. Finally, each slot-opemihgach

slot is a separate subdomain. The slot-openings and their correspahutimare

given an index. Therefore the corresponding subdomain numberslagad 57
respectively.

o1

1 2 3

Figure 3.5: Subdomains in the example-machine

3.3.2 Form of the solution

The solutions for the above governing equations will be obtained using ¢he te
nique of separation of variables. The technique as such is not discasseis
available in numerous mathematical textbooks, e.g. Kryszig’'s book on egldan
engineering mathematics [104]. Instead, the form of the solution will bepted.
This will allow to rewrite the governing equations (8.4) as a set of well-knpam
tial differential equations.

First a basic form of the solution is presented. In a second step, thaipsois!
adapted to account for different reference systems. Finally, a g€ioem of the
solution is presented and the concept of harmonic combinations is intraduced
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Form of the solution

Using separation of variables implies that the solution will be written in the form
of a series. Moreover, as already mentioned in the above, the probempgexi-
odicity in both space and time. The solution in subdomatan thus be written in
the form of a Fourier series over space and time:

=Yy aw b o ol (W a=2t) 3.8)

(V) (V)

WhereA((Z) NG ,(r) is the,r-dependent, Fourier coefficient of the series. This co-

efficient contains the integration constant)él”) is the eigenvalue related to the

time-aspect of the solution an)cjc”) is the eigenvalue related to the space-aspect
of the solution. As already mentioned, the eigenvalues are determined hybthe s
domain’s periodicity. The time-periodicity is equal for every subdomain; ités th
time the rotor needs to perform one revoluti@f). The spatial periodicity of a
subdomain i§i§”> mechanical radians. As discussed in the ab@vé?, is either2m,

for periodic subdomains, @3, for non-periodic subdomains with soft-magnetic
boundaries. The eigenvalues are thus:

)\g”) 2;; = nw (3.9a)
A = 2kn (3.9b)
7

wherew is the mechanical speed of the machine, w& . n-andk are integers,
referred to as the time- and spatial-harmonic order respectlvely
The solution is now rewritten as:

o o

AV gty = S ST A (r)edkenen (3.10)

n=—00 k=—00
in periodic subdomains and as:
k‘/r
A Z Z Al B gnat) (3.11)
n=—00 k=—00

in non-periodic subdomains with soft-magnetic boundaries.

Multiple reference systems

As mentioned in Section_3.2.1, considering multiple reference systems cédin resu
in a simplified calculus.
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Periodic subdomains all have the same spatial system, it is chosen as indicated
Figure[3.2. In constrast, each non-periodic subdomain with soft-magreeticb
aries is assigned its own spatial reference system. The circumfereiiftialf shat
system is chosen so that the angular position of the subddmgjrcorresponds to

an angular coordinate equaling zero, 'tbé”.) = ay,.. The equation for the magnetic
vector potential in non-periodic subdomains with soft-magnetic boundaniesis
rewritten as:

AV g = 3 Y Al (Femem) (3.12)

n7
n=—o00 k=—o00

From [3.12), it can now easily be seen that](3.7) is satisfied by imposing:

A () =AY, () (3.13)
This in turn shows that the chosen periodicity2gf, radians, combined with im-
posing [(3.1B) suffices to ensure a correct behavior of the MVP abfhemgnetic
boundaries of a non-periodic subdomain. Moreover, choosing theerafe system
so that the angular coordinate is zero at one of the soft-magnetic boesotateed
simplifies the calculus.
Note that imposing a spatial periodicity 6f radians might seem a valid option as
well. However, this imposes that the MVP is equal at both radial boundaries
is of course not necessarily true.

General form of the solution

The above shows that the most general form of the solution, valid fordgestbdic
and non-periodic subdomains, is:

(e%e] [e%e] I () Cnw
Ao =S % A;f,l(r)ej(ﬁf”> (6-68") -t (3.14)

n=—oo k=—o0

The fact that the final solution is written in the form of a double Fourier serie
implies that the time- and spatial-harmonic orders can not be regardectedpar

Instead harmonic combinatioris, k) are considered. It’s interesting to note that
the rotational speed of a harmonic combination can easily be calculatedurg-ass

ing ;’ff) ¢ — nwt constant. The rotational speed(af, k) is then found as:
dp n
in periodic subdomains and
do _n By

in non-periodic subdomains with soft-magnetic boundaries.
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3.3.3 Source term representation

Electric machines have two major source terms; currents and permanengtioagn
materials. It is of paramount importance to correctly express the time- atidlspa
dependency of these source terms when modeling electric machines.shovas
earlier that the equation for the MVP takes the form of a double Fourierssérhe
source terms will be represented in the same form.

There are of course an infinite number of possible source terms. Thepbxa
machine is a permanent-magnet synchronous machine. Thereforendidered
source terms are an array of permanent magnets that rotates syndiyocsnad a
number of slots that conduct one or more currents.

Permanent magnets

Consider an array dfp permanent magnets with an angular rangemofmechani-

cal radians, as the one of the example-machine. The remanent magnetierflux

sity (Bp) of such an array hasra and ag-component, both of which depend en
anda.

In this section, it is assumed that the magnets are radially magnetized. This implies:

Bo = By, (3.17)

Spatially, the magnets’ remanent flux density only depends,as illustrated in
Figure[3.6 for an array of four magnets with an opening angle.&% radians.
The magnets rotate synchronously, i.e. with an angular speedraflians per
second. Froni(3.15), it can be seen that this means that the only rmhareronic
combinations are the ones with equal time- and spatial-harmonic orégrsis

then mathematically described as:

o0

Boy(¢,t) = > Y Bognpel ko7l (3.18)

n=—o0 k=—00

with

k
== (1) By, sin <k¢2)m> ifk=n=cp

p
BO,r,n,k = ™ k (319)
0

else

with B,,, the peak value of the magnets’ remanent magnetic flux density and
integer.
Other magnetization patterns are discussed in/[105].
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Figure 3.6: Remanent magnetic flux density of an array of four magnets
with an opening angle 0‘% radians when the gap between two
magnets is aligned with = 0

Current densities

The second important source that has to be accounted for is the extémadlyed
current density in the maching_(314b). From the 2D-approximation, themurr
density can only have acomponent:

JWe, (3.20)

When the machine is powered witlhaphase electrical system, currents will flow
in its slots. The currents as such only have a time-dependency, the Feymier
sentation of the current related to tjf& phase of the electrical system is:

30 _

ext —

o0
i)y = > 1Peint (3.21)
n=-—oo

Note that the current’s angular speed isn’'t necessarily equal to themaachngu-
lar speedw). Nevertheless, the machine’s periodicity is used so that the represen-
tation of ;%) (¢) corresponds to that of the MVP. This is justifiable as the current’s
pulsation will always be a multiple of.
It is assumed that the current density is spatially constant in every slotniHzsias
that the current density in a slot is calculated as:

(i) (J

J®)(#) Z (3.22)
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whereS®) is the surface of slat and N (%) is the number of conductors related
to phasej in slotw.

To correspond with the representation of the magnetic vector potential, ttestu
density in slotv is written as:

A j( 22 (o (v) —newt
=3 3 Jn7k5<r§> ’ > (3.23)
n=—00 k=—00
with 0
T NwIAR)
J?Lk‘ = j=1 S (324)
0 else

Note that in some models the spatial dependency of the current density within a
subdomain is accounted for. This is especially important for slotless machines
Holm’s PhD [70] gives a clear description of how the Fourier coefficiemtthe
current density can then be determined.

3.3.4 Solution

In the above, the form of the solution for the MVP has been derived. &edua-

tion is a summation over every harmonic combination, the governing equation can
be considered for every time- and spatial-harmonic combination separatesy.

is a great advantage because it implies that the restriction to either corditjer e
currents or one source term in every subdomain only affects the indivithr-
monic combinations. Moreover, as shown in the following, considering thie go
erning equation separately for every harmonic order allows to simplify the time-
derivative and speed-dependent terms of the governing equation.

From the final form of the solutiori_(3.114), it can be seen that the MVP’s time-
derivative can very easily be calculated for every time- and spatial-hdacrmom-
bination:

8A(V)
a’t“’“ = —jnwAl) (3.25)
The time-derivative oﬂgf ,)g can thus be written as the product of a constant and

() ;
A, itself.
Another important term is the speed-dependent term of the governiagieqst It
was assumed in Sectibn 3.2.3 that the speed of subdenaaily has aj-dependent
term, i.e.v® = rw(e,. Considering that the rotor of the MVP is calculated as:

OA (v) OA (v)
(v) 1 n,k n,k
VxAY == -

* Pk r 0¢ or

(3.26)
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, the speed-dependent term can then be calculated for every harrnormnation
as: o
v ¥\ _ . ™ (y V)
v (V< Al) = —j@oﬂ A" (3.27)
wherew®) is the mechanical rotational speed of subdomain
Implying that, similar to the time-derivative term, the speed-dependent tertvecan
rewritten as the product of a constant aaqf{i,l itself.

For an arbitrary harmonic combinatio(n,jk), the governing equations (8.4) of
subdomains can now be written in their scalar forin (B.1), as:

AT oA 1Al

o2 T r ar 12 9¢? (3.282)
82147(:) 1 aA(V) 1 aQA(V) ,
37”27]6 Ty r Or T2 r2 6(Z>2 = M(V)Jé,lz (3.28b)
PAn  10AG 1 PAL Bk 9BiGan  19Bipn
or? r Or r2  O¢? r or r 0
(3.28¢)
0?AY) 104Y) 1 924%) 2
n, 00, - mk _ o )0 [ 20 g () v)
o2 Tr or 2 agz M T e " ) Ani
(3.28d)

Note that[(3.2B) again underlines the need to represent the source teFRosraer
series.

The governing equations ih (3]28) can now be solved with the separati@riof
ables technique, the resulting solutions are discussed in the following.

Laplace

The first of the above equations is the well-known Laplace equation. virge
the magnetic field in source-free subdomains where the effect of addynts is
negligible or non-existent, e.g. the air gap. The solutiof of (3.28a) is writen a

00 00 ) _pew
W= 3 3 A EEEA ) g
n=—00 k=—00
with
07(:,2 + D7(:])C Inr if k=0

AY) () = (3.30)

)

2kw _ | 2k=w
Cﬁr ") +D£LV,)€7" ™| else

whereCfL”lz andD(”) are the integration constants.
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Poisson

In subdomains that contain source terras, (3.28b]) or (8.28c) appliese BEuglia-
tions are the non-homogenous variantiof (3128a), also known as thepR@gua-
tion. Their solution is written as:

00 00 2km (v) nw
AVt = Y YA <(">(¢ 7)) (3.31)

n=—00 k=—00

with
, )+ DY) r + PY)(r) if k=0
Ay p(r) = . ook (3.32)
CT(LVZ,T‘ | DSLV,)CT | Prgylz (r) else
Pé”,z (r) is the particular solution of the Poisson equation:
kB(V) o B(V)
! 0’"”"“2 0Ok Iy if k| =1
PY(r) = L0 ) (3.33)
J 0,r,n,k 0,¢,n,k
152 r else

for subdomains with permanent magnets and

iu(”)Jn k ln(r)r2 if |[k| =2
PY(r) = (3.34)
n,k
W) g, 7% else

k?“

for subdomains with external current densities.

In a periodic subdomain that containgadially magnetized magnet pairs with a
span of¢,,, radians and a remanent magnetic flux density3gf T, the above is
rewritten as:

(v) k
P, y(r) = 1—(=1)r
g —‘787( )mesin <k¢;m)7" ifk=n=cp# =+l

0 else

(3.35)
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wherec is an integer.
In a non-periodic subdomain with soft-magnetic boundaries that condigga-a
tially constant current in the-direction, the particular solution is written as:

1
—ug . ifk=0

Py =g 4t (3.36)
0 else

Helmholtz

The fourth governing equatioh (3.28d) can take two formswdf= 2(”) kw®), the

equation reduces to the Laplace equation. If, howewer 2(”) kw( V), the gov-

erning equation is a Helmholtz equation. The physical meanlng of these twie for

is that if nw = 2{; kw®), the effect of time-variations in the magnetic field is nul-

lified by the eﬁect of the subdomain’s velocity. Harmonic combinations thisfga
this condition will not induce any eddy-current, which mathematically translates
a Laplace equation instead of a Helmholtz equation.

Consider, for example, the shielding cylinder in the example-machine. This co

ductive sleeve is a periodic subdom&iﬁs(”) = 2m) that rotates synchronously
(w) = w). This implies that harmonic combinations with= k do not introduce
eddy-current in the shielding cylinder. Indeed, from (8.15), it casd®mn that such
combinations rotate synchronously with the shielding cylinder, i.e. they aae-inv
ant from the shielding cylinder’s point of view.

The solution of[(3.28d) can now be written as:

00 00 2k CORTIINg
SO% A (e (285 (o-00) net) (3.37)

n,
n=—oo k::—oo

with
)+ DY) Inr if k=n=0
(l/) ’2]97‘“’ _’2197‘“’
Ay (r) = q W)l 1y pWy 127 ifk=n#£0 (3.38)

Csj,z I% (Tn k) + DS’,)c K% (Taxr) else
,1—,81/ b

5"

wherel,, andK, are modified Bessel functions of the first and second kind and the
zth order,7, ;. is defined through its square:

Tog = jua) <27ka(”) - nw) (3.39)
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3.3.5 Integration constants

In the above, equations for the MVP in all of the considered subdomaiesewh
obtained; [(3.29),[(3.31) and (3137). However, these solutions areniqtely

defined as long as their integration consta(r(té:,z andDgf,)c) haven’'t been deter-

mined. As discussed earlier, the final step in building a Fourier-basedl isdde
determine the integration constants by imposing the circumferential bounatary ¢
ditions (2.39). In[[50], five types of circumferential boundaries weyesidered.
Three of these boundary types are important in this work, i.e. boundaities
Neumann condition, boundaries with continuous conditions and boundrittes
both Neumann and continuous conditions.

Neumann boundaries

At the boundary between subdomairand a region with soft-magnetic material
(1 = o0), the problem can be decoupled. This implies that the MVP is not cal-
culated in the soft-magnetic material. Such a boundary is illustrated in Figure 3.7.
As the MVP in the soft-magnetic material isn’'t computed, only continuity of the
magnetic field’s tangential componeht (3.6) is imposed. This condition redace
a Neumann condition as the permeability of the soft-magnetic material is assumed
infinite:

DAW) (r, ¢, 1)

= = BY)(ry, 6,1) (3.40)

X

T=ry

Evidently, A®) (r, ¢, ) andB (r ¢,t) have the same time and spatial periodic-
ities. This |mpI|es that the above condition can be rewritten for every harmonic
combination separately:

dAY) (r)

n,

i =B .(r) (3.41)

r=ry,

Note that if B! ¢(T,,, ¢,t) = 0, ther-derivative ofA") equals zero at = r,,. This
implies that the flux lines are perpendicular to the boundary.

Continuous boundaries

At the boundary between two subdomains that have equal spatial péréasic
both the MVP [(3.5) and the tangential component of the magnetic field (3.6) hav
to be continuous. An illustration of such a boundary is given in Figure 38. A
the subdomains have equal time and spatial periodicities, the boundaijiaond
have to be valid for every harmonic combination separately. Equafiodsa3db)
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(3.9) are then rewritten as:

AU (r,) =AY () (3.42a)
dA®™ (r dA@ Y
7( _ L() (3.42b)
dr dr

Mixed boundaries

Consider the boundaries of Figlirel3.9. One side of the boundary tobsub-
domainv. This subdomain can either be a periodic subdomain (Figure B.9(a))
or a non-periodic subdomain with soft-magnetic boundaries (F[gure B.9(he
other side of the boundary consists of soft-magnetic material and one emoo+
periodic subdomaing&:). Clearly, the spatial periodicities of the different subdo-
mains are not equal.

Continuity of the MVP between subdomaingnd&i is imposed as:

> Y A (G (o)) _ engs 0

n=—oo0 k=—oo

(3.43)
= AW (r,, ¢,t)

Naturally, the above is only valid on the boundary between subdomainsl&:.
Using the definition of a Fourier coefficient, the above condition can bettew
as:

27 ¢é€l) Ts(jl)
7 2 7 —J 2’“{ o— ¢(£Z —nuwt
AR = o | a0 00 A1)
) e (2
T 0 e
= Y AT v)
q=—00

(3.44)

qm
T(V) 1—(—1 k TS(") ? 2‘1: ¢(V) (51)
> (-1 e ()< ) else

(3.45)



3.3 Fourier-based modeling 51

Continuity of the magnetic field’s tangential component is imposed in a similar
way:

2km ") _pw
B(()l:z)&,n R (7 )) c ( " (¢ " ) t> = f(9,1)

T:T" (3.46)
with
f(g.t) =
1 814(&) (Ta ¢7 t) 5@ . (&3) 51) (EZ)
,UJ(&) ( or B - B (TIM ¢a ) if Qb € [ ,Qb ?]
0 else
(3.47)

Using the definition of a Fourier coefficient in the same way as for contindity o
the MVP, the boundary condition can be rewritten as:

(v)
1 d4, ;. )
) ( dr ~ Bogmirlm) | =
o 3.48
T (&) o
Z > @ | e | B | Tar&w)
i=1 g=—0o0 -
whereY, ;. (&i,v) is defined as:
¢ Ts(gi) 2k7r (¢(fz ¢(u)> ¢ i
5 € if — =
2 7 &) W)
) —J <u> Tee" okm [ (€))L (v)
jen1- (—1)%e 25 (667 —0")
e else
2 s TS(V) _ ]{?Ts(&)
(3.49)

with ¢ = 1if v is a periodic subdomain ard= 2 if v is a non-periodic subdomain
with soft-magnetic boundaries.

Special boundaries

There are two types of special boundaries in which the above is not validst
special boundary is the center-point of the machine= 0). In this point, it has
to be imposed that the MVP is finite. Secondly, the outer boundary of the dtudie
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problem has to be considered. This boundary can either be situatedhay iofiat

a constant radius, e.g. the outer radius of the machine. It is then assuahéueth
MVP is constant at that boundary, i.e. there is no magnetic flux passinggthnro
the outer boundary. As the MVP is only defined except for a constantotistant
value for the MVP at the outer boundary is free to choose. Usually it isexhnto
be zero.

The special boundaries do not always occur. If the problem is ¢detdat a soft-
magnetic boundary, the MVP doesn’t have to be calculated at the innfer ander
boundary. Note that if the outer boundary isn’t considered, the MVPstiflllonly
be defined except for a constant. This constant is again free to choose

System of boundary conditions

When applied to a specific problem, the above boundary conditions foystens
of equations for the unknown integration consta(‘(éf,”,z andeZ’,l). For every
time-harmonic order, this system can be written in its matrix form as:

[Cal - [Xn] = ~[CR) - [Ja] + [C] - [Bu] (3.50)

where[X,,] contains all of the integration constants linkeduta.e. the integration
constants of each subdomain and each spatial harmonic order. This imptiés th
Ny is the amount of boundary conditions,,] has a size oV, x 1. Analogously,
[B,] and [J,,] are N x 1 row vectors that contain all of the spatial harmonic
coefficients of the remanent magnetic induction and the current densitglinoéa
the subdomaingC}], [C2] and[C3] are Ny, x Ny, coefficient matrices.
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Figure 3.7: Neumann boundaries at= r,, gray area is soft-magnetic ma-
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Figure 3.8: Continuous boundaries at= r,, gray area is soft-magnetic
material



54 Fourier-based modeling

1

I

1

\

\ T
\ 12

\

(a) Periodic subdomain (b) Non-periodic subdomain

Figure 3.9: Mixed boundaries at = r,,, gray area is soft-magnetic material
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3.4 Validation

In order to validate the above sketched framework, a FB model for rédial-
PMSMs was constructed. The model was made very general in the samhse th

is fully parametrized and that it can account for machines with various tgjgsp

i.e. machines with an inner or an outer rotor, with or without a shielding cylinder
and with semi-closed, open or no stator slots. The model was also made &o that
can account for any stator-winding topology that can be determined witktadine
of-slots method (SoS).

First, the studied machine topologies will briefly be introduced. Next, foh @hc
these geometries the resulting magnetic field is visualized and the obtained flux
densities are compared to results from a FE model.

3.4.1 Studied topologies

Twelve different machine topologies have been studied, six of whichdmauner

rotor and six of which have an outer rotor.

All of the inner rotor machines have the same geometrical parameters, the same
winding configuration and an equal amount of pole pairs. The only pdeasihat

vary are the presence of a shielding cylinder and the slot type, i.e. seseidglo
open or no slots. Cross sections of the studied inner rotor machinescava sh
Figure[3.11.

Similar as for the inner-rotor machines, the only variable parameters of the six
outer-rotor machines are the slot type and whether or not there is a $€s Cr
sections of the outer-rotor machines are shown in Figuré 3.18.

The actual parameters of the studied machines are listed in [Table 3.1, where R
indicates the rotor yoke, PM the permanent magnets, SC the shielding cylinder
AG the air gap, SO the slot openings, SL the slots and SY the stator yoke. Note
that, depending on whether no-load or armature-reaction conditionegasied,

B is1l.2or0Tand/is0or Sﬁ. The applied stator current is sinusoidal. In
machines without a S€; andogc are neglected. Similarly, in slotless machines
and machines with open slots, andd are neglected.

3.4.2 Validation

The Fourier-based model, constructed with the framework presented ithtyis

ter, was used to calculate the MVP in all of the non-ferromagnetic parts ofighe
chine at both no-load and armature-reaction conditions. Next, the reshiiiy

was used to calculate the magnetic flux density in the center of the air gap using
the definition of the MVPL(2.27):

104 04

B— - _
r(?(ber 8re¢

(3.51)
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Table 3.1: Parameters of the validated machines

Parameter Symbol Innerrotor Outer rotor
Number of slots Ny 12 15
Number of pole pairs P 2 7
Number of phases m 3 5
Remanent flux density of a magnet B,, 120r0T 1.20r0T
Angular span of a magnet Om 72.00° 20.57°
Current density in the slots (RMS) J Oor5-2, OQor5-4;
Frequency of the applied current  f 1000 Hz 1000 Hz
Radius of the RY - external boundaryrg 0.00mm  79.20 mm
Radius of the RY - PM boundary r1 47.25mm  72.20 mm
Radius of the PM - SC boundary o 52.25mm  67.70 mm
Radius of the SC - AG boundary r3 54.25mm  66.70 mm
Radius of the AG - SO boundary T4 57.25mm  63.70 mm
Radius of the SO - SL boundary rs 62.00mm  60.70 mm
Radius of the SL - SY boundary re 75.20mm  44.20 mm
Radius of the SY external boundary 7 85.20 mm 0.00 mm
Opening angle of the slot openings § 6.93° 5.54°
Opening angle of the slots € 18.78° 15.02°
Conductivity of the SC osc 5.96.107 2 5.96.107 2

In the theoretical discussion of Sectlonl3.3, an infinite summation of the time- and
spatial-harmonic orders was used. Evidently, when implementing a FB model,
these infinite summations have to be truncated. In all of the following calculations
the time-harmonic orders range between -130 and 130. In the periodicrsains,

the same range was used for the spatial-harmonic orders, while in theeriodip
subdomains the spatial-harmonic orders where chosen to range bet/eand

15. The iron parts of the machine were assumed infinitely permeable and all of
the other parts were assumed to have a permeability equal to that of antabsolu
vacuum( ).

For each of the studied geometries, the field images at no-load and armature-
reaction, and the corresponding radial and tangential components rmiiieetic

flux density in the center of the air g&p = r,.), are shown in Figurds 3.1(2-3]17
and3.19-3.24. Note that the field images and the magnetic flux densities age thos
att = 0, i.e. the magnet array is aligned with the= 0 axis and the current in
phase A is maximal.

To validate the results obtained from the FB model, the magnetic flux densities
are compared to results from a transient FE model. This FE model was made in a
commercial software package and its mesh and time-step were fixed to ansure
accurate result.

The resulting comparison shows that the theoretical framework, skeichbe
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previous sections, is indeed capable of accurately predicting the magektiafi

an electric machine. This is also confirmed by Tdblé 3.2, which shows the per-
centage deviation between the analytically obtained magnetic flux density in the
center of the air gap and the results obtained from the FE model. This dev&tion
calculated as:

2
f ‘BFEM(racv (ba 0) - BANA(Taca (bv 0)’d¢
0

2

[ |1Brem(Tac, ¢,0)|dp

0
Tabld 3.2 also shows the computational times required to build and solve thesyste
of boundary conditions, i.e. the time required to compute the integration cégstan
By way of comparison, the computational time of the FE models is shown as well.
Itis clear that the FB model is much faster than the FE model.
Observing Tablé 312 and Figures 3[12-3.17 and]B.19-3.24, some interesting
clusions can be drawn.
First of all, it is clear that the error oB,, is generally larger than the error @).
The reason is thaB, tends to be more capricious thd#, as shown in Figures
[B.12F3.1Y and 3.18-3.P4. On the one hand, this implies a larger importanicghof h
harmonic content, which may imply errors in the analytically obtained results. On
the other hand, a more capricious course is also more difficult to be &elgyvee-
dicted by the FE model.
A second point of interest is that the results for the slotless machines aeeaaor
curate than those for the slotted machines. The mathematical reason for this is th
the infinite summations of the mixed boundary conditidns (3.44_and 3.48), which
only occur in slotted machines, are truncated. This implies that the slotting effec
is not exactly accounted for, which evidently introduces an extra eNote that
the effect of slotting on the deviation is larger 8y, than forB,.. This was indeed
expected, as slotting has a larger effectign
Further to this, it can be noted that the error due to slotting is almost completely in-
troduced at the edge between the slots and the teeth, or at the edge kbnaen
openings and the tooth tips for machines with semi-closed slots. This is illustrated
in Figure[3.10. Note that the edges are located at the extrema of Figurés)3.10
and3.10(d).
Figure[3.1D also illustrates why the percentage deviatioBpht no load is so
large in the inner-rotor machines with semi-closed slots. Indeed, the vgeydér
ference in periodicity between the air-gap subdomain and the slot opeesgts
in very abrupt changes of the azimuthal component of the flux density.
Thirdly, Table[3.2 shows a clear difference in computational time between the
topologies with a SC and those without. The reason for higher computational time
when a SC is present is that it introduces complex numbers in the systemraf-bo
ary conditions, as can be seen fram (3.37).
Finally, the effect of the studied machine’s complexity on the computational time

d= - 100% (3.52)
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Figure 3.10: By (rqc, ¢, 0) at no load in the inner rotor machines with a SC

can be considered. It was expected that the computational time would dHgistic
increase with the complexity of the studied machine. The reason is twofold.

First of all, there is a difference between problems where every subddraathe
same spatial periodicity, i.e. the slotless machines, and problems with vareus sp
tial periodicities, i.e. the slotted machines. The main reason is that, as opposed to
problems with various spatial periodicities, problems with only one spatialgberio
icity allow to solve the system of boundary conditions separately for eyetjad
harmonic order, seé¢ (3141), (3142), (3.44) and (3.48). This results ne,rhat
much smaller, systems. This in turn is expected to result in a significantly lower
computational time. As can be seen from Tdblé 3.2, this expectation is not met.
The reason is that the model for slotless machines requiresfard@ops. As the
model was implemented in Matlab, which doesn't efficiently harfioiéoops, the
effect of smaller systems is greatly nullified.

Secondly, the number of integration constants is directly related to the amiunt o
subdomains. By introducing slots or slot openings, the amount of integiaiion
stants increases, which results in a drastic increase of the time requirelddo so
the system of boundary conditions. This can clearly be seen whenvoizséne
difference in computational time between the machines with open slots and the
machines with semi-closed slots.

Note that, despite the fact that the presented computational times are cabbider
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lower than those of the FE models, they are relatively high for analytical mod-
els. Moreover, they may be unacceptably high for optimization purposegh&t
reason, the next chapter will focus on how to reduce the computational fime o
Fourier-based models.
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Table 3.2: Percentage root-mean-squared deviation and computhtiimeeof the obtained results. NL indicates the no-load
situation and AR indicates armature-reaction conditions.

Machine type Slot type SC Deviation (%) Computational time (s)
FB model FE model
NL AR NL AR NL AR
B, B, B, B,
Inner rotor slotless no 0.003 0.008 0.009 0.003 10541 106.11 1629 1809
yes 0.028 0.025 0.069 0.014 333.71 33295 1462 1600
open no 0.033 0.907 0.003 0.059 159.80 159.42 4408 4547

yes 0.124 0.736 0.235 1.024 297.24 297.37 3960 4210
semi-closed no 0.045 1.945 0.217 0.091 333.09 328.04 4260 4096
yes 0.042 2.749 0.035 0.565 515.71 517.31 4035 3651

Outer rotor slotless no 0.016 0.036 0.011 0.048 10543 106.07 3148 2729
yes 0.047 0.042 0.031 0.103 333.09 332.84 2949 2577
open no 0.017 0.115 0.041 0.035 173.25 173.70 2452 2478

yes 0.050 0.082 0.048 0.046 318.84 318.00 3213 2870
semi-closed no 0.022 0.043 0.136 0.018 426.82 426.29 2472 2466
yes 0.025 0.086 0.111 0.039 635.59 636.02 2345 2743
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3.5 Conclusion

In the above sections, the physical basis of Chdgter 2 was translated tihe ma
matical framework for Fourier-based models. This resulted in a broaglicaple

set of equations for the MVP. As these equations contain unknown ititegcan-
stants, various boundary conditions were discussed as well. The absisiem

of unknowns, i.e. the integration constants, and equations, i.e. the bguwua
ditions, gives a unique solution for the magnetic field of the studied problem.
Although the theoretical discussion, conducted in Sedfioh 3.3, applies toya ve
broad range of electric actuators (induction machines, DC machines tle¢cfd-

cus is on permanent-magnet synchronous machines. This is not diffiertre

rest of this work where, unless mentioned otherwise, only SM PMSMs will be
considered. A number of such machines was used to, successfullyateatitk
mathematical framework in Sectién B.4. The results of that validation led to some
interesting findings on the accuracy and computational time of Fouried Inage-

els.

It was also noted in Sectidn_3.4 that the FB model’s computational times may
be considered unacceptably high when a lot of machines have to betedalua
Therefore, the following chapter will focus on how the computational timebean
reduced.
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(a) Slotless machine, no SC (b) Slotless machine with a SC

(c) Machine with open slots, no SC (d) Machine with open slots and a SC

(e) Machine with semi-closed slots, no (f) Machine with semi-closed slots and a
SC SC

phases llA B [C

Figure 3.11: Examples of the studied inner-rotor machine topologies
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Figure 3.12: Validation of the slotless inner-rotor machine with no SC
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Figure 3.13: Validation of the slotless inner-rotor machine with a SC
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Figure 3.14: Validation of the inner-rotor machine with open slots and no
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Figure 3.16: Validation of the inner-rotor machine with semi-closedtslo
and no SC
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Figure 3.17: Validation of the inner-rotor machine with semi-closedtslo
and a SC
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(e) Machine with semi-closed slots, no (f) Machine with semi-closed slots and a
SC SC

phases A B BC D E

Figure 3.18: Examples of the studied outer-rotor machine topologies

69
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Figure 3.19: Validation of the slotless outer-rotor machine with no SC
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Figure 3.20: Validation of the slotless outer-rotor machine with a SC
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Figure 3.21: Validation of the outer-rotor machine with open slots and no

SC
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Figure 3.22: Validation of the outer-rotor machine with open slots andca S
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Figure 3.23: Validation of the outer-rotor machine with semi-closedtslo
and no SC
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Figure 3.24: Validation of the outer-rotor machine with semi-closedtslo
and a SC
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Chapter 4

Aspects of FB modeling; an
overview

Sectior LB presented a concise overview of the aspects within FB modeling tha
are important in the scope of this work. However, literature presentskadader
range of FB modeling techniques, that may be interesting for other résegrc

ics. Now that the physical and mathematical context of FB modeling has been
provided, a more extensive evaluation of the very broad range ofitpeswithin
Fourier-based modeling can be performed. Evidently, the goal of suekaua-

tion is not to select the best-suited techniques for this PhD, that was alleady

in Sectior 1.B. Instead, this chapter aims at providing an in-depth discussaih

of the most important aspects of FB modeling. By coupling that discussion to the
existing literature, this chapter may serve as a starting point for anyonestedr

in building a Fourier-based model.

Based on the available literature, a number of interesting aspects of FB ngpdelin
were identified. Some of those were already briefly discussed in CHapiert 1

will be considered more extensively here.

The first, and probably the most fundamental choice when constructiBgraogel

is which magnetic potential will be used. It goes without saying that this choice
is one of the aspects that needs a more detailed discussion. A seconstimgere
aspect is the choice of a well-suited coordinate system. Thirdly, the wayighwh
the field’s time dependency is accounted for is very important as well. Turéhfo
aspect of interest relates to the representation and implementation of tlee sour
terms. A fifth interesting aspect is how slotted structures are accountegixdily,

the way FB models can account for eccentricity of the rotor is an interestpera
Finally, the obtained magnetic potential has to be translated to meaningful values
such as magnetic flux density, torque, losses,...

All of the above seven aspects will be discussed in Sedtioffis 4.1-4.7 ohtiyiser.

A conclusion is formulated in Sectign 4.8.
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4.1 Choosing a magnetic potential

Fourier-based models use a magnetic potential to rewrite the magneto-u@si-s
formulation of Maxwell’'s equations in the form of a single partial differergigia-

tion (PDE). The two most commonly used magnetic potentials are the magnetic
scalar potential and the magnetic vector potential. The goal of this section is to
discuss the advantages and disadvantages of both.

4.1.1 Magnetic scalar potential

The magnetic scalar potential, which is indicatedzass a scalar quantity. It is
defined through its gradient:

whereH is the magnetic field strength.
From this definition and Maxwell’s equations, which were discussed in $ectio
[2.3, a differential equation for the MSP in the linear case can be derived:

_ V-By
n

whereBy is the residual magnetic flux density apads the magnetic permeability.
In a problem that is formulated using the MSP, the boundary conditions betwe
subdomaing andv + 1, i.e. (2.25) are written as:

n- (V (,u(”)tp(”) - ,u(’jﬂ)cp(’jﬂ)) + (B((]V) — B(()VJrl))) =0 (4.3a)

nx Vv (<p<”> - (p(”+1)> ~J, (4.3b)

V2o (4.2)

wheren is the unit vector, normal to the boundary, ahds the boundary’s current
density.

Due to its scalar nature, the MSP is very easy to use. That is the reason why
it has long been a commonly used magnetic potential in Fourier-based models.
Nowadays it is still often used in three-dimensional problems [57] 106, Wbiére

use of the MVP requires extensive vector calculus. The MSP’s mainbdeky
however, is that it can only be defined in current-free regions. Thiseesily be

seen from its governing equatidn_(4.2), which lacks a current-density t€here

are two major workarounds to avoid the need for current-free regions.

The first, and most commonly used, workaround is to replace the cueesitdin

the studied region with a current sheet on its boundary [54]. This musteset is

then accounted for through the boundary conditiong (4.3). Howesigg wurrent
sheets may imply a loss of accuracyl[75], especially in slotless machines.

The second workaround is to use a combination of the reduced magndéic sca
potential and the electric vector potential. However, as the analyticakdierivof

the electric vector potential is often devious, use of this workaround ysraee in
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FB models. Nevertheless, interested readers may find an extensivesitiscan
the subject in the book of Kuczmarin [103].

4.1.2 Magnetic vector potential

The MVP, which is a vector quantity, is defined through its curl:
VxA=B (4.4)

It was shown in Section 2.4 that in the linear case, the MVP’s governinatiequ
can be written as:

A
V2A — /w%t +po (VX (VXA)) = pdet —V x B (4.5)

Its boundary conditions are:

AW A+ — g (4.6a)
A(l/) A(V+1) B(V) B(V+1)
Nx (VX | ———— | — 0__ 0 =Js (4.6b)
M(V) ”(V+1) u(”) M(V+1)
It is evident that the MVP’s vectorial nature implies a more extensive calculu
This complexity is the main reason not to use the MVP, especially in 3D models.
However, in 2D problems, where it reduces to a scalar, the MVP is by éanthst
popular magnetic potential [43,163, 108, 109]. The primary reason &irishthe
MVP’s ability to account for subdomains with a current density. Note thateso

authors do use the MVP to study three-dimensional problems. This can le¢ther
done directly[[110] or by using the second-order MVP [111].

4.1.3 Conclusion

Due to its flexibility, the MVP is usually the best-suited magnetic potential to
study electric machines. However, in current-free problems or problenesewn
the MVP’s vector calculus is too complex, the MSP may be preferred. Note tha
the current-sheet workaround cannot be used to account foraddynt reaction
field. This implies that, if such a reaction field is non-negligible, the MVP should
be used.

The mathematical framework and implementation of a two-dimensional FB model
that uses the MVP, is discussed in Chapkérs 2[and 3. A clear discussitie on
implementation of a 2D Fourier-based model using the MSP is provided in [53],
an equally interesting paper that focuses on the MVP is Gysen’s veeyabnfor-
mulated work[[109]. For three-dimensional models, Meesser [106]ing4¢L10]

and Jumayev [111] present a comprehensive implementation of the M3Py/the
and the second-order MVP respectively.
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4.2 Coordinate systems

As already mentioned, this work focuses on models that apply a two-dimahsion
approximation. This implies that the problem is assumed invariant along one di-
rection. That direction is referred to as the longitudiffaldirection. The other

two directions are the periodig) direction, along which the problem is periodic,
and the normaln) direction.

Note that, as the problem is invariant along the longitudinal direction, the M¥P c
be considered to be a scalar:

A = Ae 4.7)

The (n, p,1) coordinate system is a generalized coordinate system. In order to
model an actual machine, a specific coordinate system has to be choken. T
earliest publications on Fourier-based modeling tended to use a Cartesiati
nate system. However, for most geometries, this implies simplifying the geometry
while only resulting in a slightly less complex model. Nowadays the choice is
mostly determined by the geometry of the studied problem. For example, when
the goal is to model a radial-flux rotational machine in two dimensions, a polar
coordinate systertr, ¢, z) may be used [43,51,53-56/60,63/65,74-76,112]. Two
dimensional models of tubular linear machines use a cylindrical coordinstiEnsy

(r, ¢, z) [[7+80]. 2D approximations of axial-flux machines are usually modeled
in a Cartesian coordinate systém y, z) [71-73]. The use of different coordinate
systems for various problems is illustrated in Fidure 4.1 for a problem in Gantes
coordinates, e.g. Figufe 4.1(a): an axial-flux DC brake, for a prololgmolar co-
ordinates, e.g. Figufe 4.1{b): a permanent-magnet synchronous msemd for

a problem in cylindrical coordinates, e.g. Fighre 4]1(c): a tubular lineahime.

- - | |
| | | @ |
xT T
.
- . —_—
| |
(a) Axial-flux DC brake (b) PMSM (c) Tubular linear machine

Figure 4.1: Simplification of the example-machine’s geometry

In the following, the above coordinate systems are linked to the generabiped c
dinate system and the homogeneous solutions of theé@pendent parts are intro-
duced.
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4.2.1 Coordinate systems

Table[4.1 links the generalized coordinates to the Cartesian, polar andrimdind
coordinate systems.

Table 4.1: Coordinate systems

Coordinate system n-direction p-direction [-direction

Cartesian x Y z
Polar r ¢ z
Cylindrical r z 0]

Note that the only difference between problems that apply a polar cotedigia-
tem and problems that apply a cylindrical coordinate system is the directing alo
which they are periodic and invariant.

4.2.2 Homogeneous solution of the PDE

As shown in [50, 113], the general form of the magnetic potentials’ solsitam
be written as:

o), p, 1) Z Z SO;VZ; (p oy >> nwt) (4.8)

n=—00 k=—00

for the MSP and

(1, p,t) Z Z A (n)é! o (265 (6 ) et (4.9)

n=—00 k=—00

for the MVP.
In (4.8) and [(4.D)n refers to the time-harmonic ordek, refers to the spatial-
harmonic ordery refers to a subdomairf(*) is the spatial periodicity of sub-

domainv, w is the rotational speed of the studied device aﬁa is the lowerp
boundary of subdomain. All of these symbols and the derivation of the general
form were also discussed in Chagter 3.

The n-dependent part of (4.8) and_(#.9) depends on the PDE’s simplification in
subdomainv. It can be proven that the differential equation for the MSP can either
be a Laplace or a Poisson equation [|114]115]. The differential equitiche
MVP, on the other hand, can either be a Laplace, a Poisson or a Helmho#z eq
tion, as was discussed in Chagtér 3. Knowing this, the homogeneous selotion
(@.8) and[(4.B) can be written in full for each of the coordinate systems.

In Cartesian coordinates, the solution for the MSP in subdomaswritten as:

(x,y,t) Z Z <p ”) ;ﬁf) (v=u6") —nt) (4.10)

n=—00 k=—o0
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where
_| 2km
) e Foly +DW)e Izt Laplace
Pur(@) = e o _ (4.11)
C.let™™ + D" e T 4 P () Poisson
WhereC( ,z and D ,1 are integration constants anRi ) is the particular solu-

tion of the P0|sson equation, the form of which depends on the subdormaurise
term.
Similarly, the solution for the MVP is written as:

wati= Y Y A (7 b)) (4.12)

nN=—00 k=—00

where
2k
C(”) 'W'x () |T<v>| Laplace
24 2z ) — 2’9777 2z
c@gem + DﬁL ,le (765) i Helmholtz
(4.13)

In polar coordinates, the solution for the MSP in subdomaimwritten as:
2k:7'r

=Y > ) ) g

n=—00 k=—o00

where

2k 2km

o C(”)HTM' + D(”)fb(»)' Laplace

(pn k(T) = (I/) I 2k | ( ) I 2km | (l/) . (415)
clr't® 4+ D e 't P Y (r)  Poisson

For the MVP:

W(r, ¢,1) Z Z AY (765 (9-08") —nat) (4.16)

where
C(V)r‘;m| —{—D(V)T_‘;I(v;r)l Lapl
n,k n,k place
v) (v), | 25| (u) —| 2| (v) ;
A (r) = Gt 4 DY+ PY(r)  Poisson (4.17)
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2k7‘r

where] 21 IS th

T(V>

larly, K 2e is the 247 2’”

-order modified Bessel function of the second kind.
In cylindrical coordlnates at last, the solution for the MSP in subdomagrwrit-

ten as:
o0 o0 . )
(st = 3 > e (715 (+=07) =net) (4.18)
n=—00 k=—o00
where
W) . [ 2k7 ) 2km
o Chih (T( )r> + D, K1 <T(V)r Laplace
n,k(r) - ) 2km ) 2k ) )
il <T(’/)T> + D, K1 (T(”)r> + P, ;(r) Poisson
(4.19)
For the MVP:
o ° - 2km _Z(V> Cnw
Aty = Y > A;”;(T)GJ<T<»> (=2") —nt) (4.20)
n=—00 k=—00
where
W) . ( 2km ) 2km
Corh (T(V) 7") + D, K1 <T(”)T Laplace
v 2k v 2k v ,
Cr(ul L <T('ZT) + D,(“)C K1 <T(Z;7“> + P,Syk)(r) Poisson
Anyl)c (T) - (v) 2kt 2
7 Cn,k L <T(V)> +7-7?n,k7" Helmholtz
2
(u) 2km
1 K1 \/(T(”)> +7',?n7k7“

(4.21)
Note that, both in polar and cylindrical coordinates, solutions with ordinary in
stead of modified Bessel functions are possible as well. However, moBifisskl
functions are preferred because they are smoother than their ordmarterparts.

4.2.3 Conclusion

In the above, the three coordinate systems that are most commonly used in litera
ture are introduced. Their coordinates are linked to those of the gereeralior-
dinate system. Moreover, the homogeneous parts of their solutions weussksl

as well.
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4.3 Time dependency

Evidently, the magnetic field is not only dependent on space, but on timells we
In the above, the magneto-quasi-static approximation of Maxwell's equatiasns
used. However, a lot of authors further simplify the problem by using trgneta-
static approximation. This implies that they do not consider the physicatefiéc
time-dependency. This choice between the magneto-static and the magasito-qu
static approximation is a first aspect of time dependency that is discussed in th
section.

However, even if the physical effects of time-dependency are nedldb actual
magnetic field is still time-dependent. If not accounted for directly, multiple static
calculations can be used to calculate the field at various time-instanceshdibe ¢
between multiple static calculations and direct time-dependency is the second as
pect of time dependency that will be addressed in this section.

4.3.1 Static versus quasi-static problems

The physical consequence of assuming static conditions is that the edéyc
reaction field is neglected. In the potential formulation, this means that the time-
derivative and speed-dependent terms[of] (4.5) are disregardeitlenfly, the
magneto-static approximation is simpler than the magneto-quasi static one, it may
therefore be preferred if the effect of eddy-currents is small.

Note that, as the MSP assumes current-free regions, it can not adooealdy-
current reaction field. Evidently, this means that using the MSP inherently inplie
assuming magneto-static conditions.

4.3.2 Multiple static calculations versus direct time-depedency

Regardless of whether the magneto-static or the magneto-quasi-statigiagpro

tion is used, the magnetic field in the studied problem will almost always vary
in time. This time-dependency can either be accounted for directly or through
multiple static calculations. Direct time-dependency implies that the equations for
the magnetic potential are written as a function of time. This approach was used
in Section’4.R. Another approach is to divide the problem’s period in a number
of time instances. The time-independent problem is then solved for eachsaf th
instances of time, i.e. with updated values of the rotor position and currents.
Indirect time-dependency has two major advantages. Firstly, it is simpler than
directly accounting for the time-dependency. Indeed, neglecting the time-
dependency allows disregarding the time-harmonic orders. This, in agulis in

a single Fourier series instead of the double Fourier serigs of (4.8{a@)d The

latter also explains the second major advantage of multiple static calculations; due
to the absence of time-harmonic orders, every single time step is calculated ver
fast.

Directly accounting for the field’s time dependency, on the other hand, sifiow
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a more accurate solution. Indeed, allowing for a time-dependent solution gmplie
that the MQS approximation can be used. Moreover, if the solution as such is
time-dependent, the problem does not have to be recalculated for everstéme
This implies that, although FB models with an indirect time-dependency can very
quickly compute results for a single instance of time, the computational bufden o
FB models with direct time-dependency isn't necessarily larger when aletenp
period has to be calculated.

Because of the above, most authors of magneto-static models use indirect time
dependency, while authors of magneto-quasi static models tend to direxlyrac

for the time dependency. However, if only the fundamental time-harmonic is
considered, eddy-current reaction field can be accounted for inlstide use an
indirect time-dependency. This was, a.0. done by Boughrara et atdG6odel
induction machines.

4.3.3 Conclusion

Two aspects of time-dependency were discussed in the above.

First, it was noted that, depending on the importance of the eddy-cueaot r
tion field, either the simpler magneto-static approximation or the more complete
magneto-quasi-static approximation can be used.

Next, models with multiple static calculations and models with a direct time-
dependency were compared. It was concluded that models with an intilinee
dependency are simpler to implement and may be preferred in magneto-static mod-
els. Models with a direct time-dependency are to be preferred in magnati-q
static models, especially if the effect of higher time-harmonic orders is mleva
Interesting examples of magneto-static models that apply the technique of multiple
static calculations have been published[inl [50. 64, 92, 116]. Magneisi-gtatic
models that directly account for time-dependency may be found_in [51.151,

and lastely, publications on quasi-static models with an indirect time-depgndenc
can be found in[66].

Because of the non-negligible effect of the eddy-current reactitshifibigh-speed
PMSMs, this work uses the MQS approximation. As a lot of time-dependaréva
have to be studied and because of the fact that time-harmonic content isantpor
time-dependency will directly be accounted for.

4.4 Source terms

Obviously, there can only be a magnetic field if the studied problem contains
source terms, i.e. materials with a residual magnetic flux density and/or exter-
nally imposed current densities. The latter can either be imposed directly or by
applying a voltage source. There are thus three types of sourcesatl@tdbe
discussed; residual magnetic flux densities, external current soanckexternal



86 Aspects of FB modeling; an overview

voltage sources. In the following, the way in which each of these soiscs
counted for is discussed.

4.4.1 Residual magnetization

There are two ways in which materials with residual magnetic flux densitiesecan b
implemented; directly or through equivalent currents. In both techniguesyrier
representation of the residual magnetization has to be available. In its mmesabe
form, that representation is:

B = S0 30 (Baatme + B ume,) (75 (7))

n=—00 k=—00
(4.22)

whereB} 7311 & (1) andBép)n (1) depend on the magnetization pattern.
The PDEs for both the' MSP and the MVP can directly account for permanen
magnetic materials. To do that, a particular solution for the appropriate Poisson
eguation has to be determined. Next, that solution has to be substituted in the ap-
propriate potential equation, as presented in Se€fidn 4.2. Directly acogdotin
residual magnetic flux densities is definitely the most straightforward agiproa
Moreover, mostly it isn’t more complex than using current sheets. Towref
nowadays the vast majority of authors directly accounts for permanermtetiag
materials([65, 1118-121].
As already mentioned, the alternative is to represent the permanent mhagnets
equivalent current densities. Two types of current densities have tofisidered;
the equivalent volume current densitigs, ), which manifest in the entire magnet
volume, and the equivalent surface current dens{jies, which manifest on the
magnet’s boundaries. They are calculated as:

Jm:VXMO

4.23
=Mgxn ( )

Im
whereM = 1By is the residual magnetization vector ami$ the outward facing
unit vector, normal to the magnet’s boundary.
Evidently, in a 2D approximation, the volume current densities are reducad-to
face current densities. They are therefore implemented in the same wag as th
externally imposed current densities. Similarly, the equivalent surfacerduden-
sities are reduced to current sheets. These are accounted fortthiheugoundary
conditions: [(4.B) orl(4]6).
Whereas working with equivalent current densities used to be widaspneFB
modeling, nowadays it is only used in some specific cases. For exampleen thre
dimensional models, where analytical solutions of the Poisson equation may be
complicated([111] or in models that apply Schwarz-Christoffel transféons to
account for slotting [95, 122].
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4.4.2 Externally imposed current densities

Similar to accounting for residual magnetization, accounting for externally im-
posed current densities can either be done directly or by considerurgemtsheet
instead. The externally imposed current density is therefore againsseaaras a
Fourier series:

2k7‘r (v)

W= Y Y g, EE ) g (4.24)

n=—00 k=—00

As the MSP assumes current-free regions, directly accounting fardudensities

is only possible for problems that are formulated in the MVP. To do so, thiepar

lar solution of the Poisson equation is again substituted in the appropriate solutio
for the MVP.

In slotted machines, the current density is then often assumed uniformmn eve
subdomain[[50, 85, 75]. However, some authors do consider spapi@hdency of

the current density within a single slot [64, 123]. Evidently, in slotless mashin
where the entire slotting region is a single subdomain, the spatial depenaoency
the current density is accounted for as wielll [43, 87].

As an alternative to directly accounting for external current densities;face cur-

rent density(J;) can be imposed through the boundary conditions] (4.3) ol (4.6).
Js then has to be calculated so that the totally imposed current is constant. In
two-dimensional problems this implies that its line integral has to equal the surfac
integral of the original current density.

As shown by Atallahet al., using equivalent current sheets reduces the model’'s
accuracy([7B]. This is especially true in slotless machines, where the wiadin
thickness isn’t negligible with respect to the pole pitch. For that reasarnyaq
lent current sheets are usually avoided. In recent literature, thef esplivalent
current sheets is limited to models that use the MSP [61], 3D models [111] or
models in which slotting is accounted for through Schwarz-Christoffesfcama-

tion [59)121].

4.4.3 \Voltage sources

Mostly, publications on Fourier-based models assume idealized curreetosas

in the machine’s coils. However, as the vast majority of modern machines is pow
ered with a voltage source, this assumption might be a too rough approximtion.
is therefore often more interesting to apply a realistic voltage signal. Howaser
discussed in Chaptér 2, directly imposing voltage sources through the RDE& is
complex. To avoid that complexity, the magnetic calculations can be coupled with
the classical equation for the terminal voltage in an electric machine.

Such a coupling was not available in literature at the start of this PhD. As-puls
width modulation (PWM) effects, originating from a voltage source, may be of
great importance in high-speed machines, accounting for voltage scanlds to
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the accuracy of FB models. Therefore, the coupling of electric and niagrad-
culations will be discussed in the scope of this PhD. The result has bééshad
in [124] and will be discussed in details in Chagter 6. However, couplingléde
tric and magnetic calculation may add quite some complexity to the model.

4.4.4 Conclusion

In the above, three types of sources were considered; residuaktizgion, ex-
ternally imposed current density and voltage sources. It was disctisseldoth
residual magnetization and external current densities can either be idrghicsetly
through the PDE or, with the help of equivalent currents, through thedsoy con-
ditions. As the direct technique is more straightforward and usually doadd’to
the complexity, it should be preferred. Accounting for sources thralghound-
ary conditions can be interesting in some specific cases. It was alsosidahat,
although it increases the model’'s complexity, accounting for voltage souneg
result in more realistic results.

4.5 Slotting

Accounting for slotted geometries is probably one of the most challengiregtsp
of Fourier-based modeling. It is therefore not surprising that literadeseribes
a large number of techniques to model slotting effects. These techniqudmca
divided in three categories; techniques that use conformal mappingideels
that use exact subdomain modeling and techniques that allow for subdomiilins
a variable permeability. All of these techniques will be discussed in the folpwin

4.5.1 Conformal mapping

Models that apply conformal mapping do not directly calculate the field in aglotte
geometry. Instead, the solution for a slotless machine is calculated and thegslottin
effect is accounted for a posteriori, by multiplication with a permeance fumctio
The determination of that permeance function is performed by conseaative
formal transformations, which map the slotted geometry in its slotless equivalent.
One of these transformations is the Schwarz-Christoffel transformatterefore,
models that apply conformal mapping are often referred to as Schwaigt@fel
models. A detailed discussion on conformal transformations is beyond dpe sc
of this work, but papers that clearly describe the mapping process mimubé

in [55/93[122, 125].

The simplest permeance functions are one dimensional, i.e. they only va®y in th
p-direction. This is of course a very coarse approximation; the effesibtting on

the magnetic field diminishes when moving away from the slots.

In [55], Zhu et al. proposed a two-dimensional relative permeance function. By
accounting for the permeance functionslependency, a more accurate result was
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obtained. Because of their simplicity, two-dimensional relative permeame fu
tions have been widely used in the past. However, as was shown!in §jye
permeance function can not accurately predict the tangential compohé&ms
magnetic field. The inaccuracy of the field’s tangential component mait iesu
significant error in some post-processing calculations such as the firiie

To avoid errors in the field’'s tangential component, Zagekal. proposed a more
complete solution of the conformal transformations by considering their cample
nature [93]. Although this technique is more complex, it results in a much more
accurate model.

All of the above techniques provide closed-form solutions for the magfietit

This makes those models very interesting in terms of computational time and ease
of use. However, the transformations introduce distortions of the gegnestry
pecially the magnet edges and paths with a consjare affected. The latter is
important because such paths are often used as integration paths, empide

the torque. Moreover, the above permeance functions are determsw@ediag a
single slot. This implies that influence of neighboring slots is neglected. Tid avo
errors due to deformation of the geometry and/or neglection of neighbslotsy
various authors have recently used numerical techniques to performaiging
process|[85, 122, 126]. An additional benefit of that technique isitladibws for
more complex geometries.

45.2 Exact subdomain

Whereas models that apply conformal mapping account for slotting a jmoster
exact subdomain models directly account for the slotting effect. This is\athie

by considering each slot as a non-periodic subdomain.

The advantage of that approach is that it is much more straightforwardrtbdels

that are based on conformal mapping. Moreover, it was shown ih 6] 3hat the
exact subdomain method is more accurate than the technique with complex perme-
ance functions.

The most important downfall of the exact subdomain method is that its computa-
tional time is rather high. The reason for that is twofold. Firstly, by introdgicin
every slot as a separate subdomain, the amount of subdomains risesaidlyifi

As this also implies more integration constants, the time required to solve the sys-
tem of boundary conditions increases. Secondly, whereas models witieziece
functions will only contain periodic subdomains, exact subdomain models hav
both periodic and non-periodic subdomains, as discussed in Chaptdns8inF

plies that boundary conditions have to be imposed between subdomains with dif
ferent periodicities. This, in turn, implies that the boundary conditions cahe
imposed for every time- and spatial-harmonic combination separately. Aslg res
the solution can not be written in closed-form and the size of the systemabad h

be solved may become very large.

Despite these downfalls, the technique’s accuracy and its straighttbaparoach
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have made it the most widely used technique to account for slotting. To cdhate
relatively high computational times, Ackermaeral. presented an approximation
that does allow for a closed-form solutian [127]. In addition, one of thalg of

this work is to provide technigues to reduce the computational time of exact sub
domain models. That discussion is presented in Chapter 5.

Until recently, non-periodic subdomains could only be considered if theyea-
closed by infinitely permeable material at their periodic boundaries. Haweve
in [69] Dubaset al. have presented a technique that does allow for regular non-
periodic boundaries. They do this by rewriting the MVP as the superposifian
part that is periodic in the-direction(A“P) (5, p, t)) and a part that is periodic in
then-direction(A®" (n, p, t)):

AW, p,t) = AVP (n, p, t) + AV (n, p,t) (4.25)
where
2k7r ( )

AP (1, p, 1) Z Z A (765 (o) —net)

n=—00 k=—00

A (. p,t) Z Z AW] m (77 n )) nm)

n=—00 k=—o0

(4.26)

The periodic boundary conditions are then imposedi6t?) (1, p, t) while at these
boundariesA(“?) (5, p, ) is forced to be zero and similarly, the normal boundary
conditions are imposed ah(*?) (1, p, t) while A“(, p, t) is kept zero.

This superposition technique is a relatively simple way to account for any no
periodic subdomain. Which doesn’t only imply that teeth with a finite permeability
can be accounted for, it also means that the magnetic field can be calculated in
the soft-magnetic parts of a slotted geometry. This was not possible with earlier
techniques. However, the amount of integration constants is again iadreasich

will further increase the computational time.

4.5.3 Variable permeability

Recently, Sprangert al. have proposed a technique that allows for subdomains
in which the permeability varie$ [99]. To achieve this, a Fourier series & tse
express the permeability’s variation along thdirection and the constitutive rela-
tion between the magnetic flux density and the magnetic field strength is written
using convolution matrices. The differential equation is then formulated in its ma-
trix form, so that it can be solved with a variable permeability.

Spranger’s approach is very interesting since, like Dubas’ supégmsstech-
nique, it enables calculation of the field in the soft magnetic parts of a slotted
structure. Moreover, it is not restricted to subdomains with a variable faditne

ity; the same principles can also be used to account for subdomains witiablear
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conductivity [82]. Apart from its complexity, the main downfall of this techugq

is that it suffers from Gibb’s phenomenon, i.e. the Fourier series septing the
permeability does not converge at the boundary between a slot and a Tdush
introduces inaccuracies in the computation of the field and results in higher co
putational times.

45.4 Conclusion

In the above, three techniques to account for slotting were introducsdg a
permeance function that alters the magnetic field’s computation a posteBori [5
93,[122[ 125], considering each slot, and possibly each tooth, asasasegub-
domain [50], 86,105, 117] and allowing for subdomains with a variable pegvilhe

ity [961192]. Only Dubas’ superposition technique and Spranger'snigole with
variable permeabilities are capable of accounting for soft-magnetic mateiials w

a finite permeability and computing the field in the soft-magnetic parts of a slotted
geometry.

The advantage of using permeance functions is that a relatively goachagacan

be achieved with a closed-form solution, especially when using complexeper
ance functions. However, as discussed_in [128], using complex paoadanc-
tions implies that the results can not be integrated analytically. This may be un-
wanted, for example, if the torque has to be studied.

Because of their straightforward approach and very high accuexeyt subdo-
main models are nowadays the most widely used models that account for slotting
Using the superposition technique adds another advantage to this type efsmod
the possibility to compute the field in the soft-magnetic parts of a slotted structure.
Despite their complexity and problems with the Gibb’s phenomenon, models that
account for subdomains with a variable permeability are definitely an integestin
option to calculate the field in slotted structures.

Note that quite some comparative studies of different techniques to aclayun
slotting have been published in literaturel[73/96,129].

4.6 Eccentricity

Although not a lot of Fourier-based models account for eccentricity, Wwdgh
mentioning that there are two techniques capable of doing so. The firstideeh
uses perturbation functions, the second technique accounts foitrgiteria su-
perposition.

4.6.1 Perturbation functions

To account for eccentricity of the rotor, Kiet al. used two coordinate systems,
one in the center of the stator and the other in the center of the rolor [§4, 1189
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relation between both coordinate systems was expressed using a gertufiloac-
tion. Although Kim obtained very good results, his technique is rather complex

4.6.2 Superposition

In [131], Li et al. avoided the complexity of perturbation functions by using su-
perposition instead. Their approach is to divide the eccentric machine imbaru
of sections. For each of these sections the equivalent air gap lengtteisndesd.
Next, a non-eccentric machine is studied for each of these air gap lerfjtes.
obtained results are then put together so that each section of the origieakigc
machine corresponds to the correct section of a non-eccentric macdiearly,
this technique is much simpler than Kim’s perturbation technique. However, it
will introduce errors, especially at the boundaries between sectionsedver, as
different computations are required to study a single machine, a highemutamp
tional time may be expected. Nevertheless, Li presented very good rizsithe
magnetic flux density and the back EMF.

4.6.3 Conclusion

This section discussed two techniques to study the effect of rotor eitgyndm

the machine’s magnetic field. The major advantage of Li's superpositionitpehn

is its simplicity. However it is expected to have a non-negligible error. Eslhecia

if quantities that are sensitive to errors in the magnetic field, such as tdrgue,

to be studied. Despite the perturbation technique’s higher complexity, it is more
straightforward.

4.7 Physical output quantities

All of the above aspects are very specific to FB modeling, i.e. they apply to the
calculation of the MSP or the MVP. However, these potentials are only oesiter
if they can be translated to the machine’s physical output quantities sucle as th
flux density, back EMF, torque and eddy currents. As the computationestth
guantities is not specific for FB models, they will only very briefly be disedss
here. A more detailed discussion on their calculation is provided in CHapter 7.

4.7.1 Magnetic flux density and magnetic field

The magnetic flux density and the magnetic field can readily be calculated from
the constitutive relatior (2.26b) and the definition of the magnetic potentials, i.e.
@.7) or [4.4). In most of the publications on FB modeling, results for the etagn
flux density are used to validate the presented modél [75, 93, 99].
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4.7.2 Back electromotive force

The back electromotive force (EMF) of a coil can be found from the natldgrm
of Faraday'’s law, which can be written in terms of the coupled fiiixas:

e(t) = —agit) (4.27)

The physical flux is found as the integration of the magnetic flux density @ver
surface of the coil. Note that the exact position of each coil is usuallyvaiible.
Therefore, the boundaries of the integration surface are not exactiyrk To cope
with that, most authors of slotless machines assume the conductors to be incated
the center of slots [105, 182]. In machines with stator slots, the magnetictipbten
is often averaged over the slot in order to calculate the fluxi[116, 133, 13

4.7.3 Torque and forces

The most commonly used way to calculate forces is by integrating Maxwellssstre
tensor over the surface of the volume on which the force acts:

F= //S T'ds (4.28)

wherel is Maxwell's stress tensor, which can be calculated as:
T = yo(n - H)H —%(H.H)n (4.29)

where, in turnn is the unit vector, normal to the integration surface.

The torque is then calculated by multiplying with the radius. Note that, alterna-
tively, the torque could be calculated using Lorentz force or Poyntingisrém. It

is beyond the scope of this work to elaborate on that, but more informatiobecan
found in [70].

4.7.4 Eddy currents and eddy-current losses

From Faraday’s law (2.2#a) and the constitutive relatibns (2.26a), thentwen-

sity in any subdomain can easily be written in terms of the magnetic potential. Note
that it is not necessary to have considered the eddy-current reetobto do an a
posteriori calculation of the eddy currents.

The eddy-current loss is calculated as the volume integral of the eddsntuti-
vided by the electric conductivity [79, 134, 135]:

P = ///V %dv (4.30)

Evidently, [4.30) reduces to the multiplication of the stack length and a surface
integral in two-dimensional models.
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The problem with[(4.30) is that, in the polar and cylindrical coordinate system,
the equation ford may include modified Bessel functions, as can be seen from
(@.16), (4.18) and (4.20). As the analytical integration of these funci®on®st
possible, the Poynting theorem is often used to calculate the eddy-clossas
[68,136/137]. By integrating the Poynting vect®) along a surface, the power
passing through that surface is calculated:

Pg://S-ds
s
—//EXH-dS
S

If the integration surface encloses the rotor, integratio8 gives the total power,
i.e. the sum of the mechanical power and the power losses, that goeth&atator

to the rotor. By subtracting the mechanical power, which can be calculeted f
the torque, the eddy-current losses are isolated.

Note that there are other techniques to isolate the eddy-current lossethir me-
chanical power; in[[137] Joule’s equatidn (4.30) is used and_ ih [7@L&ztion of

Ps in rotor coordinates is combined with an interpretation of the slip of individual
harmonic components of the magnetic field.

Note as well that two-dimensional models can not account for segmentétion-o
ductive subdomains in thiedirection. To overcome that issue, Neiral. coupled

a classical 2D Fourier-based model with the current vector potentiaB8j.[1

As the Poynting theorem directly applies the solution of the magnetic field, it can
only account for eddy-current losses of subdomains in which the-eddgnt re-
action field is considered.

(4.31)

4.7.5 Conclusion

The above is a very brief introduction on some of the most important quantities
that can be calculated from a Fourier-based model. The way in which theatiag
flux density, the back EMF, the forces, the torque, the eddy curredtthareddy-
current losses are calculated was introduced. One important remarlegithat to
Fourier-based modeling is that the classical way of calculating eddgftasses,

i.e. using Joule’s equation, can not always be used. An alternativagbestPoynt-
ing’s theorem was proposed.

4.8 Conclusion

In this section an overview of the most important aspects within FB modeling was
presented. The discussion is based on an identification of seven azcise
important in FB modeling.

Based on the presented results, choices were made about the implemeritation o
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the FB model in this PhD. It was decided that the magnetic vector potential will be
used to reformulate Maxwell's equations in a cylindrical coordinate systeke. L
the source terms, the time dependency will be accounted for directly. Slotiling w
be considered using the exact subdomain technique. And finally, eicagndill

be disregarded.
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Chapter 5

Computational considerations

The previous chapters described and validated a theoretical framewgirkulate
electric machines. It was, however, also shown that the resulting modetenay
quire an unacceptably long computational time. Therefore, this chaptesdson

how to avoid excessive computational times and, more broadly, on how i avo
computational problems in general. Three aspects will be discussed inltve-fo

ing.

The first aspect relates to numerical problems that are introduced wahéngs
systems with both very large and very small numbers. This problem hacbeen
sidered by Gyseset al in [50] and [109] and will therefore only briefly be discussed

in this work, i.e. in Sectiofh 5l1. In Section b.2, a second aspect will be disdus
the effect of the studied machine’s topology on the computational time. This dis-
cussion was not yet conducted in literature. Thirdly, Sedtioh 5.3 dissusse

the computational time can be reduced with a preliminary study of the machine’s
harmonic content. Although the harmonic content of synchronous macisirzes
well-studied subject, the existing literature does not provide a completeiewerv

of the time- and spatial harmonic content of synchronous machines inagener
Therefore, Appendik B extensively discusses the harmonic conteymnaingonous
machines. The findings from that appendix are applied in Sdctibn 5.3 toa ¢oe
computational time of Fourier-based models. Finally, Se¢fion 5.4 summarizes this
chapter.

The content of this chapter has been published in the following journarrpap

» B. Hannon, P. Sergeant and L. DépfTime- and Spatial-Harmonic Con-
tent in Synchronous Electrical MachinesVlagnetics, |EEE Transactions
on, vol. 53, no. 3, 11 pages, 2017

» B. Hannon, P. Sergeant and L. Dépr‘Computational-time reduction of
Fourier-Based Analytical ModelsEnergy Conversion, |EEE Transactions
on, in press, 2017
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5.1 Rescaling

The implementation of a Fourier-based model usually requires to numerickiy so
the system of boundary conditions. However, it can readily be seem @29),
(3.:31) and[(3.37) that high harmonic orders may result in integration auasta
with both very large and very small coefficients. This, in turn, may result in a
guasi-singular system, which introduces numerical errors in the systehtfosg.

To avoid such errors_(3.29) arld (3.31) can be rescaled so thatshe bathe ex-
ponents are close to one. This can, for example, be done by dividipghe mean
radius of the considered subdomain.

In contrast to the power functions ¢f (3129) ahd (8.31), rescaling tlssddéunc-
tions of [3.37) isn't possible. If, however, these functions introdugmerical
errors, it is possible to replace them by either (B.29) or the zero funcidrich

of both alternatives is best-suited depends on the skin depth. If the tegkhthe
material is smaller than the skin depth of the considered harmonic combination,
the eddy-currents may be neglected dnd (3.37) can be replacéd by. (B.28
thickness of the material is larger than the skin depth of the considered miarmo
combination, the most reasonable approximation is to assume that the field relate
to the harmonic combination in question, is completely blocked. Equation| (3.37)
is then replaced by the zero function.

5.2 Machine geometry

Table[3.2 and Figurle 3.1L0 clearly indicated that, for a given set of cutanffionic
orders, both the FB model's accuracy and its computational time stronglyndepe
on the machine’s geometry.

It was discussed in Sectign_B.4 that a lower number of subdomains results in a
lower computational time. This fact may be a reason to simplify the geometry of
machines with semi-closed slots to a similar geometry with open slots. As illus-
trated in Figuré 511, this is done by setting the opening angle of the slots to that of
the original slot openings.

Evidently, this implies that the current density has to be recalculated to keep the
total current constant.

To illustrate the accuracy and the possible gain of the above techniques gwa
plied to one of the machines that were studied in Chapter 3, i.e. to the inner-roto
machine with semi-closed slots and no shielding cylinder. As can be seen from
Table[5.1, the accuracy of the simplified model, with respect to the FE model, is
comparable to that of the original model. The presented deviations are dhose
the magnetic flux density in the center of the air gap. Evidently, the model with
simplified slots will not be accurate in the slots.

Table[5.1 also shows that there is a significant difference in requiredutatigmal

time between the original and the simplified model. More specifically, a reduction
of the computational time of more than 50% is achieved. The simplified model's
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v

(a) Original slot (b) Simplified slot

Figure 5.1: Simplification of the machine with semi-closed slots

accuracy is quasi identical to that of the original model. Note that for mashin
with a smaller air gap it is expected that the accuracy of the simplified model will
be slightly lower.

Table 5.1: Simplification of the slots in the inner-rotor machine witms-
closed slots and no SC; accuracy and computational timenNL i
dicates the no-load situation and AR indicates armatusetien

conditions.
Model Deviation with respect to FE (%) Computational time (s)
NL AR NL AR
B, By B, By
original 0.045 1.945 0.217 0.091 333.09 328.04
simplified 0.046 1.939 0.213 0.097 160.00 159.35
FE 4260.00 4096.00

5.3 Harmonic content

In Chaptei B, every time- and spatial harmonic combinatiark), with n andk
smaller than their respective cut-off harmonics, was considered. Tdulted in

very high computational times. Indeed, the amount of harmonic combinations is
directly related to the amount of integration constants, which in turn determines
the size of the system that has to be solved. As the computational time is about
quadratic to the size of the system, decreasing the amount of harmonic cembina
tions may result in a drastic decrease of the computational time.

A discussion on which time and spatial harmonics are present in electric reachin
was given in[[139] and is repeated in Appendix B. The following brieflnma-

rizes the results of that discussion for no-load, armature-reaction adcctindi-
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tions.

No load

As discussed in AppendixIB, the magnetic field will be identical but spatially ro-
tated overJQ\,—z radians after]%*s seconds if the machine is operated at no-load. This

periodicity applies to the MVP of periodic subdomains, H"éf’) = 27, for every
time- and spatial-harmonic combination, k) separately:

Ap o (r)edko=nmet) — A (r)e? (ko) -me(t+35)) (5.1)

)

From (5.1), a relationship betweerandk was obtained.
k —n = cN; (5.2)

wherec is an integer.

This means that, for no-load conditions, the time-harmonic orders are deg¢grmin
by the harmonic spectrum of the magnets while the machine’s geometry, i.e. the
slots, determine the present spatial harmonic orders. The harmonic coimrsna
thus have to satisfy (3.3).

n € hy,

5.3
k —n = cNy (-3)

with h,,, the set of time-harmonic orders for which the residual magnetic flux den-
sity is nonzero.

Armature reaction

Appendix(B shows that for the armature-reaction field, a similar approacioe
made. The time-harmonic orders in the magnetic field are now determined by the
harmonic spectrum of the applied current, re< h.. The spatial-harmonic or-
ders are solely determined by the winding distribution; the effect of the gepme

is already incorporated in the winding distribution.

If m is the number of phases amds the machine’s period, i.e. the greatest com-
mon divisor of the number of pole paifg) and the number of slo{sV;), the time
periodicity of the armature-reaction field is mathematically expressed as:

An,k(r)ej(kd’_”“’t) = An,k(r)ej <k(¢+ “27:7)_W(t+“%>> (54)

with v = 1if &= is odd andv = 2 if £+ is even.
From [5.4) the following relation between the time- and spatial-harmonic oislers
obtained:

k—n=cuomrt (5.5)
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This means that, under armature-reaction conditions, the harmonic combénation
in the magnetic field have to satisfy (b.6).

{n € he (5.6)

k—n=comt

Load

Finally, since saturation is neglected, the load field is the superposition obthe n
load and armature-reaction fields. The time-harmonic orders are nowtingdd

by both the rotor magnets and the stator currents. This means that, under load
conditions, the harmonic combinations in the magnetic field have to satisfy (5.7).

{n € (hm U hy) 5.7)

k—n=comt

As a conclusion it can be stated that the harmonic combinations, present in the
magnetic field of synchronous machines under load conditions, can bietpre
using [5.Y). Furthermore, from the stator’s point of view, the magnetic feld
identical but rotated ovef~ or -Z mechanical radians aftef- or ;1 seconds.
Depending on whethe@f—s is odd or even.

By means of illustration, Figule 3.2 shows the difference between machittes w
an odd and an even amount of slots per period. More information carubd fo
AppendiXB.

2mTt

(a) Machine with®= odd (b) Machine with™= even

Figure 5.2: Difference between machines wiﬂTﬁ‘L odd and even
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5.3.1 Harmonic combinations

When simulating a machine with the use of a Fourier-based model, the number
of considered time- and spatial-harmonic orders is always limited. The tut-of
harmonic orders, i.e. the highest time- and spatial-harmonics that are tda&en in
account, have to be carefully chosen. On the one hand, a sufficientdichar-
monic orders is required to obtain accurate results. On the other hananthumt

of considered harmonic orders should be as low as possible in ordeoith ex+
cessive computational times. However, by applying the above resultsyiena

of harmonic combinations can be reduced without affecting the accurased,

the field components related to harmonic combinations that do not satisfy the re-
quirements imposed i (8.3), (5.6) &r (5.7) will be zero. These combinatems c
thus be disregarded.

Note that the imposed relations between the time and spatial harmonic combina-
tions were found assuming a basic spatial perio@dromechanical radians. They

are therefore only valid in periodic subdomains.

5.3.2 Interdependence of the slots

Although [5.3), [(5.6) and_(57) do not apply to the magnetic vector potential in
non-periodic subdomains, the time periodicities found in the above are still valid
for the machine’s total magnetic field.

Consider two subsequent, non-periodic subdomdginandéi + 1. These subdo-
mains, which can either be slots or slot openings, have starting angtesanid

a;+1 radians and an opening angle ®fadians. Equatiori (5.1) implies that, un-
der no-load conditions, the magnetic field in subdongdin- 1 lags the magnetic
field in subdomairt: by t seconds. A relation can then be found between the
magnetic vector potentlals of both subdomains:

A gyt (Fomenat) _ yl6ien) ) (For oo na(43)) - (o 5)
and sincev;; = a; + 3%
AL = A e (5.9)

For the armature-reaction and load fields, a similar periodicity was foundloAn
gously as in the above, the following relations can be found:

(f +U'm‘r) -
A (r) = Ay (r)e I (5.10)
Equations[(519)E(5.10) show a relation between the Fourier coefficiédiierent

slot openings and slots. This implies that fewer coefficients have to bea@du
using the boundary condition equations, which results in a lower computhtiona
time. This lower computational time is again achieved without loss of accuracy.
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5.3.3 Real functions

Although the general expression for the magnetic vector potehtiall (3o4dias
complex components, the magnetic vector potential is a real function. This implies
that the Fourier coefficients linked to harmonic combinationg:) and(—n, —k)

have to be complex conjugate. Mathematically this implies:

AN ) = (4% ) (5.11)

The above relation, which is valid for every subdomain, implies that only Half o
the integration constants have to be calculated, which results in a largeioaduc
of the computational time.

5.3.4 Evaluation

To evaluate the effect of a preliminary study on the computational time, theeabov
was used to optimize the model of Chaptier 3. Next, the calculations of Secfion 3.4
were repeated. The comparison between the original and the optimized imodel
summarized in Tablds 5.2 ahd5.3. It can clearly be seen that there’s ancarso

gain in computational efficiency while obtaining the same accuracy for the flux
density in the center of the air gap. Moreover, when comparing TeblE5.3.and

[£.3, it can be seen that the computational time of the optimized FB model is now
significantly lower than that of the FE model.

Note that the no-load situation is indicated as NL, while the armature-reaction sit-
uation is indicated as AR.
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Table 5.2: Percentage root-mean-squared deviations and compuhtioes of the inner-rotor machines. NL indicates the
no-load situation and AR indicates armature-reaction itmms.

Machine type Slot type SC Model Deviation (%) Computational time (s)
NL AR NL AR
B, By B, By
Inner rotor slotless no original 0.003 0.008 0.009 0.003 105.41 106.11
optimized 0.003 0.008 0.009 0.003 0.11 0.07
FE 1629.00 1809.00
yes original 0.028 0.025 0.069 0.014 333.71 332.95
optimized 0.028 0.025 0.069 0.014 0.30 0.21
FE 1462.00 1600.00
open no original 0.033 0.907 0.003 0.059 159.80 159.42
optimized 0.033 0.907 0.003 0.059 0.75 0.03
FE 4408.00 4547.00
yes original 0.124 0.736 0.235 1.024 297.24 297.37
optimized 0.124 0.736 0.235 1.024 1.57 0.06
FE 3960.00 4210.00
semi-closed no original 0.045 1.945 0.217 0.091 333.09 328.04
optimized 0.045 1.945 0.217 0.091 2.44 0.08
FE 4260.00 4096.00
yes original 0.042 2.749 0.035 0.565 515.71 517.31
optimized 0.042 2.749 0.035 0.565 3.27 0.11
FE 4035.00 3651.00




Table 5.3: Percentage root-mean-squared deviations and compuhtioes of the outer-rotor machines. NL indicates the
no-load situation and AR indicates armature-reaction itimm.

Machine type Slot type SC Model Deviation (%) Computational time (s)
NL AR NL AR
B, By B, By
Outer rotor slotless no original 0.016 0.036 0.011 0.048 105.43 106.07
optimized 0.016 0.036 0.011 0.048 0.05 0.16
FE 3148.00 2729.00
yes original 0.047 0.042 0.031 0.103 333.09 332.84
optimized 0.047 0.042 0.031 0.103 0.09 0.48
FE 2949.00 2577.00
open no original 0.017 0.115 0.041 0.035 173.25 173.70
optimized 0.017 0.115 0.041 0.035 0.26 0.07
FE 2452.00 2478.00
yes original 0.050 0.082 0.048 0.046 318.84 318.00
optimized 0.050 0.082 0.048 0.046 0.47 0.12
FE 3213.00 2870.00
semi-closed no original 0.022 0.043 0.136 0.018 426.82 426.29
optimized 0.022 0.043 0.136 0.018 1.12 0.20
FE 2472.00 2466.00
yes original 0.025 0.086 0.111 0.039 635.59 636.02
optimized 0.025 0.086 0.111 0.039 1.34 0.25
FE 2345.00 2743.00
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5.4 Conclusion

In this chapter, two issues of Fourier-based models were discusseéyinal er-

rors due to quasi-singular systems of boundary conditions and exeessnputa-
tional times.

The first issue was tackled in Sectionl5.1 by rescaling the equations for\fike M
The second issue was discussed in Secfiois 5.2"ahd 5.3. Sécfions fd2rewhs
the effect of the machine’s geometry on the computational time. It also pedpos

a simplification of the slots to avoid an unnecessary high computational huaden
reduction of more than 50% in computational time was achieved. In Séctibn 5.3,
the focus was on how a preliminary knowledge of the studied machine’s haamo
content can reduce the computational time. It was shown that the computtationa
time can be reduced by up to more than 100 times while maintaining the model’'s
accuracy.

The problem of unacceptably high computational burden, encountetbd re-
vious chapter, was solved in this chapter. As explained in Chipter 1,dhetien

of the model’'s computational time was one of the major goals of this thesis. Evi-
dently, in the following chapters, only the optimized model will be used.



Chapter 6

Voltage sources

The framework presented in Chapiér 3 requires a current density @s iHpw-

ever, nowadays most electric drives are powered with the help of a edtagce.

To overcome that mismatch, this chapter extends the magnetic calculations of
Chaptef B with the equation for the terminal voltage of an electric machine. This
technique has already proven its worth in finite-element models [140], &sihat

yet translated to Fourier-based analytical models.

The discussion of this chapter consists of two major parts.

Firstly, a very general discussion on the technique of coupling magnédtiglaa
tions with the equation for the terminal voltage of electric machines is presented.
This discussion is spread over Sectibns[6.1-6.3. Section 6.1 reformulatest

netic calculations of Chaptel 3. In Section]6.2 the equation for the terminagjeolta

is rewritten so that it can be used in FB models. These two aspects are cdmbine
in Sectior 6.8, resulting in a model that directly accounts for the terminal voltage
of electric machines. In the second part of this chapter, the present&dsnali-
dated with the help of a finite-element model. This is done in Sectidn 6.4. Section
concludes the work.

The content of this chapter has been published in the following journarpap

» B. Hannon, P. Sergeant and L. DéptVoltage Sources in 2D Fourier-Based
Analytical Models of Electric Machines'Mathematical Problems in Engi-
neering, vol. 2015, Article ID 195410, 8 pages, 2015
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6.1 Magnetic equations

Chapter B resulted in a set of unknown integration constants, which hawe to
determined by the problem’s boundary conditions. As discussed in Sec8dh 3
these boundary conditions can be imposed separately for every time haoraer
(n). This implies that, for time-harmonic order the resulting system is written
in its matrix form as:
[C

wl - [Xn] = —[C3] - [l + [C7] - [By] (6.1)
where[X,,] is a row vector that contains all of the integration constants linked to
i.e. the integration constants of each subdomain and each spatial harnaetric or
This implies that if Ny, is the amount of boundary conditiors{,,| has a size of
Np x 1. Analogously|B,,| and[.J,,] are N x 1 row vectors that contain all of the
spatial harmonic coefficients of the remanent magnetic induction and thenturr
density in each of the subdomair{§}], [C?] and[C?] are Ny. x Ny coefficient
matrices.

As the goal is to impos#/. terminal voltages instead of, current densities, where
N. is the amount of coils andV,, is the amount of subdomaingl,] is rewritten in
function of the coils’ currents.

The (n, k)" harmonic combination of the current density in subdomagan be
written as:

Ne
T =" Wi (6.2)
c=1

In ©6.2) W,&’”) is the k™" spatial-harmonic order of coi's winding density in
subdomairv, i.e. W,EC’”) expresses the amount of conductors pét Note that
the winding density is positive where the coil’s reference current is dlosgaxis
and negative otherwise.

The above implies that {fit] is the N. x N, matrix, so that each cell contains a

W,gc’”), (6.1) can be rewritten as:
[Col - [Xn] = =[CR] - [W]T - (L] + [C7] - [By)]
= —[Cy] - 1] + [C7) - [Bn]

As both the coils’ currents and the field’s integration constants are unknibwe
system described by (6.3) is underdetermined and an @ktrequations are re-
quired. In the following section, these equations will be derived from tuagon
for the terminal voltage of an electric machine.

(6.3)

6.2 Electric equations

The goal of this section is to provide equations for the current in eacteafdifs.
This is done in two steps. First the equations for the terminal voltage of themeach
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are presented. Next, the flux linkage of the machine’s coils is discusseddnto
rewrite these equations in function of the remanent magnéfiBr), the terminal
voltages([V;,]) and the magnetic field’s integration constafifs,,]).

6.2.1 Currentin the coils

The following discussion starts from the classical equation for the termitizige
of an arbitrary coik in an electric machine:

(¢)
v (t) = Ri(t) + d¢t§;(t) (6.4)

The flux coupled with coit (wt(;”z (t)) can now be divided in a component related
to the active part of the co(hp(c) (t)) and a component related to the end windings
(wéf,} (t)). The above then results in:

L) ()
dt dt (6.5)
dit)(t) | dpl(t)

= Ri)(t) + Lew

P+ @ @
Note that, for simplicity reasons, it is assumed that every coil has the same ohmic
resistancak? and the same inductance of the end-windifigs. These values can
be obtained with classical formulas, such as the ones found in [141].
The functions in[(6J5) can be written in terms of their Fourier series:

v (t) = Ril9) (t)

dL(LC)efjnwt d\Ilgf) efjnwt
+

i V(@eminwt — i RIO et L

6.6
Nt Nt dt dt (6-6)
The above can be rewritten for every time harmonic ordseparately:
V. = RI®) — jnwLe, Il — jnwi!® (6.7)
Implying that the current's™ harmonic order can be calculated as:
(©) | (c)
n gy
=2 2 =" 6.8
" R — jnwLey, (6.8)

It can easily be reasoned that substitution[of](6.8) in the governing equaiiio
allow to account for the terminal voltage as a source. Howeilécl), has to be
calculated from the magnetic field, i.e. from the solution of the governingtiequa
This prevents a direct coupling between the calculation of the magnetic fidld an
the equation for the terminal voltage. To overcome that prob@fﬁ,is rewritten

in terms of the magnetic vector potential in the following section.
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6.2.2 Fluxlinkage

The goal of this section is to express the flux related to the active partesbirary

coil ¢ as a function of the magnetic vector potential. In a first step the flux coupled
with a single turn of the coil is derived, in a second step the flux coupled wéth th
entire coil is regarded.

Flux coupled with a single turn

The physical flux through a single turnof coil ¢ is calculated by integrating the
flux density over a surface spanned by that turn:

P (¢ //B da—yﬁA ds (6.9)

Where the definition of the MVP and Stokes’ theorem were uSgds the surface
of the turn,C, is the boundary of that surface.

Since the magnetic vector potential is assumed to only havecanponent, the in-
tegration ofA along the turn’s contour will only be non-zero along thdirection.
Noting that the MVP is independent of this implies that the integration along the
contour of the turn can be rewritten as:

Qﬂ(ﬁ) (t) =I5 (A(i$3)<rn+a ¢n+at) - A(i;\’s)(r){,’ ¢n* ) t)) (610)

wherel, is the stack length of the studied maching, is the slot in which the
direction of the integration is along the positiveaxis; A and & then have the
same direction and sense,, represents the slot in which the coil returns, the
integration direction is opposed to theaxis and thus ta\.

Equation[(6.1I0) can now be rewritten as:

NS . . . .
()= 3 Lol Al () giv) ) (6.11)

ing=1

wherew("~s) is 1 in the slot that contains the going conductorof-1 in the slot
that contains the returning conductor dhish the other slots.

Usually, the exact position of the turn can not be determmed(réNs

is unknown. For that reason, the average MVP in the considered skxds Doing
so results in one MVP value for every subdomain. This value will be redeio as
ai¥s)(t) in the following. The flux coupled with a single turnof coil ¢ can then
be written as:

ZNS)

e Zl (e o (i) (1) (6.12)

inNg=1
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Flux coupled with a coil

The flux coupled with coit is calculated by summing the fluxes coupled with each
of its turns. From[(6.12), it can be written that:

N
PO (1) = Z 1N (©Ns) o ins) (1) (6.13)
ing=1
where . ‘
NN = 37 o) (6.14)

K

which implies thatV(¢i~:) equals the amount of conductors that edilas in slot
in.. If i, contains going conductors of N(“Ns) is positive. If not,N(©iNs) is
negative.

Then! time-harmonic coefficient af (£)(¢) can now be written as:

N,
U = 3 NN o) (6.15)
ine=1
wherea!™*) is thent" time-harmonic coefficient af(i¥) (¢).
Sincea!™~s) (t) is a direct function of the MVP in slaty,, which in turn is deter-
mined by the integration constants and the source tefms) (6.15) can be written in
its matrix form as:

) = LN (03] (%] + (O3] (1] +[C]] - [B)  (6.16)

WhereEN(C)] is al x Ny matrix describing the winding configuration of cail
e [Ny, = N@ind [C3], [C5] and[CY] are coefficient matrices. They are
determined by averaging the equations for the MVP.

It can easily be seen that the above effectively expresses the flugdimfaoilc in
terms of the machine’s geometfjC?] - - - [C7]), the integration constant$X,,])
and the classical source terifi$,] and[B,]).

6.3 A new system of equations

In (6.3) the system of a traditional Fourier-based analytical model iaswmalated
in terms of the currents flowing through the coils of the machine. Howevéreae
currents are unknown, that system was underdetermined. Theref@ectior 6.2
an equation for the current density was propos$ed (6.8), combining thitieq
with the equation for the flux coupled with a cdil {61 16) gives:

Vi + jnwly[N©)] - (IC3] - [Xa] + [CF] - [I] + [C]] - [Ba))
R— jnWLew

19 = (6.17)
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The above equation for the current is valid in each of Mecoils. A matrix
notation for the resulting set of equations can be found:

[Va] + gnwis[N] - ([Ch] - [Xa] + [CR] - [In] + [CR] - [Bn))
R — jnwley

[1n] = (6.18)

where[V,,] is aN. x 1 matrix containing all of the coils’ terminal voltages ajid]
is aN, x N, matrix whose:" row equalg N(“)]. Rearranging gives:

[Cal - [Xa] + [Co] - [In] = [CA°] - [Bn] + [Cy'] - [Val] (6.19)

where[C8], [C2], [C1°] and[C}!] are matrices with respective sizesMf x Ny,
N, x N, N. x Ny, andN,. x N.. They are calculated as:

g1 Jnwls[N] - [C]]

(Col =~ oL (6.20a)
inwls[N] - [CS

[C9) = Iy, — J—R - gni} L[ } (6.20b)

10, Jnwlg[N] - [CF]

=L sl al 2
I

117 Ne

Coll= 7~ oo (6.20d)

wherely, is the identity matrix of sizéV.,.

The above implies that the combination[of(6.3) dnd (6.19) is a system of egsiatio
that uniquely defines both the integration constants in each of the subdamnains
the currents in each of the coils. This system is written in matrix form as:

{[Cﬁl] [Cfi]] . [[Xn]] _ [ C7] - [Bn]
[CR](CRl] | ] [C2] - [Bn] + [C3'] - [Val

Solving this system for every time harmonic order will uniquely define the MVP
and the currents. It can readily be seen that {6.21) enables to directlgéngo
voltage signal to the coils instead of the classical approach of imposingentur
density to the subdomains.

(6.21)

6.4 Validation

The goal of this section is to validate the above theory. To do so, the iotaar-r
machine with open slots and a shielding cylinder, as introduced in CHapter 3, is
used. The machine is connected in a delta configuration and coils belonging to
the same phase are connected in series. In order to obtain an easifjucble®
validation, sinusoidal voltages with an amplitude of 255 volt and a phaseafhift
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Figure 6.1: Applied phase voltages

206.6°, i.e. ua(t) = —255cos (pwt + 0.4643), are applied to the phases. The
applied voltages are shown in Figlrel6.1.

Evidently, the no-load field equals that of the validation in Chdgter 3. Thensluta
armature-reaction and load fields and the corresponding magnetic flsitieem

the center of the air gap are shown in Figureg 6.2. The results were cainjoare
FEM calculations and a very good correspondence is noted. Respentdrs of
0.025% and0.354% are obtained for the radial and tangential components of the
flux density under armature-reaction conditions. Under load conditioreseof
0.032% and0.167% are obtained.

Apart from the magnetic field and its flux density, the current and the difter
components of the phase voltages can also be calculated. For phaseyréme,
calculated from the FB model, is compared to the current obtained from the FE
model in Figure$ 6]3. Figufe 6.4 shows different components of the volthge
terminal voltage(V'), the resistive voltage dro@RI), the inductive voltage drop
(X I) and the back EMF.
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Figure 6.2: Validation of the voltage-fed inner-rotor machine with ape
slots and a SC
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Figure 6.3: Validation of the line current of phase A
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Figure 6.4: Phase voltages of phase A
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6.5 Conclusion

In this section a coupling between the magnetic calculation of Chapter 3 and the
equation for the terminal voltage of an electric machine were combined. FThe re
sult is a model that can directly account for voltage sources. The taghmigs
validated by comparison with a FE model. For the sake of an easily reprdelucib
validation, sinusoidal voltage were applied. More realistic PWM voltage ean b
applied in exactly the same way. This will be done in the parameter studies of
Chaptef®.

Although the implementation of the above presented coupling might add to the
model’'s complexity, it allows to easily account for realistic voltage sourcesads

of idealized current sources. This improves the accuracy and usalfititg ¢-B
model. As mentioned in Chapter 1, that is one of the goals of this thesis.



Chapter 7

Calculation of electromagnetic
guantities

In the previous chapters, the focus was on the calculation of the magnétic fie
However, when designing an electric machine, the interest is in its electretagn
properties, rather than in its magnetic field. Therefore, this chapter decus

how results from the magnetic field calculation can be used to compute physical
guantities that are interesting from a design perspective. Apart frome general
machine parameters such as the flux density and the back EMF, two electromag
netic properties are of special interest for high-speed PMSMs; thadand the
eddy-current losses in the rotor.

In the scope of this PhD, the prototype of a high-speed generator famaiced

heat and power (CHP) unit was developed in collaboration with a BelgiaB.SM

In the first part of this chapter, i.e. in Section]7.1, that prototype machinér@s in
duced. The second part of this chapter, presented in SeCtidhs ¥ dis¢itsses the
actual calculation of the machine’s electromagnetic properties. In thatsdiscu)

the prototype design is used as a reference. Finally, Sectibn 7.6 conchide
chapter.

The content of this chapter has been published in the following journarpap

* B. Hannon, P. Sergeant and L. Dépf‘Torque and torque components in
high-speed permanent-magnet synchronous machines with a shielding cylin-
der”, Mathematics and Computersin Smulation, vol. 130, pp. 70-80, 2016
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7.1 Prototype machine

As already mentioned, in the scope of this PhD, Ghent University padmeith

a Belgian company to design a high-speed SM PMSM for a micro CHP unit. This
collaboration has resulted in a test setup with two prototype machines that were
mounted back-to-back. The actual test setup will be discussed in Cl@apien-

ever, as mentioned, the prototype designed for the micro CHP applicationewill b
used as a reference in this chapter.

In the context of rising energy prices, decentralized power generasisibecome
increasingly popular in recent years. One possibility is to combine the ajiorer

of heat and electric power, thereby reducing overall energy loSageh CHP units

can be implemented both on a very large, industrial scale or in smaller units. The
application in this case is a residential, low-power CHP unit that is powered by
high-speed micro turbine. In order to minimize the system’s maintenance while
maximizing its efficiency, it was decided to implement a high-speed SM PMSM
generator in a direct-drive configuration. This generator was dasigh&hent
University under the supervision of prof. dr. ir. Sergeant. The mahiiopol-

ogy, as shown in Figuife 7.1, is the same as that from the example machinia used
Chaptef B. Its parameters are listed in Tablé 7.1.

Figure 7.1: Cross-section of the prototype machine

One of the interesting features of the machine is the retaining sleeve, made fro
AISI 303 stainless steel. The permanent magnets are N42SH-type NdFgB ma
nets.

As explained in Chaptél 3, the slots and the slot openings have to be simglified f
the FB model. This is done while keeping their surfaces constant, resulting in a
opening angle 08.46° for the slot opening$s) and9.42° for the slots(e).

Note that the retaining sleeve was not designed to function as a shieldindasylin
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Table 7.1: Parameters of the validated machines

Parameter Symbol Value
Number of slots Ny 24
Number of pole pairs P 2
Number of phases m 3
Residual flux density of the magnets3,, 1.28T
Angular span of a magnet bm 90.00°
Nominal line voltage Viom 150V
Nominal current Lnom 6A
Number of windings per slot N 10
Nominal frequency from 1000 Hz
Nominal speed Nrnom 30,000 rpm
Radius of the RY - PM boundary 17.50 mm
Radius of the PM - SC boundary 79 20.50 mm
Radius of the SC - AG boundary 3 21.00 mm
Radius of the AG - SO boundary 74 23.00 mm
Radius of the SO - SL boundary 75 23.80 mm
Radius of the SL - SY boundary ¢ 37.50 mm
Radius of the SY external boundaryr; 45.00 mm
Stack length ls 28.00 mm
Tooth width Wy 3.00 mm
Tooth-tip width wr 4.72 mm
Permeability of the magnets Y; 1.05p0 B
Conductivity of the magnets opM 6.94.10° =
Permeability of the sleeve Hsc 1.0080 R
Conductivity of the sleeve osc 1.38.106 %

It may therefore be expected that its presence will increase the rotesldg®ere-
over, as its conductivity and permeability are rather low, the retaining stimse
not shield the magnets. This can easily be validated by considering theagi@metr
depth of harmonic combinatiam, k) in the sleeve. That penetration depth can, at
least for the fundamental time-harmonic order, be calculated as:

2
Ok = (7.1)
In — klwoscusc

It will be shown in Sectio 7]2 that the dominant harmonic combinations of the
prototype arg2, —22) and(2,26). Their penetration depth in the sleeve is about
19 mm. As the sleeve is only 0.5 mm, this implies that the magnets are virtually
unshielded. This could compromise the validity of the assumption that the eddy-
current reaction field of the magnets is negligible. However, the condlyatithe
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magnets is still only half that of the sleeve. Therefore, the assumption lditdg
eddy-current reaction field of the magnets is still justifiable.

7.2 Magnetic flux density

As already discussed in Sectibn]3.4, the magnetic flux density can be obtained
directly from the definition of the magnetic vector potential (2.27). In a 2D eylin
drical coordinate system, this implies:

10A 0A
B_r&pe“ 5y & (7.2)
The magnetic flux density was extensively discussed and validated in S8¢clion
This will not be repeated here. However, Secfion 3.4 visualized the madjnetic
density at a given instance of time, such a visualization does not provideof lo
information. Therefore, in the following, two other visualizations of the mégne
flux density will be introduced; the harmonic map and the total asynchronous
distortion.

7.2.1 Harmonic map

The harmonic map is a visualization of the flux density’s amplitude for every har
monic combination. Figure 7.2 illustrates the concept for the radial and taalgen
components of the prototype’s flux density in the center of the air gap kiab-
conditions. Evidently, a similar visualization could be made for the flux density’s
norm or even its phase angle, depending on the needs.

Note that the synchronous harmonic combinations are displayed on algrelen
ground. The oversynchronous harmonic combinations, i.e. the combigditian
rotate faster than the rotor, are displayed on a yellow background. athkgmund

of the undersynchronous harmonic combinations is left blank.

Figure[Z.2 only shows the positive time-harmonic orders. This is becasisks-a
cussed in Chaptén 5, there is a symmetry between harmonic combinatiofs
and(—n, —k). Note as well that Figurle 4.2 is a good illustration of the discussion
on harmonic content in synchronous machines, see Chidpter 5 andddBen

The harmonic map may not be directly interesting when designing electric ma-
chines. But, it can be a very interesting tool to interpret results from ctideula-
tions.

7.2.2 Total asynchronous distortion

Although the harmonic map is an interesting visualization tool, it is not very-effec
tive at quantifying the harmonic content. A commonly-used parameter that doe
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represent the amount of non-fundamental harmonics is the total harnistuc d
tion (THD). However, the THD is used for signals with either spatial- or time-
harmonic orders, e.g. to quantify the harmonic distortion of a voltage signal. |
this work, it is important to consider both time- and spatial-harmonic ordersoand
differ between synchronous harmonic components, i.e. components witlk;,
and asynchronous harmonic components, i.e. componentsiwithk. To do so,
the total asynchronous distortion (TAD) is introduced as:

S Bl
n#k

TAD = |2
> B

(7.3)

Using the above, the TAD can be calculated forithand¢-components of the pro-
totype’s no-load flux density in the center of the air gap. TA®found to be3.01%

and TAD, is 22.66%. This indeed matches Figure 7.2, which shows a relatively
larger presence of asynchronous harmonic combinations fop-t@mponent of
the flux density.

7.2.3 Conclusion

In the above, the flux density was discussed. BAwas already extensively val-
idated in previous chapters, the discussion in this section is limited to the intro-
duction of the harmonic map and the total asynchronous distortion. Bothoare n
directly applicable for the design of an electric machine, but will prove to teg-in
esting tools to interpret the results of the following sections.

As expected from a diametrically wound machine with multiple slots per pole and
per phase, the asynchronous content of the prototype machine isgathier This

was clearly illustrated by the harmonic maps in Figuré 7.2. Moreover, asdla ra
component of the magnetic field is dominant and TA®low the overall TAD will

be low as well.
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(a) Radial component

(b) Azimuthal component

Figure 7.2: Harmonic maps of the no-load magnetic flux density in the cen-

ter of the prototype’s air gap
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7.3 Back EMF

Evidently, the back EMF is an important design parameter for electric machines
Not only its peak value, which cannot exceed the limitations of the power efectr
ics, is important. Its harmonic content has to be considered as well. In thigrgec
the computation of the back EMF is briefly discussed.

The back EMF was actually already calculated in the previous chapterednéh
Sectiof 6.2.2, the flux linked with each of the machine’s coils was calculated. Its
time-derivative was then used to compute the counter-electromotive fesxked

in the equation for the terminal voltage (6.5). The obtained formula for thke bac
EMF in coil ¢ is:

Ns o0 ) .
)= 33 nwl NI QN gmet (7.4)

iNS:1 n=—oo

where N (“i~s) js the amount of conductors that ceihas in slotiy,. N(¢~) is
oriented. This means that it is positiveiff, contains going conductors efand
negative ifc’s conductors are returning ity,. As explained in Chapted 6)4£st)

is the spatially averaged MVP in slgf;, . In this work, the averaging is performed

via integration:
(ivg) _ 1L
ap " = S //SA(T‘, o,t)ds (7.5)

Note that, whereas in Chapfér 6 the entire counter-electromotive forceiseas
here the no-load voltage is studied, i.e. the flux in the coils is solely due to the
magnets.

The results from the prototype’s back EMF calculation are compared titses
from a FE model in Figurg 7.3(a). It can be seen that the results areyirgoed
agreement. The RMS deviation(i$54%. The harmonic content of the back EMF

is shown in Figuré 7.3(b).

As the back EMF has no spatial dependency, its THD can be calculated as:

> |Enl?
|n|#p

> B

[n|=p

THD = (7.6)

For the prototype machine, a valuel®f.64% is obtained. Note that the harmonic
distortion is mainly due to the third harmonic, as can be seen from Higure]7.3(b)
The effect of this harmonic will of course be nullified if the machine’s coils ar
connected in a star configuration.
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—— Analytical model e Finite-element model
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Figure 7.3: Back EMF of the prototype machine



7.4 Torque 125

7.4 Torque

The machine’s torque is probably one of its most important electromagnetical p
rameters. This is especially true for high-speed applications, where tipeetor
ripple often has to be minimized. In this section, the calculation of the torque is
discussed and the concept of torque components is introduced. Thepse tom-
ponents are an especially interesting tool to study high-speed PMSMs.

7.4.1 Torque calculation

The torque acting on a certain volume can be computed by integrating the cross
product of the radius and Maxwell’s stress tendoy over the surface of that vol-
ume:

T= 55 r x Tds 7.7)
S

where the stress tensor is defined as:
T = u(n-H)H —%(H-H)n (7.8)

In the aboven is the outer unit vector, normal to the integration surfdce

The torque acting on the entire rotgF’) can then be calculated by choosing the
integration surface as a cylinder with raditsand an axis that is coaxial to the
machine’s axis, see Figure 7.4(a).

l7“3

7“3,@5, (r:’nd)a ) ¢

(7.9)

Z Z Tn75€7j(n+s)wt

nN=—0o0 s=—00

where the superscrigt) refers to the air gap subdomain s the time-harmonic

order related toB(4) and s is the time-harmonic order related E)(4) Tys is
calculated as:

P r3 Z BY (rs)BY) _(r3) (7.10)
k=—o00
The radial and tangential components of the flux density are calculatedtfr®
definition of the MVP.
After having obtained the torque, its net val(#®,.;) can be calculated as the av-
erage torque over one period. The torque ripple can be calculatedlasnitbis
work, it will be expressed as a percentage of the net torque:

_ max(T'(t)) — min(T'(t))|
Tay = mear (D)) (7.11)
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Note that it can be seen froin_(¥V.9) abd (7.10) that net torque is the oésnter-
action between opposite harmonic combination, (e k) and(—n, —k). Indeed,
those combinations have the same rotational speed. In general, torgoalgan

be produced due to the interaction of harmonic combinations with oppositel spatia
harmonic orders, i.ek and—k.

7.4.2 Torque components

In a machine that is equipped with a shielding cylinder, the total torque is com-
posed of two torque-producing mechanisms.

A first component of the torque is due to the classical interaction betweende
nets and the stator currents. It is referred to as the torque producesirimetinets
(T(?)), the superscript2) referring to the PM subdomain. This component of the
torque is dominated by synchronous harmonic combinations.

A second component of the torque is the result of interaction between the mag
netic field and the eddy-currents in the shielding cylinder. It is referreabstthe
torque produced in the S@'®), the superscript3) referring to the subdomain

of the SC. This component of the torque is dominated by asynchronommehigar
combinations. Indeed, synchronous combinations do not induce eotdBats in

the SC. Note thaf® can intuitively be explained by considering the SC as the
squirrel cage of an induction machine. The slip with respect to the synahso
combinations is then zero, therefore only asynchronous harmonic cainbsa
can produce torque.

T7®) andT® are fictitious torque components, they do not occur separately. Nev-
ertheless, considering these components can be very useful to gitrauneler-
standing of the machine’s physics.

The torque produced in the magnets can be calculated in a similar way as the total
torque. However, now a cylinder with radiusis chosen as the integration surface.
This is illustrated in Figurg 7.4(b)(? can then be calculated as:

[e.e] o0

= Y ) rBerimtent (7.12)

nN=—0o0 §=—0o0

whereTT(fs) is calculated as:

T2 =27 ”2 Z B ¢>3— (r9) (7.13)

SinceT® andT®) are the only torque components that makeTyghe torque
produced in the shielding cylinder can be calculated ds in|(7.14).

¢ =7 -7 (7.14)
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Similar to Taq, T&; andT (Ly), are also calculated as percentages of the average

total torque(T,e; ):

max(T) (1)) — min(T®)(#))|

(2) _

Ta% = mean(T(t)) (7.15a)
(3 _ |maxT® (1)) — min(T®)(#))]

¢ = meat (1) (7.15h)

Figure[7.5(d) shows the torque and its components in the prototype machine fo
a third of an electrical period. For the total torque, the RMS deviation betwee
the FB and the FE model £24%. Note that there is a small offset between the
FB and FE results fof'® and7(®). The reason is that the FE model is not very
effective at calculating quantities on the boundaries between two materratd) w

is required to calculat@&®).

The nettorque is 0.4631 N (ez is 0.4632 Nm andjsez is -0.0001 Nm. The total

torque ripple is12.20%, T A<7 is 13.63% andT(; is 1.17%. In Figure[7.5(0), the
harmonic content of the torque and its components is shown.

Note that, from Figuré 712, it could have been expectedﬂflat would be neg-
ative. Indeed, the undersynchronous harmonic combinations dominateehe
synchronous ones. Like in an induction machine, those combinationsqa@du
braking force. In this situation]® is almost negligible with respect t6(?).
However, its role may be much more important when the SC’s conductivity is in-
creased and/or the machine’s asynchronous content is higher.

(a) Integration surface fof (b) Integration surface fof(®

Figure 7.4: Integration surface for torque calculation
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7.4.3 Conclusion

In this section, the calculation of the torque using Maxwell’s stress tensodisa
cussed. Moreover, the torque was divided in a component related tbididiisg
cylinder and a component related to the magnets. Although these comporeents a
not physically divisible, their computation can provide a lot of insight in the ma-
chine’s operation.



7.4 Torque

129
—— Analytical model e Finite-element model
T T7() T7®)
0.4}
~0.3}
E
£
(4]
502
S
0.1
o [ =

0  0.1667 0.3333 0 _ 0.1667 0.3333 0  0.1667 0.3333
Time (ms)

(a) Time domain

0.5
T
[ VASY;
C—1Tsc
0.4}
—
£0.3}
=
(0]
35
=)
Q0.2
e 0.2
0.1}
0 [ | | [ || . -
0 12 24 36 48

Harmonic order

(b) Frequency domain
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7.5 Eddy currents and eddy-current losses

It was already pointed out earlier that eddy-currents and the lossesahse in the
rotor are of great importance in high-speed PMSMs. In this work, botledids-
currents in the shielding cylinder and the magnets are considered. Tloeilatian
will be discussed in the following.

7.5.1 Eddy current calculation

The calculation of the eddy currents in the SC is relatively straightforwi&mim
the constitutive relation for the current densfty (2]26a) and by assumihthtra
is no externally imposed voltage in the SC, the following equation can be obtained

J(3)(r,¢,t): Z Z ja(3)(n—k:)wA;%L(r)ej(kd)*"wt) (7.16)

n=—oo0 k=—00

Figure[7.6(d) shows a contour plot of the resulting current density inrtitetype
machine at = 0, i.e. the magnets are aligned with phatsand the current through

that phase is at its maximum.

Although the conductivity of the permanent magnets,,) was assumed dur-

ing the computation of the field, a similar approach can be used to calculate the
eddy-currents in the magnets. However, in a two-dimensional model, thece is
guarantee that the net current in each of the magnets is zero. This implies tha
current may be flowing from one magnet to the other, which is of courseeab

istic. To cope with that problem, a spatially constant current derfsity (¢)) is
added[[64,76,88,142]:

J(2im) (r,d,t) Z ( Z ]U wA(Q)( )ej(k¢—nwt)) _C’?gim)(t)

- (7.17)
wherei,, refers to the number of the considered magnet@pg) is calculated
as:

sz // ) A(Q)( ) j(k¢—nwt) ds
S(’bm)

(’Lm +¢m+wt 2) .
:/ / jo®(n - k)erﬁL’k(r)ej(k‘b_”m) dr do

—qﬁgiM) 4wt ro

k=—o00

(7.18)

whereqb in) is the initial position of magnet,,.

Flgure-) shows a contour plot of the current density in the secogdehaf
the prototype machine at= 0.

Figure[ 7.7 shows the temporal evolution of the current density in diffg@nts of
the SC, i.e.(r3,0), ("=£,0) and(r2, 0) and the magnets, i.¢5"2,0). Where
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the ¢-axis is as in Figuré_3l2. It can be seen that a good agreement with the FE
model is achieved.
7.5.2 Eddy-current loss calculation

Classically, the eddy-current losses are calculated from Joule’s farmu

Pee(t) = ///V %dv (7.19)

This equation is used to calculate the eddy-current losses in the magneas2[Bo
model, it can be rewritten as (7120).

@ @
PO ) =1, //S . SO, 070 6:8) 4, (7.20)

o)

Joule’s formula is, however, not effective at computing the losses inhiedds
ing cylinder. This is because thedependent part 01(3)(r, ¢,t) contains Bessel
functions. These functions can not be integrated analytically. To copethigth
problem, the Poynting vect@6) can be used [68,143, 144]:

S=E xH (7.21)

The integration ofS over a closed surface determines the energy flowing through
that surface. This implies that the total power transmitted to the rotor can he calc
lated by integrating the Poynting vector over the surface of a cylinder tblatdes

the rotor, e.g. the cylinder shown in Figdre 7.4(a). However, as disdusg
Markovic and Perriard i [137], it is possible to directly compute the povissid
pated in the SC. Essentially, their technique implies considering Poyntingtsrvec
in rotor coordinates, i.e. substitutidg+ wt — 6y for ¢, with 4 the rotor angular
coordinate and, the initial position of the rotor.

o oo | (7.22)

wheren is the time-harmonic order relatedEf) ands is the time-harmonic order
related toB§4). P, ; is calculated as:

o0

S —jtn—k)wAL) (r5)BY, (1) (7.23)

k=—o00

l
P,s=2m el
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Note that the eddy-current losses in the magnets are not includedf ithe latter

is calculated from[(7.22). The reason is that the Poynting vector is caldudate
rectly from the magnetic and electric fields. As the eddy-currents in the rteagne
are not directly included in the calculation of those fields, their losses dabeno
accounted for by the integration 8f

Finally, the interest is in the average value of the eddy-current lossemdtanta-
neous eddy-current losses are not considered here.

By means of validation, the eddy-current losses of the prototype wenpuied

and validated with the FE model. In the shielding cylinder, the eddy-curreat lo
was calculated as 0.269 W with the FB model and 0.270 W with the FE model.
In the permanent magnets the eddy-current losses were calculate@a3\0dhd
0.087 W respectively. These losses are very low because the asgaobrcontent

of the prototype is very low. Especially because at this point a sinusaueliad ra

is assumed. It will become clear from the following sections that the eddrdu
losses may become much larger when the machine’s magnetic field has a larger
asynchronous content, e.g. when more realistic current wavefornmaposed.

7.5.3 Conclusion

In this section the calculation and validation of both the eddy currents and their
losses was discussed. It should be noted that while the eddy-cursseslm the
magnets were computed from Joule’s formula, this is not analytically possible f
the eddy-current losses in the SC. The latter are therefore computedR®mnt-

ing’s theorem. Good agreements with a time-stepped FE model were obtained fo
all of the calculations.

7.6 Conclusion

In this chapter, the calculation of various electromagnetic properties dfiele@-
chines was discussed. Each of those calculations was successfulbtedligith

a finite element model. The machine, used for those validations, is the prototype
machine for a micro CHP unit, developed in collaboration with a Belgian company.
The harmonic content of the studied machine is very low. Although this doesn’
compromise the validations of this chapter, it does result in a very low torque in
the SC and very low eddy-current losses. However, in machines withheerig
harmonic content, the effect of the SC is much more important.
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Chapter 8

Test setup

In addition to the theoretical work that has been presented in the preViapgees,

a test setup for PMSMs operating at high speeds was built in the scops BfiD.
The primary goal of that setup was to complement the obtained theoretical-kno
edge with some practical experience.

The main focus of the work at the test setup has been to build an in-hallige, f
customizable drive for the SM PMSMs that were introduced in Chapter Thids
drive, which has been extensively covered in |145+149], is ndtyrizathe scope
of this dissertation, it will only briefly be discussed. Instead, the focuisistthap-
ter will be on a description of the setup and the measurements.

The following chapter starts with an introduction of the setup’s hardwadlettza
control strategies that were implemented. This is done in Selctidon 8.1. In Sec-
tion[8.2, measurements of the no-load voltage and line currents are prkaadte
compared to results from the FB model. Seclion 8.3 concludes this chapter.
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8.1 Introduction

In this section, the test setup, which is shown in Fiduré 8.1, is discusseddin
tion, a brief discussion on the implemented control strategies is providedllas we

Figure 8.1: Overview of the setup

The setup comprises two parts; the electric machines and the power elextronic
Both will be discussed in the following.

8.1.1 Electric machines

It was already mentioned that the electric machines that are used in this sstip w
constructed in the scope of designing a generator for a micro CHP unitrefhe
sulting machine has been discussed in Seéfidn 7.1. For the setup, two ofithose
chines were mounted in a custom-designed back-to-back configuratishpan

in Figure[8.2. The goal of that configuration is to use one machine as a motor
while the other operates as a generator. This allows to perform loss repesus
without having to measure the torque, which is particularly difficult at higledp
Apart from the two electric machines, Figure]8.2 also shows an exteritirasith

an additional rotor that is placed outside the housing. The goal of theishakn-
able mounting an encoder. Both that encoder and the additional rotaraszén

to provide the necessary position feedback for the control. The entodsed
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housing

additional rotor

\ \ prototype machines

Figure 8.2: Cross section of the machines

for field-oriented control (FOC) of the machine. The additional rotor isluioed

with a set of Hall sensors to provide position feedback for a brushl€s@BRDC)
control.

Although both machines have an identical geometry, they have slightly differe
winding schemes. One of both machines has a traditional winding; its coils are
connected in series and its phases are connected in a star configuaatsiiown

in Figure[8.3(d). As the star point of this machine is internal, it is referred to a
the internal star-point machine. The winding scheme of the second machine is
analogous, but the ends of all coils are accessible. This winding sclsbowen in
Figure[8.3(D), allows for more flexibility. However, in the scope of this wahle

coils were always connected in series and the phases were connegtgdircon-
figuration. The second machine is referred to as the external starrpadatiine.

Note that in Figur€38]3, the depicted connections are those of phase Aeavidrth
Figure[8.3(@) refers to the internal star point of the machine.

While testing it was found that there has been an error during the prodwdtibe
external star-point machine. As will be discussed in Seétidn 8.2, its badk\izhd
found to be only half the expected value. This could be due to a problem with th
permanent magnets, but it is more likely that there is a problem with the windings
of the machine.

8.1.2 Power electronics

The machine operating as a motor can be controlled with two different sets of
power electronics; a commercial drive or the custom-made drive that uilis b
in-house.
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Figure 8.3: Winding schemes

Commercial drive

In a first stage, a VLT®AutomationDrive FC 300 from Danfoss was usedntrol

the machine. This drive allows for a sensorless control or a FOC with positio
feedback. Both of these controls have been implemented, but neithetalybes &t
speeds exceeding 22,000 rpm.

Custom drive

As the commercial drive doesn’t succeed at accelerating the setup tamigalo
speed of 30,000 rpm, and because the flexibility of a commercial drive is limited,
a custom-made drive was constructed to power the test setup.

The architecture of the drive comprises four parts; the control partsaheforma-

tion part, the power stage and the measurement part.

The control part provides the user-interface, processes the tafgmithm and
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Figure 8.4: Custom-made drive for the test setup

outputs the switching signal. It contains a PC for the user-interface anohpact
R1O module from National Instruments to implement the actual control algorithm.
Its output is a low voltage transistor-transistor logic (LVTTL) signal.

As the LVTTL signal cannot be applied directly to the IGBT drivers, it iscaded

in the transformation part. The printed-circuit boards that have beehtasi®o so
were designed at Ghent University.

The power stage of the driver contains a buck converter and a thigsse nverter.

By providing a separate buck converter, it is possible to control the wlagl
with both pulse-width modulation (PWM) and pulse-amplitude modulation (PAM).
The measurement part provides the control algorithm with the requiredmafo
tion about the motor’s operation. It contains three current measurementsyo
line-currents and the current through the DC bus, and three voltageiregsmnts,

i.e. one per phase.

Figure[8.5 shows an overview of the power electronics.

The custom drive was successfully used to implement two different BLE ¢
trols; one with position feedback and a sensorless one. More informédaart the
drive and the control algorithms can be foundin [145-+149].
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8.1.3 Control strategies

Four different control strategies have been implemented on the setupg thsin
commercial drive, two FOCs were used; one with position feedback aedsais
less onel[149]. Both use PWM to control the amplitude of the voltage. Similarly,
the custom drive was used to implement a BLDC control with and without position
feedback[[145, 147, 148]. Both of those controls use the drivek banvertor to
control the amplitude of the voltage, i.e. they apply PAM.

----------- control PRSP

Q--q---mmmmmm -

»l

L
|
Il

rectifier buck converter inverter

Figure 8.5: Overview of the power electronics of the test setup

8.2 Measurements

In this section, measurements of the no-load voltage and the currents in thimenac
will be compared to results that were obtained from the Fourier-based mode

8.2.1 No-load voltage

Figure[8.6 shows the no-load voltage at 20,000 rpm. It can readily belsaigine
agreement between the FB model and the measurements is very good faethe in
rior star-point machine. However, there is a large deviation with the maasute
from the exterior star-point machine. As already mentioned, this implies that the
must have been an error during the production of the machine. This can leéh

a problem with the magnets or a problem with the winding configuration. As the
deviation is almost exactly a factor two, it is most likely that the exterior startpoin
machine was not wound correctly.
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Note that the faulty machine compromises the possibility to determine the proto-
type’s efficiency using the back-to-back configuration. Indeed, asrtachines
cannot be assumed identical, it cannot be assumed that they contribatky égu

the measured losses. Therefore, no efficiency measurements willfoenped in

this work.

Another interesting observation is that the measured signal contains.splicse
spikes are due to electromagnetic coupling between the power signal amédhe
sured signal. Indeed, the frequency of the spikes matches the switchingehcy

of the inverter.

8.2.2 Terminal voltage and current

Another validation that can be performed on the test setup is whether tletur
predicted by the Fourier-based model with a voltage source matches therettas
current. However, as the internal star-point machine has to be usqahdke volt-
ages, which are the input of the FB model, cannot be measured directisefole,

this validation is performed in four steps. These steps will be discussed folthe
lowing.

Evidently, the first step is to measure the current and line voltage. This & don
while operating the motor at 10,682 rpm, the generator is not loaded. Resutts f
that measurement are shown in Figuré 8.7.

In the second step, the measured current is used as an input for thedeB witt

a current source to calculate the phase voltages. The obtained voltagasef A

is shown in Figuré 818. This voltage will be used as an input for the FB moitel w

a voltage source.

The third step is to compare the calculated and measured voltages. This isdone
Figure[8.9 for the voltage between phases A and B. It can be seen tregrée
ment between the measured and the calculated voltage is very good. This implies
that the voltage calculated in the previous step can be used as an inpug B th
model.

Finally, the FB model with a voltage source can be used to compute the current
the machine. From Figuie 8]10, it can be seen that there is, again, a g@ad a
ment between the calculations and the measurements. This validates theé curren
calculations of the FB model.
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8.3 Conclusion

In this chapter, the test setup that has been developed in the scope d¢flhigaR

briefly introduced. It was also used to validate some of the calculations trat w
made earlier in this work; the calculation of the back EMF and the calculation of
the phase currents. Although it was found that one of the setup’s madhifailty,

a good agreement between the measurements and the calculations wasldbtaine
the other machine. This indicates that the assumptions that were made in Section
[3.2.3, e.g. neglecting saturation and end-effects, are valid.
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Chapter 9

Parameter studies

The primary goal of this chapter is to gain more insight in the effect of thddshie
ing cylinder on the torque and the eddy-current losses in high-spe&M3MTo
achieve that goal, a number of parameter studies will be performed, atichw
focus on the two most important design variables of the SC; its thickness and its
conductivity. The question is how these parameters affect the net jdhguerque
ripple and the eddy-current losses. In order to gradually increasgigbession’s
complexity, the parameter studies are performed for three differentessufirst

a sinusoidal current source, then an idealized BLDC current anllyfen@®LDC
voltage source.

Note that the studies performed in this chapter are merely theoretical; thedstudie
machine is chosen to highlight the investigated phenomena, rather thandsaefpr

a realistic design. Moreover, the parameter ranges may extend to unrealistic
ues. As the goal is to identify trends and gain more insight in high-speedVBMS

in general, rather than to design an actual machine, that is not a problem.

In the first part of this chapter, i.e. in Section]9.1, the studied machine is intro-
duced. The second part of this chapter discusses the actual paratudies. This

is done in Sections 9[2-9.4. Finally, Sectionl9.5 concludes this chapter by listing
the most important observations that were made throughout the chapter.

The content of this chapter has been published in the following journarpap

» B. Hannon, P. Sergeant and L. Dépt'Study of the Effect of a Shielding
Cylinder on the Torque in a Permanent-Magnet Synchronous Machime Co
sidering Two Torque-Producing Mechanism#lagnetics, |EEE Transac-
tionson, in press, 2017



148 Parameter studies

9.1 Studied machine

A cross section of the machine that will be used for the parameter studiasiga sh

in Figure[9.1. The machine was chosen to have open slots and a singlerslot pe
pole and per phase. This will significantly increase the asynchronousohi
content with respect to the prototype of Chapiérs 7[and 8. Although thisstiade
machine less realistic, it magnifies the physical phenomena that this chaptsr wa
to investigate.

Figure 9.1: Cross-section of the studied machine

The parameters of the studied machine are listed in Table 9.1, where RY isdicate
the rotor yoke, PM the permanent magnets, SC the shielding cylinder, AGrthe a
gap, SL the slots and SY the stator yoke.

Note that the subdomain numbering remains the same as in Figure 3.5. Quantities
that relate to a subdomain are therefore indicated with the superscripttof tha
subdomain. For example, the torque produced in the magnets is referssti(#.a
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Table 9.1: Parameters of the studied machine

Parameter Symbol Value
Number of slots Ny 12
Number of pole pairs P 2
Number of phases m 3
Residual flux density of the magnetss,,, 1.20T
Angular span of a magnet bm 72.00°
Nominal current density (RMS) Jnom 5.106 4
Number of windings per slot N 10
Nominal frequency from 1000 Hz
Nominal speed Nrnom 30,000 rpm
Radius of the RY - PM boundary 22.50 mm
Radius of the PM - SC boundary 9 25.00 mm
Radius of the SC - AG boundary 3 26.50 mm
Radius of the AG - SL boundary  r4 28.50 mm
Radius of the SL - SY boundary  rg 40.40 mm
Radius of the SY external boundaryr; 50.00 mm
Stack length ls 31.00 mm
Tooth opening angle € 15°
Permeability of the magnets Y, po B
Conductivity of the magnets oPM 6.94.10° kS
Permeability of the sleeve 1SC 140 R
Conductivity of the sleeve osc 4.83.107 %

149
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9.2 Sinusoidal current

In a first step, the machine is supplied with a three-phase sinusoidahtume
posed along the machine’s direct axis. The current in phase A, whichrmam-
plitude of 76.27 A, is shown in Figute 9.2 during one mechanical period.

80

N
o

Current (A)
o

0 0.5 1 15 2
Time (ms)

Figure 9.2: Current in phase A

Figure[9.8 shows a harmonic map of the magnetic flux density in the center of
the air gap. It is important to note that the undersynchronous harmonicicamb
tions dominate the oversynchronous ones. It can also be seen thamntirado
asynchronous harmonic combinations @e-10) and(2, 14).

Figure 9.3: Harmonic map ofB]| in the center of the air gap when a sinu-
soidal current is applied
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9.2.1 Torque as a function of the SC’s conductivity

This first study considers the torque as a function of the SC’s condtyctivhe
latter is varied betweef and10® 2 while maintaining the SC’s thickness at 1.5

mm. The resulting evolution of the net torque is shown in Figurk 9.4.
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Figure 9.4: Net torque as a function of thes¢

Net torque in the magnets

At first sight, Figuré 9.4 shows a constﬁ?ﬁ) As the synchronous harmonic com-
binations, which caus@,&ez aren 't expected to depend o, this seems logical.
However, when pIottln@ .; Sseparately, as done in Figurel9.5, it can be observed

thatTéa)e does change. Indeed, mma[ﬂiéet shows a steep decrease. This decrease
reduces around the point were the conductivity of the shielding cylindsr ikat

the penetration depth of the dominant asynchronous harmonic combinaions,
(2,—10) and(2, 14), equals the thickness of the shielding cylinder. This point is
indicated as;.

By studying the harmonic combinations of the torc(lﬂé(fﬁ) and the flux density

at the outer radius of the magne{tB(Q) (r9) and Béf%vk(rg)), an explanation for

rn,k

the evolution off\? )(050) can be found.

net

Firstly, it was noted that the evolution 611‘(61)f is completely dominated by the
changes |ril“2(’_)2. The second most important variations are observd@ﬁ_?b, but
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they barely have an effect. Note that, evidently, the same changes arvabm
the symmetric counterparts of the above-mentioned harmonic combinations, i.e. in

T(Q)2 andT( ) . Moreover, as they are conjugates of the same complex Fourier se-
ries, those symmetrlc combinations ought to be considered together. diegtae

following notation will be used in the rest of this chap 2) Lo = TQ( )2 +T( )

The evolution ofT(Q) , and T|%) o

shown in Figur ).
Figure[9.6 clearly confirms that the variation ) is mainly caused by the evo-

lution ofT|(2) 9" After an initial decreasd’| increases. However, this increase

relative to the situatlon whergésc = 0, is

6,—6|
does not counter the decreaséﬂ‘é?l2|

Secondly, the changes in the harmonic content of the torque signal cex-be
plained by studying the evolution of the related magnetic flux density harmonics,

see[(7.IR). The synchronous harmonic combinat(cBg)f and B|(§) 6|> deter-

mine the course 0T|(2) 2] andT‘(g) 6l respectively. Their evolution is depicted in
Figureq 9.6(8)-9.6(¢). Note that it was not expected that these syrms har-
monic combinations would be affected by the conductivity of the shielding cylin-
der. The reason that they are is that, due to the slotting effect, all spatmbhi
orders related to a single time-harmonic order are coupled, as was expiaine
Sectio3.35. This implies that the effegi- has on the asynchronous harmonic
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combinations propagates to the synchronous combinations via the slottiog effe
As the torque harmonics are the result of multiplying thand thep-components
of the magnetic flux density, their course is determined by the relative clodidge
andB,. Therefore, Figurgs 9.6(b)-9.6(e) do not only show the evolutiaB,aind
By, they also differ between the component of the flux density that chatayesrs
(dashed, grayed-out lined) and the component of the flux densitylthages more
quickly (colored, full line).

For example, the initial increase @

‘(22) o) because3'? ‘)2 | decreases faster. At highegc, the change o |)2 o)

does dominate the changer ‘)2 o] but by thenB' |)2 Y is already decreasing.

Note that, although that isn’t directly visible from Flgl-97§< is positive

(2) (2)
while T|6 —6| > 12,-2) andB¢|2 Y

2)

12,2 does not translate in an increasing

is negative. Indeed, whered?) have the same

sign, B(Qlé 6| anngl)6 —| have opposite signs. This also explains why the evolu-
tion of B is inverse to that of *)

¢,/6,—6] |6,—6]"
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Figure 9.6: Harmonic study of the net torque in the magnets, the comgonen
of B that changes more quickly is highlighted
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Net torque in the shielding cylinder

The evolution ofT,EiZ(aSC) is plotted in Figurd 9]7. Initially, an almost linear

increase of its absolute value is noted. However, after reaching a maxi’rm(ﬂﬂ,

becomes inversely proportional t{gosc. This evolution is very similar to the
speed-torque characteristic of an induction macHine![150] and calitagjualy,

be explained in a similar way. Indeed, as already mentioned, the shieldindeylin
may be regarded as the rotor of a solid-rotor induction machine. This means th
for a given component of the magnetic fidld, k), the torque production in the
SC depends on the stator resista(Bg, the resistance of the S&s¢), the stator
leakage inductancéL,;), the rotor leakage inductandé,;,.), the magnetization
inductancg L,,), the slip(s,, ;) and the pulsatiofw,, ;) [150]:

RGN Rsc

net,n,k 2 2 (91)

Lis\ R L
(1 (1 B2) 52) (1 (1 ) )
The resistance of the SC is determined by Pouillet’s [awl (9.2):

Ls

Rsc ~ (9.2)

05CTec

with [, the stack length and.. the radial thickness of the SC’s part in which the
eddy currents flow.

Rsc is therefore inversely proportional tasc if t.. can be assumed constant.
However, the latter is only true for lowsc. At high conductivities, the skin ef-
fect is no longer negligiblet,.. is then not constant, but inversely proportional to
V/osc. According to Pouillet's law,Rsc will then be inversely proportional to
V/osc. The threshold value, after whidhsc may no longer be assumed inversely
proportional tars¢, is the conductivity at which the penetration depth of the dom-
inant asynchronous combinatioftg) equals the thickness of the SC.

At low conductivities of the shielding cylindeRRs< will thus be high and will
dominate the denominator ¢f (9.1). Indeed:

1+ fe

Sn,k

Rsc >R (9.3a)

1+ e

Lis
RSCS—L’" > Wk <Ll5 T <1 T Ll > LZT> (9.3b)
n,k m
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Equation[(9.11) can then be approximated as:

E)N Rsc
net,n,k 2
310y Ls R
((r+ ) £x¢)
- RL (9.4)
SC

{O'SC if t5 > tsc

Voso ifts <tsgo

Taking into account that, in this study, the point at whigh= t5¢ is situated after
the area in WhiCWT(S) increases, the above confirms the linear behavior at low

net

osc in Figure[9.7.
At high osc, Rsc will be low and thus:

Lys

1 s
Rgc—1LIm « R (9.5)
Sn,k

Which implies that[(9]1) can be approximated as:

¢ Rsc
net,n,k I 2
R2 + Wﬁ,k (Lls + (1 + ﬁ) LIT)
~ Rgc
1 (9.6)
—_— if t5 > tsc
N gsc
if ts < tsc
asc

This shows that, at highgc, |T£2| will decrease proportionally tg;—c until ¢5 =

tsc after which Té‘;)f becomes proportional teV%. This is also confirmed by
Figure[9.7, where it should be noted that the conductivity for which- tgc is

located in the transition area between an increasing and a decré%éingThis
implies that, in this parameter study, only the decrease proportion%%g is

visible. A final remark is that the maximum ¢F>) depends on the ratio between

net

the resistances and the inductances and thus on the entire machine geometry.
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Figure 9.7: Net torque in the SC as a function @f¢, detail of Figuré 9.4

Torque ripple

In Figure[9.8, the percentage torque ripple, as define@ inl(7.11)[andb}7 ik
shown as a function afg¢.

It can be seen that there is a shift of the ripple fréitt) to 7) whenogc is
increased. This is explained by a stronger shielding effect. Note thanib# s
increase at very low g¢ is due to a stronger decreaselgf, than of7(2)’s ripple.
The total torque ripple is almost constant. The small variatioh's§; is due to the
variation of7,,.:(csc). This is confirmed by Figuie 9.9, which shows an evolution
that is inverse to the evolution @, (csc).

ATéf) (osc) shows an evolution that is similar to the evolutiorﬂt)sﬁg(agc), but
its maximum is shifted towards a lower valuexgf>. The latter is due to the initial
increase off},..(csc).

Overall, the evolution oﬁTof)(asc) is as expected. The increasengf- implies

a better shielding effect which, in turn, translates in an increasing toigpker
The increase stagnates whgrbecomes smaller thag, because at that moment
the SC already blocks most of the asynchronous content.

Finally, it should be noted that the summﬂg) andATg’) does not equal\Tv;.

This implies a timg At) shift betweer’(?) and7(®), as illustrated in Figurie 9.10.
The reason forAt is the different nature af'? and7(®). T3 will reach a max-
imum depending on the alignment of the magnets and the stator teeth,AtHile
reaches a maximum depending on the rate at which the magnetic field changes.
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Conclusion

This first parameter study highlighted a number of interesting observatassy,
studying the net torque as a functionaf- showed that the torque in the SC in-
deed has the same characteristics as the torque in an induction machirealéaa
shown that, unlike expecte@? does exhibit a dependency®fc. Although this
dependency might be considered negligible, it did lead to another interedting
servation; via the slotting effect, the presence of a SC affects the mage#tis fi
synchronous components. In addition, study of the torque ripple ledhna¢dal-
though there is a shift of torque ripple from the magnets to the SC, the totaktorq
ripple is almost constant. Moreover, Figlire 9.10 showed that there is a hifhe-s
between the torque in the magnets and the torque in the shielding cylinder. Fi-
nally, all of the above shows that there is a clear benefit to divide thedanits
components.

9.2.2 Torque as a function of the SC’s thickness

In this study, the effect of the shielding cylinder’s thicknésg = r3 —r2) on the
torque is analyzed. This is done by varyingwhile - is kept constant. To ensure
a comparison that is as fair as possible, all of the other distances aredkegpant.
This implies thatr; is constant while the variation af;, r5 andrg is equal to the
variation ofry. None of the other parameters, listed in Tdble 9.1, are changed.
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Net torque

The expectation is that the net torque will decrease when the thicknessstiigtd-
ing cylinder is increased. Indeed, the net torque level is proportioriaétaverage
magnetic flux density, which, in turn, is inversely proportional to the thickrds
the effective air gagt ac crr). Obviously,t sc crf, Which is determined by all the
non-magnetic material between the stator and rotor iron, is affected whegioly
tsc. The above would imply that the evolution Bf.; as a function ofs< can be
predicted when the torque at a reference thickness is known:

taG.eftref(tscret) 9.7)
tageff(tsc)

Tnet (tS'C) - Tnet (tSC,ref)

Note thatt s . sy is not simply proportional tésc. The slotting effect has to be
taken into account. This can be done using Carter’s faétgr

ke = 9.8
= 8)
with:
2 2t 2
T. = — | arctan Ws 206G 1 + s (9.9)
T 2tac Wy 2tac

wheret 4¢ is the combined thickness of the magnets, the SC and the aft gap=
ry — r1) andw; is the width of the slots at the border with the air dap = dr4).
The thickness of the effective air gap can now be calculated as:

tagefr = ketaa (9.10)

The expectation is thus that the evolution®f.;(tsc) may be predicted using
(©9.7), wherel o 75 is calculated as i (9.10). In Figure 9111 Carter’s torque pre-
diction, where the torque &t~ = 0 was chosen as a reference, is depicted with a
black line. The analytically calculated torque is indicated with blue dots.

It can be seen that there is a large deviation between Carter’s torglietjore and

the actual torque. The reason is that the prediction is not taking into aictteun
torque production in the shielding cylinder. This can easily be validated &y an
lyzing the torque components, as shown in Figurel|9.12. An important aigsrv

is that [9.7) is now successfully used to predllﬁz while T,(L?e’% accounts for the

difference betweeff,., andTT(jZ.

Two effects determine the evolution ﬁ)ﬁ%(tsc). First, an increasingsc results
in a decrease of the SC's resistance, which in turn leads to higher edeyisu

and thus a larger importance 6)(1‘2 Evidently, this effect will stagnate when
tsc > 04om. ON the other handu(;zz also suffers from a larger effective air gap,
which implies a decreasing importanceflbgﬁz when increasingsc.
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Torque ripple

In Figure[9.18, the ratio of the torque ripple with respectg; is shown for the
overall torque and its components. Initially, there is a minor increas@gmf).
This is becaus#,,.; decreases faster thai?)’s ripple. After this small increase
the effect of the SC is clearly illustrated; the amount of ripplelid) strongly
decreases because of a higher shielding effect and a largenedfaittgap.

The evolution ofATg’) (tsc) is similar to the evolution of?) (tsc). However,

net

the thickness related to its maximum may be different, depending on the evolution
of Th,et (tsc).
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Figure 9.13: Evolution of the torque ripple as a functionifc

Conclusion

Studying the torque at various thicknesses of the shielding cylinder laasitgs-
trated that considering the torque components helps to get a better undergta
of the machine’s physics. For the net torque level for example, it wasrsktat
T2 evolves in accordance with Carter’s factor, as expected from a chsgia-
chronous machine. This is not true f6f%), which explains why the evolution of
T does not meet the initial expectations.
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9.2.3 Eddy-current losses as a function of the SC’s conductty

For this study, the conductivity of the shielding cylinder is again varied betvie
and108 % However, instead of studying the torque, the eddy-current losses in th
machine are analyzed. The result is shown in Figurel 9.14.
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Figure 9.14: Evolution of the eddy-current losses in functionogf-

The eddy-current losses in the shielding cylinder, which are propaﬂtton]gc

and inversely proportional 85, demonstrate a strong initial increase as the eddy
currents in the shielding cylinder increase. However, once the penatdspih of

the dominant asynchronous harmonics becomes smaller than the thickirless of
shielding cylinder, i.ecsc > o5, the increase of the eddy currents stagnates. The
continued increase afsc will then result in a decrease of the eddy-current losses.
As the conductivity of the shielding cylinder already exceeglsthat decrease is
inversely proportional to the square rootfc.

Figure[9.14 also illustrates that the shielding cylinder effectively shields tlge ma
nets;Pe(f) strongly decreases ifs¢ is increased. However, this decrease is com-

pletely countered by a much stronger increas®ff. This means that, at least
under sinusoidal stator currents, the losses in the magnets are so lowetihat th
reduction doesn’t compensate for the additional losses in the shieldingeylin

9.2.4 Eddy-current losses as a function of the SC’s thickness

The last parameter study with a sinusoidal current considers the enidyntlosses
as a functiortsc. The results are presented in Figure 9.15.
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Figure 9.15: Evolution of the eddy-current losses in functiontgf

Similar to varyingo s, the losses in the shielding cylinder show an initial increase
due to higher eddy-currents. However, they start decreasingdigithickness of
the shielding cylinder equals the penetration depth of the dominant asyrctsro
combinations, i.etsc = ts. The reason is that, in addition to the reduced resis-
tance of the shielding cylinder, increasing the effective air gap redheesddy-
current losses. Indeed, as the air gap grows, the effect of asymals harmonic
combinations that are related to the slotting effect decreases.

9.2.5 Conclusion

In this section, the torque and the eddy currents were evaluated while igposin
a sinusoidal current. This led to a number of interesting observationst dfirs

all, dividing the torque in its components has proven very useful to gainhinisig
PMSMs with a SC. It has, for example, confirmed that the torque produictite

SC is similar to that in an induction machine. It also enabled observing a relation
betweernrgc and the net torque in the magnets. This was unexpected, as it implies
that the synchronous harmonic combinations depend on the shielding cidinde
conductivity. Another interesting observation is that, when the importanbaref
monic combinations with a high time-harmonic order is small, adding a SC may
increase the machine’s eddy-current losses instead of decreagimg the
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9.3 Ideal BLDC current

In this section, the sinusoidal current is replaced by a trapezoidarduire. the
idealized current of a brushless DC control. To reduce excessitaegeopeaks,
slopes of10° electric are foreseen. In order to obtain the same RMS value as in
Section 9.P, the peak value of the applied current is set to 66.56 A. Higiée 9
shows the current in phase A during one mechanical period.
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Figure 9.16: Current in phase A

Figure[9.1¥ shows a harmonic map of the magnetic flux density in the center of the
air gap. Just like for the sinusoidal current, the dominant asynchson@umonic
combinations ar¢2, —10) and(2, 14). However, the harmonic content of higher
time-harmonic orders is considerably larger. Especially combinatidhs-2) and

(14, 2), which are indicated in red, are important.
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Figure 9.17: Harmonic map ofB| in the center of the air gap when an ide-
alized BLDC current is applied

9.3.1 Torque as a function of the SC’s conductivity

Except for the trapezoidal stator current, this parameter study is idetttitted one
in Sectior 9.2.11.

Net torque

The net torques, as plotted in Figlre 9.18, show a very similar course exs wh
the machine is excited with a sinusoidal current. However, Figure 9.19sshow

T( i separately, demonstrating an initial increase before decreasing. Thseco
of wa% can be explained in a similar way as when a sinusoidal current is applied.

However, nOWTI(2) o) a”dT|(14)_14\ are the two most important torque harmonics.

Moreover, at very low conductivitieérsc < 6.10°), the variation of 7' 14]

[14,—
dominates that OTS) o As T\(14) 14] increases at these low conductivities, so
doesT?)

et This is illustrated in Figure 9.20.
Note that, as the current does not contain éﬁyharmonics,ﬂgla remains
unchanged with respect to Sectfon]9.2.
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Figure 9.18: Torque as a function af s¢
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Figure 9.20: Harmonic study of the net torque in the magnets, the compo-
nent ofB that changes more quickly is highlighted
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Torque ripple

As can be seen in Figufe 9]21, the evolution of the torque ripple does sgow s
nificant differences with that of the sinusoidal current in Fidure 9.8is Thof
course due to a more important presence of asynchronous harmonitetioris

in the field. The evolution oﬁTg), for example, shows an initial decrease until
osc = 6.10° % After this local minimum, the torque ripple briefly increases be-
fore it steadily decreases again. A detail of this behavior is shown in &{@ade2.
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Figure 9.21: Torque ripple as a function ofsc

The reason foAT( Vs initial decrease is that some of the asynchronous combi-
nations with hlgher time-harmonic order, e.gl0,—2) and (14, 2), are already
greatly shielded wheagc = 6.10° rﬁ This is earlier than expected; according to
(7.1), the conductivity at which the penetration depthlof, —2) and(14, 2) equals

tsc is 1.88.107 % as illustrated by thesc = o; line in Figure[9.2P. However,
Figure[9.28 in Sectionh 9.3.3 indeed confirms this much lower penetration depth.
Note that the quick shielding of combinatiofif), —2) and (14, 2) also explains

the very steep initial increase ﬂfTS)

The brief increase that follows is mainly due to the evolutioBgf_g . Although

this component of the flux density gets shielded more effectively at higher
initially its decrease is entirely due to the decrease of its radial component. At
low os¢, its angular component increases. Moreover, proportionally, thisaeere

is larger than the decrease of the radial component. The result is aadimge

@)
AT,
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Once the SC’s conductivity exceeds the point at which the penetratich dép

(6, —6) equalstsc, the angular component starts decreasing as well. Note that, as
already mentioned, the behavior of this asynchronous combination [@imsaip

the synchronous combination with the same time-harmonic orde(6i.6). The
above described evolution can therefore, indirectly, be observed imgFa6.

20 (, '
21 - e -ATY [
I I
4 I
S T e e |
~ .|, \.NN. |
o v \ﬁo\ 1
Q_ ‘N

o 1 e
= IO»I I
g I I
g I I
— 5»' 1
I I
I I

| 6.10° 105

oLl . . | -

0 0.5 1 2

1.5
Conductivity of the SC (S/m)  x10”

Figure 9.22: Torque ripple in the magnets as a functionogf,, detail of

Figure[9.21

Conclusion

First of all, the above parameter study proved that accounting for hiiyner
harmonic orders is important. Although their effect on the net torque is limited,
the torque ripple is definitely affected. Another important note is that harmonic
combinations with a higher time-harmonic order have a much smaller penetration
depth than originally expected.

9.3.2 Torque as a function of the SC’s thickness

As in Sectiorf 9.212, in this study the conductivity is kept constant&.107 %
while varyingtsc between 0 and 5 mm.
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Net torque

As shown in Figur€9.23, the evolution of the net torque is entirely similar to that in

Sectio@ﬂg is again accurately predicted using Carter’s factor, Wﬁfjﬁ
accounts for the deviation between Carter’s predictionBpe
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(o)) 1L 9
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Figure 9.23: Torque as a function dfs¢

Torque ripple

The torque ripples as a function ©f- are shown in Figure 9.24. These ripples are
subject to the same mechanisms as in the Section 9.3.1. The shielding of harmonic
combinationg10, —2) and(14, 2) attsc = 0.01 mm explains the initial decrease

of AT(OQ) and the very steep increasez&tl“;f). AT(%) then increases again until
(6, —6? is effectively shielded.
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9.3.3 Eddy-current losses as a function of the SC’s conductty

The eddy-current losses are plotted as a functiowgf in Figure[9.26. It

can readily be seen that the losses in the magnets are much larger than when a
sinusoidal current is applied, as in Figlire 9.14. This indicates that thet eff
harmonic combinations with higher time-harmonic orders is large. Howevese tho
losses quickly reduce if the conductivity of the SC is increased. Indexalready
discussed in Sectidn 9.3.1, the penetration depth of those harmonic comksnation
is very small.
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Figure 9.26: Eddy-current losses as a functionsgfc

Figure[9.2V shows a zoom ar'd (csc). One can see thaPe(f)(agc) has a
much more capricious course than when a sinusoidal current is ap@eshing
two local maxima before finally decreasing steadily. To explain this behavior,
the harmonic content aP{®) has been evaluated. As shown in Figure 9.28(a),

(3) (3) (3) (3)
it was found that the combined effect 6f|2 Zop Plio—10p Flia,—14p P —2

andP|(26) 2| determines the course dﬁe )(asc) As long asogc < 5.10° %
the increase oﬂ(23) o) P|(1?;)) 10] and P|(14) 14] dominates, even as](m) 2] and
]_D|(236)7_26| start descending. It is only afté?‘%) 10] and P|(14) 14] have reached a

maximum that the continued increase}'(w’)f_2| is, temporary, overruled. Assc

exceedsl.6.10° S , the increase 0P|(2) 2] will again dominate the evolution of
(3)

p,§§>. Resulting in an increase d?e(f). Pe.’ only starts to decrease again after
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Figure 9.27: Eddy-current losses in the shielding cylinder as a functibn
osc, detail of Figuré 9.26

1.3.107 2 ie. whenP‘(;:l2| decreases again.

An explanation for the evolution of the eddy-current harmonics is to bedou

in the evolution of their corresponding electric fielfl(r3), and angular flux
density, B, (r3), components, se€ (7]22). For each eddy-current loss harmonic,
the dominant harmonic combination &f(r3) and By(r3) is sketched in Figures
[0.28(b)F9.29(K). These figures also indicate which of b@il{rs) or By(rs))

dominates the evolution of the corresponding torque harmonic.

Finally, Figures 9.28()-9.29(k) also show the conductivity at which tae-p
etration depth of the considered harmonic combination equals the thickness
of the shielding cylinder according td (7.1) and the conductivity at which the
corresponding power harmonic reaches its maximum. These conductivities a
indicated asss and o, respectively, where is the time-harmonic order of the
considered harmonic combination. The above illustrates what was foulier ea

in Sectior 9.3.11; the penetration depth of asynchronous combinations witér high
time-harmonic orders cannot be predicted using (7.1).
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9.3.4 Eddy-current losses as a function of the SC’s thickness

The last parameter study with the idealized BLDC current analyzes the eddy
current loss as a function ofc. The results, shown in Figute 9129, are similar
to the results from the previous section. The same harmonic combinations deter
mine the evolution oPe(g’), which is shown in more detail in Figure 9]30. However,

in addition to the shielding effect, now the variation of the effective air gapspla

an important role as well.
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Figure 9.29: Eddy-current losses as a functiontgf:

9.3.5 Conclusion

As a conclusion of the parameter studies in which an idealized BLDC cugent
imposed, it can be stated that accounting for higher harmonics in the tursen
very important. Indeed, both the torque ripple and the eddy-currergdasdibit
significant differences with respect to the parameter studies of Séctiom@aadi-
tion, it was found that the penetration depth of harmonic combinations withtighe
time-harmonic orders cannot be predicted accurately using (7.1). Tdtisrsalso
presented an interesting discussion on the evolution of the eddy-closses in

the SC as a function aofs-. Especially Figuré¢ 9.28 provides a lot of insight in

how P§§’> evolves.
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Figure 9.30: Eddy-current losses in the shielding cylinder as a functibn
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9.4 BLDC voltage

In the final set of parameter studies, a pulse-amplitude modulated BLDC &pltag
i.e. voltage blocks 0120° electrical, are imposed. The peak value (52.65 V) and
time shift of these blocks are chosen so that the resulting current deligpity with

the back EMF and has a RMS value®10° % when the machine’s parameters
are asin Figure9l1 and Talble9.1. The phase voltage is shown in Figufa)o 8%
indicated, the first switch occurs3a.71°. The current, resulting from the imposed
voltage is shown in Figufe 9.31(b). It can readily be seen that the harmomient

of this current is much less dominant than that of the trapezoidal curr&sadtion
@.3.

Figure[9.3P shows a harmonic map of the magnetic flux density in the center of the
air gap.
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Figure 9.31: Current and voltage of phase A
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Figure 9.32: Harmonic map ofB| in the center of the air gap when a BLDC

voltage is applied
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9.4.1 Torque as a function of the SC’s conductivity

This parameter study is a repetition of the studies that were performed inrgectio
[0.2.1 and9.311, but now the voltage of Figure 9.31(a) is imposed.

Net torque

One can see fromn 9.B3 that the net torque in the magnets behaves différan

in Sectiond 9.2]1 and 9.3.1. As shown in more detail in Figurel 91‘,/3%@ now
changes more drastically and increases instead of decreasing.

The reason is that, in addition to the indirect effect of the SC on the synchso
harmonic combinations, the SC’s conductivity also affects the currerighrthe
windings. Indeed, it has an effect on the machine’s inductance. Asditege

is now fixed, varyingesc implies changing the current. Evidently, this affects
the torque in the magnets as well. The evolution of the RMS value of the current
density in phase A is shown in Figure 9.35. Note that the effect of the dominan
harmonic combination’s penetration depth can clearly be seen.
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Figure 9.33: Torque as a function af s¢
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Torque ripple

Figure[9.36 shows the evolution of the torque ripples as a function of the SC’
conductivity. It is clear that the evolution is very similar to that of the parameter
study in which the idealized BLDC current is imposed. However, as illustiated

Figure,AT(%) reaches its minimum at a different conductivity, i - 10°
% instead of6 - 10° % This is, amongst others, due to the changing of the current

waveform at different conductivities, which in turn affects the relaitmportance
of different harmonic combinations.
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Figure 9.36: Torque ripple as a function ofsc
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9.4.2 Eddy-current losses as a function of the SC’s conductty

Figure[9.38 shows the evolution of the eddy current losses as a funétiogn-o

It can be seen that the lower harmonic content of the current, when cethfia

the idealized BLDC current, results in much lower losses in the magnets. The
evolution of the different loss components is similar, but less pronouncetie
evolutions found in Sectidn 9.3.3.

9.4.3 Conclusion

This last set of parameter studies has again demonstrated a number afiimgere
aspects of high-speed PMSMs.

First of all, it was found that the conductivity of the shielding cylinder etifehe
inductance of the machine, and therefore its current as well. That is alsedbon

why in this section no parameter studyf- has been performed; varyingc

has an even larger effect on the machine’s inductance. The resuliseabfeom

such a study would therefore be mainly determined by the variations in trenturr
instead of by the actual thickness of the shielding cylinder.

Secondly, the importance of the current’s time-harmonic content has begn illu
trated by the much lower losses in the magnets when compared to the study with
the idealized BLDC current.

Finally, this section showed that it is indeed interesting to be able to impose the



9.5 Conclusion 185

700

600 g%

500

e

400

300

200

Eddy-current loss (W)

100 (o)

0 ==
0 2 4 6 8 10
Conductivity of the SC (S/m)  x10”

Figure 9.38: Eddy-current losses as a functiongfc

voltage instead of a fixed current waveform. Indeed, the parameiativas have
an effect on the current.

9.5 Conclusion

In the above chapter, the effect of the shielding cylinder’s conductanty thick-

ness on the torque and the eddy-current losses has been studiaddas\source
terms. During these studies, a great number of interesting observatismeaudze.

The following lists the most important findings of this chapter in three categories
A first set of important observations relates to the division of the torquecona
ponent related to the magnets and a component related to the shielding cytinder
was found such a division is indeed interesting. This is probably best dtestby
Figured 9.1IP and 9.23, where it provides an explanation for the facthitbdotal
torque cannot be predicted using Carter’s factor.

The division of the torque has also allowed to observe that the torque ihitid-s

ing cylinder has the same characteristics as the torque in an induction mahine,
shown in a.o. Figure 9.7. This validates the hypothesis that the torquegadu

in the SC is due to interaction with asynchronous harmonic combinations in the
magnetic field.

Another finding related to the torque in the magnets and the torque in the SC is that
their ripples are shifted in time with respect to each other, as illustrated in Figure
[0.10. This could indeed have been expected as the phenomena thathemese
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ripples, i.e. alignment with the rotor and variation of the magnetic field, do not
necessarily synchronize in time.

Finally, it was observed that, unlike expected, the torque in the magnetsdieme

the SC’s conductivity, as shown in Figlrel9.5. By studying the harmoni@ooof

the machine, as in Figure 9.6, it was found that variations in the asynals @on-
tent of the machine propagate to the synchronous harmonic combinatioanghhro
the slotting effect.

The second set of noteworthy observations relates to the presenicgef time-
harmonic orders. As can clearly be seen from the differences befaeexample
Figured 9.14, 9.26 arid 9138, accounting for higher time-harmonic ordérs aur-

rent or voltage signal may be very important. Especially when studying thedor
ripple or the eddy-current losses.

Another interesting finding is that the penetration depth of harmonic combisation
with higher time-harmonic orders is much smaller than expected. This has been
illustrated in Figuré 9.28. Predicting the actual penetration depth proofs & be
complicated problem and is not really in the scope of this work. It was theref
not considered here.

The last set of interesting observation relates to the Fourier-based nsal&l
First of all it should be noted that the FB model has really proven its valua-in a
alyzing electric machines. One good illustration of that is the harmonic study of
Figure[9.28.

The differences between the results in Sectlon§ 9.2-9.4 clearly illustratarthat
posing the correct source term to the FB model is paramount. It is for dgarap
satisfactory to assume an idealized current waveform, as illustrated by plea-d
dency of the current on the SC’s conductivity, shown in Figurel9.35.

Although it remains difficult to extrapolate the above findings quantitatively to
other machines, the results do provide a better understanding of high-§i¢
PMSMs.



Chapter 10

Concluding remarks

The following chapter concludes this dissertation by listing its most important as-
pects. This is done based on the goals that were set in the introduction.
This chapter also provides insights in what the possibilities for future relseae.
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10.1 Conclusion

In Sectior 1.4, two major goals were set for this PhD. The first goal waserte ¢
tribute to a faster, more flexible and more accurate calculation of the magnetic
field in electric machines. The second goal was to provide more insightfacedr
mounted permanent-magnet synchronous machines with a shielding cylinder.

As motivated in Chaptdr]1, Fourier-based analytical models were chosen to
tackle both of the above-mentioned goals. As this work has been the fBieat
University to elaborate on the technique of Fourier-based analytical Ingdé
was opted to start the dissertation with a thorough discussion on its basissvakh
done by sketching the physical background of Fourier-based modeli@bapter
and by discussing its implementation in Chapier 3. Both of these chapters are
formulated in a very general way. They can therefore be used assfsefbastud-
ies on a much broader set of electric machines than the SM PMSMs cormkidere
this work.

In addition to Chapteris|2 arid 3, an extensive overview of the possibiliti€8 of
models is provided in Chapter 4. More specifically, the choosing of a magreetic
tential and a spatial coordinate system, the way in which time dependenose sou
terms, the slotting effect and eccentricity are accounted for and the caiopuié
electromagnetic quantities is discussed. This discussion is coupled to thegexistin
literature on Fourier-based modeling. As a result, Chdgter 4 can be ssau a
overview for anyone who wants to use, or study, FB modeling.

Based on the previous, the first actual goal was met in Chdgters[3 aod6;
tributing to the technique of Fourier-based modeling.

ChapteiLb focused on reducing the computational time of FB models. This was
achieved by simplifying the machine’s geometry and by using preliminary knowl-
edge on the harmonic content of electric machines. The latter is especially inter
esting as it can reduce the computational time by more $8ahwithout affecting

the accuracy of the model.

Chaptef B, focused on increasing the flexibility and accuracy of FB mbglelsu-

pling the magnetic calculations of the FB model to the classical equation for the
terminal voltage of an electric machine. The resulting model can accouwnblter

age sources, as opposed to the current-density sources in tradit®mabérels.

This is, for example, interesting in optimization procedures of voltage-fems

or if the effect of PWM voltages on the machine’s performance has todlaated.

The second goal, i.e. providing more insight in the physics of high-speed
PMSMs, has been tackled in Chaptels 7-9.

Chaptei ¥ introduced the calculation of electromagnetic properties, bastw: o
results from the FB model. Its major contribution is that it proposes a division
of the torque in two components; one related to the magnets and an other to the
shielding cylinder. This division has proven to be very useful to gain rimsight

in SM PMSMs with a SC.

In Chaptei_8, an experimental setup for high-speed PMSMs was inedduAd-
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though the majority of the work on that setup is not in the scope of this dissertatio
it was used to validate some of the calculation that have been performediin pre
ous Chapters.

Finally, Chaptei P evaluates the effect of the SC’s design on the torgli¢han
eddy-current losses in SM PMSMs with the help of various parameter studie
This has resulted in a number of interesting insights in the high-speed operatio
of PMSMs. Apart from confirming the usefulness of dividing the torquétsn
components, it was found that, unlike expected, the SC does affect threna'ac
synchronous harmonic content. Another interesting finding is that whethreot

a SC reduces the eddy-current losses greatly depends on the haooiotant of
the applied current.

10.2 Recommendations for future research

Although this work provides quite some research on Fourier-based mgdeiuh
high-speed machines, there are a number of aspects that have nobbsitered
and would be interesting for future research.

A first interesting idea concerns the application of the FB models that were
presented in this PhD. These models have a lot of potential in optimization pro-
cedures. Especially because the models with a voltage source canetglatisy,
be coupled to models of power electronic systems. This would allow to consider
the entire electric drive and its control algorithm. Something that is especially
interesting because of the increasing popularity of integrated drives.

A second idea relates to the slotting effect and the eddy-current redietidn
of the magnets. As mentioned in Chapter 4, Dubas [69] and Sprengen49e]
recently developed techniques to account for the slotting effect witheutebd to
assume an infinite permeability of the stator yoke. As these techniques also allow
to calculate the magnetic potential in the stator yoke, their implementation would
allow to calculate additional electromagnetic quantities such as the stator’s iron
losses. The same techniques could be applied to consider the eddyt ceaction
field of the magnets. This would further improve the accuracy of the model.
Moreover, during this PhD an effort to formulate an alternative for Bubaper-
position technique and Spranger’s technique of variable permeabilitieleteas
made. Although that effort did not yet result in a working model, the invatai)
technique is promising. Especially because it is expected to be more computa-
tionally efficient than the superposition technique and less sensitive tosGihb*
nomenon than the technique of variable permeabilities. The development of this
technique is thus definitely an interesting idea for future research.

Thirdly, there is still a lot of research that can be conducted on the shgeldin
cylinder. One example is a more detailed study on the penetration depth of har-
monic combinations with higher time-harmonic orders. Other possibilities are an
evaluation of its effect on other electromagnetic quantities, such as the gsgslo
in the stator yoke.
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Finally, it would be interesting to extend the study of this PhD to other machine
types. It would, for example, be interesting to evaluate the effect of tieédgig
cylinder in machines with fractional-slot concentrated windings. Althoughethe
machines often rotate at lower speeds, their harmonic content is typically much
larger. Another possibility is studying solid-rotor induction machines.



Appendix A

Star of slots

The so-called star-of-slots (SoS) is a technique that is used to assighahesp
of the applied current system to the slots of an electrical machine. It isibedc
by a large number of authors [141, 151,152] and can be used foriftetdral
and fractional slot windings. N. Bianclet al. have extended the technique to
determine the winding layout of single layer [151] and multilayer [152] topielag
An extensive description of the SoS technique is beyond the scope oppesaix.
However, an understanding of the SoS’s basics is required for thasgisn in
Appendix(B. Therefore, this appendix briefly introduces the techniqu&estion
A In Sectior_A.R the concept of slot groups is introduced, the resultisabf
discussion will be used in AppendiX B.
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A.1 Star of slots

The star of slots technique consists of four steps, each of which will yodief]
explained in the following.

In a first step, the machine’s periodicity)(is calculated as the greatest common
divisor of the number of slots and the number of pole pairs:

T = gCCKNsup) (Al)

Secondly, a system &ﬁ phasors, called spokes, with a mutual shlfpé} radians

is drawn. This is illustrated in Figute A.1 for a machine with 12 slots and 5 pole
pairs(r = 1). Every spoke now corresponds to a slot in the electrical machine.
Logically, the spoke with numbércorresponds to the slot with numbier

The third step is drawing the phase zones. Every phase is assignedres 20
positive zone and a negative zone. Each phase zone gpaadians. The shift
between two phase zones equals the shift between their correspohdisgspas
illustrated in Figuré_ A1l for a three-phase system. Consequently the time shift b
tween the currents linked to the phases of subsequent phase zdn%sseconds
The resulting diagram defines one conductor of each coil by linking thkesp
and thereby the slots, to the phases of the applied current system. Therstot
sponding to the other conductor of the same coil is determined by the coil,throw
which is calculated as:

Yg = round<]2\;*> (A.2)

The obtained distribution is repeated affér slots.
The winding distribution obtained from the star-of-slots in Fidurel A.1 is shiown
FigurelA.2.



A.2 Slot groups 193

+C

Figure A.1: Star of slots for a machine withiy; = 12 andp = 5

phases
H A
H B
Oc

Figure A.2: Winding distribution of a machine with/; = 12 andp = 5

A.2 Slot groups

In this section the term slot group is introduced as a number of subsesjoengo
that, under synchronous operation, the mechanical shift between ttvgrslgps
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equals the time shift of their corresponding current densities. In othetsythe

time the rotor needs to rotate from one slot group to the next equals the time shift
of the current densities related to those slot groups.

For simplicity reasons the slot groups are chosen so that each groumiisaded

by one phase, this is illustrated in Figlre A.3.

In the following the mechanical shift and the time shift of subsequent stotpgr

are calculated to prove that they indeed correspond.

group 1

group 3 group 5 i group6

(a) Machine with®= odd (b) Machine with®s even

Figure A.3: Slot groups

A.2.1 Mechanical shift

First, the mechanical shift is regarded. If the number of slots per mackimadp

is odd, every phase will dominate one slot group per machine period.ednde
every phase should dominate an equal number of similar slot groupsyibdne
winding distribution can never be balanced. A phase dominating more than one
slot group, on the other hand, would imply two coinciding spokes in the star of
slots. This in turn would imply that all of the following spokes also coincide with
another spoke, this can only happen if these spokes belong to anothieinenac
period. Therefore a machine Wiﬂfﬁ odd containsnr slot groups. The number of
slots per slot groupN,) can then be calculated as:

Ny
mT

N, = (A.3)

If Nj is even, spokeé+ JQV—T will be opposite to spoké Indeed, the rotation between
these spokes is:
Ns 27 p

—p— == A.4
27'10NS TW (A-4)
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Slnce is even andr is the greatest common divider &f; andp, £ has to be

odd. ThIS means that spokeandi + 2; are indeed opposite.
Because of the fact that this is true for every spoke, every phaseosilirdhte two
similar groups of slots per machine period. One due to the spokes in its positive
phase zone and one due to the spokes in its negative phase zone, tiesseam in
Figurd A.3(d). This implies that the number of slot groups is Bewr, the number
of slots in every slot group is then:

N, = Ns (A.5)

9 o2mr

The mechanical shift between similar slots of subsequent slot groupsogabe

calculated as: N 9 5
s T _ AT (A.6)

vmt Ny vmr

with v = 1if &= is odd andv = 2 is &= is even.
The mechanical shift, found i _(A.6), translates to a time shift when divigetid

synchronous pulsation:

l 2w _ Tt (A7)

wvvmT vmT

A.2.2 Time shift

Secondly, the time shift between subsequent slot groups will be computéde
So0S, the angle between two subsequent slqi%iselectrlcal radians. This implies
that in the SoS the angle between similar slots of subsequent slot groups is:
Ny 2 2
S p =p (A-8)

vmt N vMmT

As shown in the above, the SoS consistof phase zones with a mutual shift
of X radians. Knowing this, the number of phase zones between similar slots of
subsequent slot groups can be calculated as:

27
2
Pime _ 2P (A.9)
m ur

The time shift between currents linked to consecutive phase zones in$his o
electrical radians. Consequently the shift in electrical radians betweantrents
linked to similar slots of subsequent slot groups is:

2
bl (A.10)
vrm
Which results in a time shift when divided by the electrical pulsation:
1 T
oL~ = (A.11)

UMT pw  UMT
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This indeed equal§ (A.7).
Practically this implies that the rotor will experience the same current densgty af
It or -1t seconds, depending on whetHeris odd or even. From the stator point

of view it means that afteft or ;2L seconds the armature reaction field will be

2mT

identical but shifted oveﬁ% or .7~ mechanical radians respectively.

.
m




Appendix B

Harmonic content of PMSMs

In Sectior 5.B, the computational time of Fourier-based models was reduited w
the help of preliminary knowledge of the studied machine’s harmonic contént. A
though the harmonic content of electric machines is a topic that has extgnsive
been studied ever since such machines were first used, literature leckgtete
discussion of the harmonic content of synchronous machines. To beadgp for
Sectiorl 5.8, such a discussion should account for higher time-harmaleissand

for every winding configuration that can be obtained with the star of slatthd
scope of this PhD a paper on harmonic content was published [139}. sudy

will be repeated here to support the work in Secfion 5.3. Note that anieweof

the existing literature can be found in [139].

Section[B.1 discusses the different sources of harmonic content. Basttht
discussion, Sectidn B.2 presents simple rules on which harmonic combinatons a
present in no-load, armature-reaction and load conditions.
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B.1 Sources of harmonic content

A harmonic combinatiorin, k) can only be present in an electric machine if it is
either introduced by the source terms or the machine’s geometry. Bothiaapec
considered in this section.

Note that the following discussion is limited to unsaturated PMSMs that are syn-
chronously operated, but can easily be broadened to other machisetygpeper-
ation modes.

B.1.1 Permanent magnets

The magnets are a source of magnetic flux. They can, however, onlguato
components of the magnetic field with a harmonic combination that is present in
By. For that reason it is important to understand which harmonic combinatiens ar
available in the distribution of the remanent magnetic flux density.

First of all, as already mentioned in Section 3.3.3, the synchronous rotédtibe o
magnets implies that they can only introduce synchronous harmonic combsjation
i.e. combinations for which = k.

Secondly, as can be seen in Figuré 3.6, the magnet distribution copidistical
parts along the-direction. These repetitions imply that the spatial period ingthe
direction isp times smaller than the mechanical spatial period. This smaller period
is referred to as the fundamental spatial period and it ecﬁgalsechanical radians.

To comply with the fundamental spatial perid}, can only contain harmonic or-
ders that are a multiple gf. Note that this demand requirgsdentical repetitions

of the magnet distribution. If for example one of the magnets is demagnetiged, it
no longer valid.

Finally, in most machines the spatial distribution of the remanent magnetic flux
density is symmetrical in the-direction over half a fundamental period. This
symmetry can only be maintained if, when referred to the fundamental spatial p
riod, there are no even harmonic orders%ije odd. Indeed, as illustrated in Figure
[B.1, even harmonic orders do not show symmetry with respect to the middédfof h

a period. Note that the demand for odd spatial-harmonic orders is commantbut
absolute, one could build a machine with asymmetrical magnets.

As a conclusion it can be stated that the magnets will only introduce time-harmonic
orders,n, whereforen € h,,. With h,,, the set of time-harmonic orders for which
Bo.nx 7 0. In a healthy maching,,, will only contain multiples ofp. Due to the
assumption of synchronous operation, the magnets will only introduce harmo
combinations for whiclm = k. If the magnets are symmetrical over half a period,
an extra constraint can be imposgobhould then be odd.
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Figure B.1: lllustration of symmetry in the magnet distribution

B.1.2 Stator-current density

Like the magnets, the current density is a source of magnetic flux. But,again
strictions can be imposed on the induced harmonic combinations. In ordedyo stu
these restrictions, the applied current and the spatial distribution of thengsd
through which these currents flow are regarded separately.

Current

The current is time-dependent and will determine which time-harmonic oaders
introduced by the current density. The applied current system is adeslaystem
with an odd number of evenly distributed phaées. This means that the rotation
between neighboring phase%ni‘selectrical radians, as illustrated in Figlre B.2 for
a five-phase system.
The current, related to an arbitrary phase with nunmibef1, m], can be written as
a Fourier series over time:
o0
70 — E L()Ji)efjn(wtf(ifl)%r) (B.1)

n=—oo

The current density in the machine can only introduce components of thestiagn
field whose time-harmonic ordercorresponds to a non-zef§’. The following
general consideration on the time-harmonic conterdt@fcan be made.

For the sake of uniformity, the mechanical pulsation has been used in Hdy)-.
ever, the base pulsation of currdit is the electrical pulsatiopw. This implies
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Figure B.2: Balanced five-phase current system

that only multiples op are eligible forn.

The assumption that the applied system is balanced implies that the sum of the
current phasors should always equal zero. When referred tatitaumental time
period, this means that the current does not contain time-harmonic ordéeg¢h

a multiple ofm. This consideration results i’;] # cm, With ¢ an integer.

The above considerations allow stating that the current density will only-intro
duce harmonic combinations with time-harmonic orders that are multipjeard
Wherefore% is no multiple ofm. More generally it can be stated thathif con-

tains the time-harmonic orders that are presettih the current density will only
introduce time-harmonic orders, wherefore h..

Winding distribution

As opposed to the current, the distribution of the windings has a spatiahdepe
dency and will determine which spatial-harmonic orders are presente Enera
great number of possibilities to distribute the windings around the statorcsurfa
However, mostly the so called Star-Of-Slots (SOS) technique is used tm &lssig
slots to one or more phases. The technique is introduced in Apgehdix A, tempor
for the following is the definition of the machine’s periéd). This is the number

of times the winding topology is repeated along the stator surface, it is caltulate
as:

7 = gcd(p, Ny) (B.2)

where N, is the amount of stator slots. In Appendix A the testat group has
been defined as a set of adjacent stator slots so that, at synchrquerasian,
the mechanical shift between similar slots of different slot groups quorets to
the time shift of the current densities linked to these slots. These slot ganeips
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illustrated in Figuré A.B.
It was shown in Appendik’A that, depending on whetﬁTferis odd or even, the

magnetic field will be identical but rotated ovﬁéfg or .7~ mechanical radians after

% or 277;; seconds. This can be written mathematically for the magnetic vector
potential:
2w T
Aronto) = A (ro+ 20t ) ®3)
vmT vmT

wherev is 1 if £ is even and 2 if¥s is odd. Note tha[{BI3) relates to the field
of the entire machines, not to individual subdomains. These will be caeside
Chaptetb.

The above time periodicity is not only valid for the complete function, it is also
valid for every separatén, k)-component of the magnetic field. Indeed, another
harmonic component of the magnetic field can only have the same rotatioedl spe
if it has both a different time and a different spatial-harmonic order. Timigjrn,

would imply a different source terrﬁ,(f}).
It can thus be written that:

Ay (r)edko—nwto) — 4 k(r)ej<k(¢+%)—nw(to+%)) (B.4)

)

Knowing thatwT; = 27, the above can be simplified:

2m

1 = ej(k‘in vmT (BS)

With ¢ an integer, this results in:
k—n=cuomt (B.6)

Equation[(B.6) imposes a relation between the time- and spatial-harmonic.orders
As a conclusion it can be stated that the current density will only introduce time
harmonic orders that are present in the applied currentspi€.h.. Due to the
distribution of the windings, the induced spatial-harmonic orders have tdysatis

(B.9).

Machine geometry

Unlike the permanent magnets and the stator-current density, the magjénais

etry is not a source of magnetic flux. Nevertheless, the geometry canuntrod
additional harmonic combinations. At no-load for example, harmonic combina-
tions, different from the synchronous ones found in Sedtion B.1.1pm@sent in

the magnetic field.

The reason for these extra harmonic orders is a variation alafghe magnetic
permeance. This effect is best known as the slotting effect and is mostigias
ated with slotted machine topologies. The latter is because the amplitude of the



202 Harmonic content of PMSMs

induced harmonic components depends on the difference in magnetic peemea
the greater this difference the greater the amplitude. In slotless machinei wh
the highly permeable teeth are replaced with nhon-magnetic teeth, the differenc
between the permeability of the copper windings and that of the synthetic teeth is
very small. The slotting effect is then so small that most authors neglect it.

As mentioned, the source of the induced spatial-harmonic orders is aedifer

in magnetic permeance. The reason is that such differences introduce jpetime
riodicity, similar to the one in[(BI3). Indeed, under synchronous operatian
machine’s rotor will have rotated over one slot pitch after a tlmq\T,—ofseconds

The rotor will then experience the same stator topology. Under no- “loatitizors,

the magnetic field will then be equal but shifted over one slot pitch. This ean b
expressed mathematically in terms of the magnetic vector potential:

27 T
A(r, ¢, t0) = <r o+ ot t Nt> (B.7)
As explained in the above, this has to be true for every time- and spatial-h&rmo
combination separately:

Aryeiommt — g, e (HeHE) e (or ) g g
And again a relation between the spatial- and time-harmonic orders is found:
k —n = cNg (B.9)

Wherec is an integer. The above-mentioned time periodicity is only introduced
due to different magnetic permeances in ghdirection, consequently changes in
ther-direction do not introduce harmonic combinations.

Note that, concerning the armature reaction, the effect of the geometry éieladb

in the winding distribution. Therefore the geometry will have no furtheroéfbe

the harmonic combinations introduced due to the current distribution.

Finally, it should also be noted that differences in the magnetic permeanedsca
occur on the rotor. However, due to the synchronous rotation of the, tbse
differences do not affect the periodicity foundIn(B.7).

As a conclusion, it can be stated that, under no-load conditions, the miachine
geometry will introduce harmonic combinations whereforen = ¢Ns. However,

in a slotless machine, the field components related to combinations for which
may be considered negligible.

B.2 Harmonic combinations

In Section[B.1, the harmonic orders introduced due to the magnets, thetcurre
density and the geometry were discussed. Based on that discussiorbé can-
cluded that, on the one hand, the source terms, being the permanent nzaghets
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the applied current density, determine which time-harmonic orders will lzepte

On the other hand, the distribution of the windings and the machine’s geometry
determine the present spatial-harmonic orders.

Practically, no-load, armature-reaction and load conditions are coadiddthis
section discusses the harmonic combinations for each of these conditsmtsdra

the findings in the previous sections.

No load

Under no-load conditions, the currents in the slots equal zero. This ritestribe
harmonic combinations found in Section Bl1.2 will not be present. The magnets
will introduce synchronous harmonic combinatiops = k) that are present in

the magnet distribution. For every present time-harmonic ongehe geometry

will introduce spatial-harmonic orders that satidfy (B.9). The restrictiorthen
harmonic combinations under no-load conditions can thus be summarized as:

n € hy,
B.10
{k—n:ch ( )

With ¢ an integer andh,,, the time-harmonic orders for whicB ., # 0 or
By g ni 7 0. In a healthy machiné,, can only contain time harmonics that are
multiples ofp. If the magnets are symmetrical over half a fundamental period, no
time-harmonic orders Wherefo@eis even are present.

Armature reaction

WhenBy = 0, the permanent magnets will not introduce any harmonic combina-
tions. The current density will only introduce the time-harmonic orders tieat a
present in the applied current. The introduced spatial-harmonic ordedetined

by the distribution of the current densify (B.6). The restrictions on the haieno
combinations can then be summarized as:

€ h.
{” (B.11)
k—n=cuomr

With ¢ an integer and.. the time-harmonic orders for which, # 0. h. can only
contain multiples op and will not contain any time-harmonic orders for whigh
is a multiple ofm.

Load

The load situation is a superposition of the no-load and the armature-reaittion
uations. This implies that all the harmonic combinations that satisfy elther|(B.10)
or (B:13) will be present in the magnetic field.
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