Demonstration of a Partial Reconfiguration based Microphone Array Network Emulator
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Abstract—The current Micro-Electro-Mechanical System (MEMS) technology allows to deploy relatively low-cost Wireless Sensor Networks (WSN) composed of MEMS microphone arrays for accurate sound-source localization. However, the evaluation and the selection of the most accurate and power-efficient network’s topology is not trivial when considering dynamic MEMS microphone arrays. Despite software simulators are usually considered, they are high-computational intensive tasks which require hours to days to be completed. Our demonstrator is an FPGA-based network emulator, which provides a fast network design-space exploration. The user can easily evaluate a network’s topology with different nodes’ configurations and multiple sound sources in matter of seconds. An intuitive graphical user interface hides from the user the dynamic partial reconfigurations needed by the network emulator to set the node’s configurations. As a result, a probability map generated from the fusion of the output data from the nodes and an error on the estimation of the sound-source location are graphically represented.

I. DESCRIPTION

Our network emulator [1] is composed of several MEMS microphone arrays acting as WSN nodes. Each node monitors the surrounding acoustic environment and outputs the normalized acoustic power in a polar steering response map format. The flexibility of the nodes offers multiple possible configurations [2], [3] which can be modified in runtime.

Our network emulator consists of a front end running on a host and an FPGA as a back end (Figure 1). The front end is composed of a Matlab GUI, the XDMA driver [4] and the support for the reconfiguration through PCIe[5]. The front end generates the audio signals, calculates the signal propagation and the selection of the most accurate and power-efficient network’s topology is not trivial when considering dynamic MEMS microphone arrays. Despite software simulators are usually considered, they are high-computational intensive tasks which require hours to days to be completed. Our demonstrator is an FPGA-based network emulator, which provides a fast network design-space exploration. The user can easily evaluate a network’s topology with different nodes’ configurations and multiple sound sources in matter of seconds. An intuitive graphical user interface hides from the user the dynamic partial reconfigurations needed by the network emulator to set the node’s configurations. As a result, a probability map generated from the fusion of the output data from the nodes and an error on the estimation of the sound-source location are graphically represented.

Our network emulator consists of a front end running on a host and an FPGA as a back end (Figure 1). The front end is composed of a Matlab GUI, the XDMA driver [4] and the support for the reconfiguration through PCIe[5]. The front end generates the audio signals, calculates the signal propagation and the selection of the most accurate and power-efficient network’s topology is not trivial when considering dynamic MEMS microphone arrays. Despite software simulators are usually considered, they are high-computational intensive tasks which require hours to days to be completed. Our demonstrator is an FPGA-based network emulator, which provides a fast network design-space exploration. The user can easily evaluate a network’s topology with different nodes’ configurations and multiple sound sources in matter of seconds. An intuitive graphical user interface hides from the user the dynamic partial reconfigurations needed by the network emulator to set the node’s configurations. As a result, a probability map generated from the fusion of the output data from the nodes and an error on the estimation of the sound-source location are graphically represented.

Fig. 1. Demonstration framework and execution flow. 1) The user defines the network topology, the node’s configuration, the sound-sources locations and their characteristics. 2) The sound sources are generated and the propagation of the signal to each node is simulated. 3) The configuration of each node is processed by the reconfiguration network controller to select the correct configuration of each RP. 4) The reconfiguration network controller interacts with the MCAP driver at the host side to select the new RM and to reconfigure the RPs through PCIe. 5) Once the reconfiguration of the RPs has finalized the data communication starts. The host formats the audio data to be compatible with the nodes at the FPGA side. 6) The data fusion of the polar steering response maps generated by each node in the FPGA is computed at the front-end. 7) The accuracy errors are displayed based on the known sound-source location and the data-fusion estimation.
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