Network destabilization and transition in depression: New methods for studying the dynamics of therapeutic change
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Abstract

The science of dynamic systems is the study of pattern formation and system change. Dynamic systems theory can provide a useful framework for understanding the chronicity of depression and its treatment. We propose a working model of therapeutic change with potential to organize findings from psychopathology and treatment research, suggest new ways to study change, facilitate comparisons across studies, and stimulate treatment innovation. We describe a treatment for depression that we developed to apply principles from dynamic systems theory and then present a program of research to examine the utility of this application. Recent methodological and technological developments are also discussed to further advance the search for mechanisms of therapeutic change.

Pharmacological treatments and cognitive, behavioral, and interpersonal therapies for major depressive disorder (MDD) have efficacy rates of approximately 60%, and emotion-focused and short-term psychodynamic therapies also show promise (Hollon & Ponniah, 2010). Rates of relapse and recurrence are significantly lower with psychotherapy but are still high. Risk increases dramatically with each subsequent episode, and as many as 60% of individuals who have recovered from a depressive episode will have a recurrence within five years (Solomon et al., 2000). Once the course of depression becomes recurrent or chronic, treatment becomes even more difficult, with remission rates from acute treatment falling below 50% in intent-to treat samples (Cuijpers et al., 2010; Spijker, van Straten, Bockting, Meeuwissen, & van Balkom, 2013). We must improve treatments to better address the chronicity of this debilitating disorder.
Recent approaches to understanding psychopathology involve multiple, interacting risk and protective factors (e.g., Hankin, 2015; Hölzel, Härter, Reese, & Kriston, 2011) and multi-component networks of symptoms (Borsboom & Cramer, 2013), yet most psychosocial treatments for depression target an area of functioning thought to be primary in a given theoretical model (e.g., cognitions, behaviors, emotions, interpersonal functioning, or physiology). Treatments that target part of the depressive system, or one or a few of the processes that maintain it, are compared in time-intensive and expensive randomized controlled trials (RCT). These trials have yielded important information about treatment efficacy and a pool of empirically-supported treatments for depression, but little is known about how the different treatments have their effects or how to improve long-term outcomes. This approach to treatment innovation has been slow and incremental.

A number of researchers propose that one of the most efficient routes to optimize and improve treatment efficacy is to take advantage of this rich store of clinical trial data and identify mechanisms of action in these treatments, as well as variables that facilitate or inhibit these change processes (e.g., Barlow, Bullis, Comer, & Ametaj, 2013; Hayes, Laurenceau, & Cardaciottto, 2007a; Holmes, Craske, & Graybiel, 2014; Kazdin, 2011; Lorenzo-Luaces, German, & DeRubeis, this issue). In addition, the National Institute of Mental Health (NIMH) in the United States now mandates that the next generation of clinical trials assess proposed mechanism(s) of action and examine them as predictors of functional and clinical outcomes (Insel & Gogtag, 2014). There is in tandem an emphasis on moving beyond a focus on single theoretical orientations to identifying transtheoretical and transdiagnostic processes related to psychopathology and therapeutic change (Barlow et al., 2013; Harvey, Watkins, Mansell, Shafran, 2004; Hersenberg & Goldfried, 2015). The NIMH Research Domain Criteria (RDoC) were developed to facilitate the discovery of such fundamental processes (Cuthbert & Insel, 2013; Cuthbert & Kozak, 2013). It is an exciting time in the process of science, when a substantial body of research accumulates to warrant the search for cross-cutting principles and processes.

One way to stimulate treatment innovation is to build on a broader science of change. Dynamic systems science is revealing common principles of system transformation in physics, biology, chemistry, ecology, political science, and other disciplines. This approach involves the study of relatively stable multi-component patterns (called attractors) rather than single components, as well as feedback processes, pattern destabilization, and the development of new attractors (Thelen & Smith, 1994; Lewis, 2005). Systems are observed over time, perturbed, and studied intensively at points of transition.

**General Framework: Basic Principles of Dynamic Systems Theory Relevant to Psychotherapy**

We describe how the principles and general approach of dynamic systems theory can inform research on how effective psychological treatments move individuals from rigid, disabling patterns to more flexible and adaptive ones. This theoretical framework is based on a distillation of basic concepts at a principle-based level with some adaptation (for more comprehensive presentations, see Granic & Hollenstein, 2006; Lewis, 2005; Salvatore & Tschacher, 2012; Schiepek, Eckert, Aas, Wallot., & Wallot, 2015). Some might argue that
one aspect or another of the framework is too crude, does not meet the exact specifications of dynamic systems modeling, or does not include important details. Our intent here is to suggest an organizing framework to integrate disparate findings, facilitate comparisons of processes and mechanisms across studies, and suggest methodological innovations. Such a framework can provide new ways of thinking about treatment research and development, although at this point applications of dynamic systems theory to psychotherapy research might represent successive approximations. To realize the full potential of dynamic systems modeling, clinical research will likely involve new types of data collection, new analytic tools, and interdisciplinary collaborations with scientists in other fields such as physics, computational modeling, mathematics, and computer science. New research and methods for studying networks of psychopathology (Borsboom & Cramer, 2013), emotional inertia (Koval, Pe, Meers, & Kuppens, 2013), and critical transitions (Sheipek & Strunk, 2010; Demic & Cheng, 2014; van de Leemput, et al. 2014) are already moving in this direction. We illustrate how a common organizing framework can integrate these findings into a working model from which to generate new hypotheses and stimulate treatment development.

As we have summarized elsewhere (Hayes & Yasinski, 2015), a dynamic system consists of multiple components that constantly interact with each other and with internal and external processes to form patterns that change and evolve over time. An adaptive system maintains a dynamic tension between stability and variability (for a review, see Hollenstein, Lichtwarck-Aschoff, & Potworowski, 2013). When a dynamic system self-organizes, the components settle into preferred and relatively stable patterns, called attractor states. System behavior tends to return to these patterns when perturbed. Attractors that are activated repeatedly over time and contexts are particularly stable. Inhibitory processes maintain system coherence and integrity by absorbing or assimilating perturbations, thus keeping the system organized around the same attractor state(s). Attractors that are entrenched require a significant amount of perturbation to move from these preferred states, whereas those that are less developed or that have been destabilized are changed more easily and allow for adaptation to challenges and changing contexts.

Change involves movement through a series of states of stability, variability, and shifts in attractor states (Thelen & Smith, 1994). Change can be gradual and linear, but when challenges to the current steady state are too great to assimilate, transitions are often characterized by increased variability in system behavior and discontinuous change, called phase or order transitions (Kelso, Ding, & Schoner, 1993; Salvatore & Tschacher, 2012; Scheipek et al., 2015; van Geert & van Dijk, 2002). During periods of fluctuation, the system is destabilized and therefore more open to new information and potentially more adaptive configurations.

A period of “flickering” (Dakos, van Nes, & Scheffer, 2013) or oscillating between alternative attractors (e.g. old and new patterns) can precede or accompany transition, until the system settles into a new dynamically stable state. A new attractor can be strengthened and generalized by repeated activation across multiple contexts. This new attractor can then inhibit or compete with the old attractor state(s) to prevent a return to less adaptive
functioning, or over time it can become the preferred or default attractor state (Kelso et al., 1993; Scheffer et al., 2012; Thelen & Smith, 1994).

To study change, researchers often conduct perturbation experiments. In this research, the baseline stability of a system is measured, the system is disturbed and observed in transition, and the variables of interest are assessed frequently across trials of the experiment. Perturbation studies in dynamic systems research using both simulated and real-time data document two early warning signs of system transition: 1) a period of increased variability in system behavior called critical instability (Kelso et al., 1993, Schiepek & Strunk, 2010; Vallacher, Read, & Nowak, 2002) and 2) a period of critical slowing, which is an increase in the time or rate of return to the initial equilibrium state following perturbation (Scheffer et al., 2012; van de Leemput, et al. 2014). These indicators of impending transition are reliably quantified by increases in the variance in system behavior and in temporal (lag-1) autocorrelation (extent to which the system becomes increasingly similar between consecutive observations; Dakos et al., 2012a; Dakos, Van Nes, D’Odorico, & Scheffer, 2012b). Resilience from this perspective is the magnitude of disturbance a system can tolerate before it shifts into a different state.

The study of system behavior in the vicinity of these early indicators of transition has the potential to reveal key mechanisms of change, as well as points of prevention and intervention. For instance, a recent special issue on system shifts and “tipping points” in ecology (Dakos & Hastings, 2013) provides multiple examples of how the identification of impending critical transitions can prevent the destruction of systems such as coral reefs, waterways, species, rainforest ecosystems, and other such phenomena. The ability to identify such warning signals can also have important implications for the prevention and treatment of depression. For example, Sheipek et al. (2011) illustrate how dynamic systems methods can be used to identify early warning signs of transition and highlight points of intervention for those at high risk for suicide. Similarly, the essence of psychotherapy is to induce and capitalize on openings and transition points to alter the course of maladaptive trajectories of psychopathology.

A Dynamic Systems Framework for Understanding Depression and Its Treatment

As we have described elsewhere (Hayes & Strauss, 1998; Hayes, Laurenceau, Feldman, Strauss, & Cardaciotto, 2007b; Laurenceau, Hayes, & Feldman, 2007), a dynamic systems perspective can help to integrate aspects of psychopathology research and components of empirically-supported treatments for depression. This framework seems particularly relevant to understand the recurrent and chronic nature of depression.

Network destabilization and transition (NDT) model of therapeutic change

We propose a model of therapeutic change that integrates research on the psychopathology and treatment of depression and suggests key targets of intervention framed in the context of dynamical systems theory (summarized in Figure 1). This model shares some similarity with Sheipek et al.’s (2015) generic principles of change in therapy, but our model is more
closely linked with research on mood and anxiety disorders and is the theoretical foundation of exposure-based cognitive therapy (EBCT; Hayes, Ready, & Yasinski, 2014; Hayes, 2015), a treatment for depression that we developed to apply and test these change principles. We present initial research to examine the process of change in this treatment and end with suggestions for future research, using exciting new methods and technological advances. Such developments might move closer to true dynamical systems modeling and stimulate further treatment innovation.

**Multi-modal patterns**

A dynamic systems approach suggests multi-component patterns that a system settles into and returns to, unless perturbations overwhelm the regulatory systems that maintain that organization. Although not framed in the language of dynamic systems theory, a number of theories of therapeutic change in mood and anxiety disorders also propose pathological patterns or associative networks as key targets of intervention, rather than single components of functioning. For instance, fear structures are targeted in anxiety disorders (Lang, 1977; Foa & Kozak, 1986). Depressive networks, interlocks, and schemata (Beck & Dozois, 2011; Borsboom & Cramer, 2013; Teasdale, 1999; van de Leemput, et al. 2014), emotional schemes (Greenberg, 2002), and early maladaptive schemata and modes (Beck, Freeman, & Davis, 2004; Malogianis, et al., 2014; Young, Klosko, & Weishaar, 2003) are central targets in treatments for depression and personality disorders. Clinical neuroscience is also shifting from studying discrete brain regions to mapping the connectivity of neural circuits that might be implicated across psychological disorders, using a functional network perspective (Weingarten & Strauman, 2015).

These various hypothetical patterns (which are most often called networks in psychotherapy research) are thought to consist of interrelated cognitive, affective, behavioral, and physiological components that rigidly maintain pathology, which we and others (e.g., Bystritsky, Nierenberg, Feusner, Rabinovich, 2012; Hayes & Yasinski, 2015; Sheipek et al, 2015; van de Leemputt et al., 2014) argue function like attractors. In chronic depression, these attractors have a long history and can be particularly difficult to dislodge, as perturbations are likely to be assimilated or deflected by a number of powerful maintaining and inhibitory processes. Psychological treatments can be viewed as a way to destabilize these well-entrenched patterns and also facilitate new learning and the development of more adaptive patterns. Change in these patterns could decrease psychopathology and increase resilience.

**Depression as a stuck state**

Holtzheimer and Mayberg (2011) contend that it is time to rethink depression and move from a focus on symptoms to understanding depression as being “stuck in a rut” from which it is difficult to exit. Indeed, depression is increasingly viewed as a problem of capture by negative stimuli and mood states and difficulty disengaging from these states (Disner, Beevers, Haigh, & Beck, 2011; Farb, Irving, Anderson, & Segal; 2015; Joorman & Tanovic, in press; Koster, De Lissnyder, Derakshan & De Raedt, 2011). In addition, those who are depressed show rigid and stereotyped emotion responses that are insensitive to changes in context and environmental demand (Bylsma, Morris, & Rottenberg, 2008). Research on
emotion dynamics demonstrates another type of rigidity in depression, called “emotional inertia,” the extent to which negative emotions feed forward to predict and maintain later negative mood (Houben, Van De Noortgate, & Kuppens, 2013; Koval, Kuppens, Allen, & Sheeber, 2012; for an exception, see Thompson et al., 2012). Summarizing this line of research, Kuppens and colleagues (2010) conclude that depression represents a negatively-valenced, low-arousal affective home base, or attractor state, around which emotions fluctuate. Genetic, biological, and environmental factors contribute to individual differences in this home base (Wichers, 2014). Deviations from this baseline that are too great trigger a “pull back” reaction to maintain the default organization. Consistent with this idea, negative emotion inertia predicts less negative emotion recovery after exposure to negative stimuli, which the authors hypothesize to be an impairment in mood repair (Koval et al., in press).

Research on the interconnectivity of networks of emotions or cognitions also indicates a rigidity that must be considered when treating depression. For example, Pe and colleagues (2015) found that those who are depressed (relative to healthy controls) have more densely interconnected networks of negative emotions, as measured by stronger temporal connections between different emotions activated in daily life. The groups did not differ in the density of the positive emotion network, but this measure of density considers only the strength and not the number of connections. The authors also note that the measure of positive emotions did not include the same range of emotions as the measure of negative emotions.

Using a cognitive measure of the associations between ratings of different negative- and positively-valenced adjectives, Dozois and colleagues reported that the negative self-descriptors of those who are depressed are more strongly interconnected than in normal controls, and the positive descriptors are less strongly interconnected (Dozois & Dobson, 2001; Dozois & Frewen, 2006). In addition, more severe symptoms and number of episodes are associated with more interconnectivity of negative self-referent cognitions and less interconnectivity of positive cognitions (Dozois, 2002; Dozois & Dobson, 2003).

These studies focus on sets of emotions or cognitions, but psychopathology research and a dynamic systems approach suggest that treatments should target and disrupt multi-modal patterns (cognitive, affective, behavioral, somatic) that contribute to depression. In addition, it is critical to address the processes associated with entering and staying in a depressive state.

**Self-perpetuating processes**

Three interconnected processes operate in depression to prolong negative mood, increase sensitivity and reactivity to stressful life events, and interfere with adaptive coping and processing of emotional material. Each of these processes inhibits movement from the depression state and must be addressed in order for constructive emotional processing and new learning to occur (Hayes, in press).

**Unproductive processing loop**—Depression and risk for depression are associated with an unproductive processing loop that is easily activated, captures attention, and is very difficult to disengage. Recent comprehensive reviews on information processing in
depression (Disner et al., 2011; Farb et al., 2015) highlight two factors that De Raedt and Koster (2010) proposed as key contributors to this vicious cycle: negative attention bias and depressive elaboration. Negative events and stimuli capture and fixate attention, which prolongs negative mood states and activates a depressive elaboration process. Elaboration involves negative self-schemas, rumination, and overgeneralization to events and memories associated with the depressive schemas. This elaboration process can be conditioned over time and become an entrenched habit (Teasdale et al. 2000; Watkins & Nolen-Hoeksema, 2014), as well as contribute to a narrowing of attentional focus on self-related information (Grol, Hertel, Koster, & De Raedt, 2015; Whitmer & Gotlib, 2013). This unproductive processing loop is powerful, overwhelming, and at times associated with suicidality. It is therefore not surprising that one can come to fear the depressive view of the self and experiences that contributed to it, as they can activate the maladaptive loop (Hayes, 2015).

Maladaptive inhibitory control processes—Depression is associated with a combination of hyperactivity of the amygdala and impaired cognitive control in the dorsolateral prefrontal cortex (DLPFC) in response to negative mood stimuli (Disner et al., 2011; De Raedt & Koster, 2010; De Raedt, Vanderhasselt, & Baeken, this issue). This pernicious combination perpetuates the unproductive processing loop, as negative emotion, schema activation and spreading, and rumination are easily activated and poorly regulated. With each episode of depression, neural networks for attention, executive control, and cognitive elaboration are hypothesized to become more tightly coupled, thereby lowering the threshold for activation (De Raedt & Koster, 2010; Farb et al., 2015).

Episodes of unproductive processing often end in exhaustion, avoidance, numbing, and hopelessness, which can function to inhibit the relentless cycle. However, these attempts at regulation are not effective. Chronically avoided depressive material tends to flood forward and intrude (for reviews, see Brewin, Gregory, Lipton, & Burgess, 2010; Trew, 2011), reactivating the unproductive processing loop, much as is the case with post-traumatic stress disorder (PTSD). Those who are depressed have been found to report intrusions that are of similar frequency and intensity as those with PTSD (Brewin et al., 2010). An avoidant style of coping can have long-term consequences, as avoidance predicted recurrence in a 5.5 year follow-up study of remitted patients with a history of recurrent depression (Bockting et al., 2009).

Dysfunctional positive emotion system—Another process that perpetuates depression and inhibits change is what Disner et al. (2011) aptly call a “positive blockade.” These authors review neuroimaging studies that demonstrate not only an attentional bias toward negative stimuli, but also a bias away from positive stimuli. In addition, depression is associated with decreased reward sensitivity and learning and with decreased capacity to recognize, process, and sustain positive emotion, with underpinnings in brain reward pathways (Pizzagali, 2014; Joormann & Gotlib, 2010). In addition, those who are depressed tend to actively avoid positive emotions and dampen those that are activated (Carl, Soskin, Kerns, & Barlow, 2013; Dunn, 2012; Joormann & Gotlib, 2010). The inability to capitalize on the benefits of positive emotion is particularly problematic in recurrent and chronic.
depression and is a significant predictor of relapse (Beshai, Dobson, Bockting, & Quigley, 2011).

**Inhibited emotional processing and learning**

Chronic vacillation between avoidance and ruminative recycling and depressive elaboration can inhibit constructive processing of disturbing emotional experiences (Brewin et al., 2010; Greenberg, 2002; Teasdale, 1999; Watkins, 2008). Problems with the positive emotion system can also interfere with the processing of new and potentially corrective information, as information that is positive in nature is not likely to penetrate the positive blockade. Corrective information and experiences that could destabilize the pathological patterns of depression are likely to be deflected or assimilated into existing schemas rather than induce the dissonance necessary for accommodation and schema change (Carey, 2010; Higginson, Mansell, & Wood, 2011). Problems updating information, shifting sets, and inhibiting negative emotion material further inhibit new learning (Joorman & Tanovic, in press; Pe, Raes, & Kuppens, 2013). Moreover, the positive emotion system cannot be harnessed for its substantial benefits, such as mood repair, buffering or competing with the strong pull into the rut of depression, and “upward spirals” of positive emotion and cognitions that contribute to wellness and resilience (Garland et al., 2010; Garland, Geschwind, Peeters, & Wichers, 2015; Waugh & Koster, this issue).

**Change processes and new learning**

The maladaptive patterns that maintain depression are easily and often activated and strengthened, and they are further solidified with each episode of depression. Depression is associated with a recurrent unproductive processing loop, failed attempts to inhibit this cycle, and problems activating and processing positive emotions and information. These three processes contribute to an entrenched and self-perpetuating system. Destabilizing patterns with this history is challenging, as perturbations are more easily assimilated than they are to destabilize old patterns.

Instead of targeting a single component of functioning (e.g. cognitions, emotions, behaviors, physiology) or a single perpetuating process in treatment, we propose that it might be more potent to target multi-modal patterns that include the three processes known to maintain depression. Targeted changes to the combination of attentional and processing dysfunctions could increase flexibility and openness to new information and experiences, allow for destabilization of old patterns, and facilitate healthy processing of emotional experiences. It is also important to develop new, more adaptive patterns that can inhibit the powerful pull of the old attractor and with time and repetition, stabilize into a new steady state with potential prophylactic effects.

**Exposure and constructive emotional processing**—Exposure-based treatments for anxiety and trauma-related disorders provide strategies to target some of the fundamental processes that go awry in depression and enhance emotional processing and new learning. These approaches induce a process of change that is strikingly similar to dynamic systems conceptualizations. Cognitive-behavioral therapies (CBT) for PTSD have particular relevance, given the common therapeutic targets of unproductive processing, intrusion of
disturbing thoughts, images, and memories, and maladaptive attempts at inhibition (Angelakis & Nixon, 2015; Brewin et al., 2010). Exposure-based therapies are among the most effective treatments for anxiety and trauma-related disorders (Powers et al., 2010).

A dynamic systems perspective focuses on multi-component patterns and self-perpetuating processes. Exposure therapy involves decreasing pathological avoidance and activating the relevant fear network. This associative network includes cognitions, behaviors, affect, and physiological components (Foa & Kozak, 1986; Lang 1977), which becomes pathological when it generalizes and is activated in situations that are not inherently threatening. Treatment involves activating the different nodes of the network and exposing patients to novel information that violates expectations, challenges beliefs, and destabilizes the pathological network. This type of treatment induces distress to increase tolerance and then relieve distress. The discrepancy between the old learning and new information creates the opportunity for emotional processing, as indexed by shifts in perspective and meaning, together with new emotional responses (Foa & Kozak, 1986; Foa, Huppert, & Cahill, 2006).

In exposure-based treatments for PTSD, the movement from an unproductive processing loop to productive emotional processing involves more than fear reduction. Emotional processing also involves increasing the context specificity of overgeneralized trauma memories, improving discrimination, increasing attention toward information inconsistent with maladaptive beliefs, and making meaning of experiences in the broader context of the person’s life (Brewin, 2014; Ehlers & Clark, 2000; Foa et al., 2006; Resick, Monson, & Chard, 2014). In addition, exposure therapy has been conceptualized as a way to teach patients to distance (or decenter) from habitual, conditioned fear responses and to increase tolerance for, rather than reduce, distress (Arch, Wolitzky-Taylor, Eifert, & Craske, 2012). Another facet of exposure-based treatments is affect labeling, or putting words (written or verbal) to emotions, which has been demonstrated to facilitate the effects of exposure and extinction learning (Lieberman et al. 2007; Tabibnia, Lieberman, & Craske, 2008). Constructive emotional processing is thought to involve similar components in the treatment of depression (Pascual-Leone, & Greenberg, 2007; Teasdale, 1999; Watkins, 2008; Wheatley et al., 2007). More emphasis is placed on learning skills to reduce and unhook from powerful pull of rumination, overgeneralization, and hopelessness in depression than in the anxiety disorders (Kuyken et al., 2010; Teasdale et al., 2000).

Another principle of dynamic systems theory is that new attractors can inhibit entry back to old attractors and over time can become the default attractor. Recent developments in human and animal learning research are quite consistent with this. Research on the neuroscience of memory suggests that reactivating old learning can make it more labile and plastic. With reactivation, old learning either can be reconsolidated and strengthened, or if novel and unexpected information is presented at this time, the old memory can be updated (Nadel, Hupbach, Gomez, & Newman-Smith, 2012). In addition to weakening pathological learning, more emphasis is being placed on strengthening new learning over time and contexts and increasing accessibility so that it can inhibit or compete with the pathological learning (Bouton, 2002; Craske, Liao, Brown, & Vervliet, 2012; Foa et al., 2006). Depression researchers similarly have begun to emphasize not only destabilizing depressive networks, but also generating and consolidating new, more positive and adaptive learning (Carl et al.,
2013; Dozois et al., 2014; Dunn, 2012, Waugh & Koster, this issue). Consistent with this idea of inhibitory learning, our research group (Ready et al., in press) found that more overgeneralization during the narrative phase of trauma-focused CBT for youth predicted worse outcomes over the 12-month follow-up, but that new learning related to trauma-related beliefs reduced those negative effects. Although preliminary, these findings highlight the potential importance of compensatory or inhibitory learning and of elaborating and solidifying this new learning for relapse prevention.

Therapeutic gains can also facilitate “upward spirals” health and resilience (Garland et al., 2010; Garland et al., 2015; Waugh & Koster, this issue). An adaptive system maintains coherence but also flexibility and openness to new information and changing circumstances, which allows for growth. Flexibility is considered a fundamental aspect of system resilience and adaptation (Hollenstein et al, 2013), as well as mental health (Kashdan & Rottenberg, 2010). Waugh and Koster (this issue) describe strategies that can facilitate resilience and help prevent recurrence in depression, such as improving the ability to recover from daily and major stressors, increasing positivity, and training flexibility in responding to changing environmental demands.

Summary

The NDT model (Figure 1) proposes that therapeutic change in depression involves first reducing the self-perpetuating factors, which include an unproductive processing loop, maladaptive inhibitory control systems, and a positive blockade (panel A). A decrease in these inhibitory factors can allow new information and experiences to penetrate the depressive network. Second (panel B), the multiple nodes of the depressive network are activated, and new information and experiences inconsistent with old learning can destabilize the depressive network. Therapists can then facilitate constructive processing of memories associated with the depressive elaboration process. This phase should be associated with a transient increase in depressive symptoms, an increase in the variability of the depressive network, and more emotional processing. Third (panel C), the positive pattern is activated, exercised, and elaborated. This phase should be associated with more positive pattern activation, which should predict better functioning after treatment. In short, therapeutic change is likely to involve disrupting old, well-worn patterns and developing new, more adaptive configurations of cognition, emotions, behaviors, and somatic functioning that, with repetition across contexts, can evolve into new attractors.

Application: Exposure-Based Cognitive Therapy for Depression

A number of treatments for depression acknowledge to some extent the importance of exposure and emotional processing principles in the treatment of depression, but the therapies often focus on one or a few parts of the larger picture of system change (e.g. working through disturbing emotions, decreasing avoidance and rumination, increasing decentering). We developed an integrative treatment, exposure-based cognitive therapy (EBCT; for clinical details see Hayes, 2015; Hayes et al., 2014) that is built on a cognitive therapy foundation and applies principles from dynamic systems theory and strategies from exposure-based treatments for anxiety and trauma-related disorders. EBCT targets each of the components of the NDT model rather than one or a few of the processes. It includes 21...
sessions delivered in three phases: stress management, exposure and emotional processing, and positive growth. Written narratives are included throughout the course of treatment as one form of exposure to increase engagement with disturbing material and facilitate processing between sessions.

We present a brief overview of EBCT, but the focus of this paper is on the treatment as a medium for examining a dynamic systems model of therapeutic change. EBCT is delivered in three phases that follow a dynamic systems approach to inducing change. A phase design provides a useful way to examine the process of change because the temporal sequencing of the interventions is clear. The first phase of EBCT involves: a) identifying the components of the individual’s depressive network (attractor), b) teaching healthy lifestyle habits and mindfulness meditation to build resources for change, and c) reducing the unproductive processing loop, avoidance, and positive blockade, which are key inhibitors of change (Figure 1, panel A). The second phase involves activating and destabilizing the depressive network and facilitating constructive emotional processing, using a blend of exposure and cognitive therapy techniques (Figure 1, panel B). The final phase of EBCT aims to elaborate and strengthen a new attractor of healthy cognitive, affective, behavioral, and somatic functioning that has the potential to compete with or inhibit the depressive network (Figure 1, panel C). This phase is particularly important for relapse prevention. Thus, exposure principles are applied in four ways across the course of EBCT: a) weekly narratives that patients write about their depression to activate emotions and put them into words; b) mindfulness meditation exercises to teach patients to decenter from and tolerate difficult emotions; c) the activation and processing of memories related to themes of defectiveness, failure, and worthlessness (Phase 2); and d) developing and exercising the positive emotion system, which activates fear, bracing for loss, and urges to avoid or dampen positive emotions.

EBCT has been associated with significant improvement in depression and large effect sizes in three clinical trials: an open trial conducted by our team (Hayes, Beevers, Feldman, Laurenceau, & Perlman, 2005; Hayes et al. 2007c), an open trial of a German version of EBCT conducted in Switzerland (Grosse-Holtforth et al., 2012), and a randomized controlled trial (Grosse-Holtforth et al., 2015) of the German version of EBCT compared with a German version of CBT (Hauzinger, 2003). In addition, EBCT is associated with significant decreases in avoidance and rumination and with increases in mindfulness (Kumar, Feldman, & Hayes, 2008). Thus, the initial findings on the efficacy of EBCT are quite promising.

**Application: The Study of Change**

A dynamic systems framework suggests several guidelines for studying the process of change in psychotherapy:

1. Identify and monitor maladaptive interconnected patterns that contribute to psychopathology rather than single variables.

2. Assess how entrenched and rigid maladaptive patterns are to determine the extent of perturbation needed to destabilize them and facilitate change. Patterns that are
less entrenched might be more easily changed and moved in a more gradual, linear way.

3. Assess processes that perpetuate and maintain maladaptive patterns.

4. Track change during and after the course of treatment, using intensive individual time course data.

5. Assess more than linear, gradual change. Consider also quadratic and cubic patterns.

6. Identify and study transition points (marked by discontinuities in individual time course data and periods of increased variability or critical slowing), which can reveal key mechanisms of change and points of prevention and intervention.

7. Disturbance can appear to be a transient period of worsening, but if negotiated properly, can facilitate change from old patterns and allow for the development of new, more adaptive patterns of functioning.

8. Assess not only maladaptive patterns, but also the breadth and strength of more adaptive patterns that might help to prevent relapse and recurrence.

We describe how we have applied this approach in our initial studies of the change process in EBCT and also describe new methods and statistical advances that might improve this line of mechanism research. Because EBCT is designed to be delivered in three phases that align with a dynamic systems model of change, it provides a method to begin to examine whether the depressive network is destabilized in the exposure phase of treatment (phase 2), or whether it remains intact and a new pattern of more adaptive functioning develops to inhibit its activation or buffer its effects. If destabilization does occur in the second phase of EBCT, it is also possible to investigate whether constructive emotional processing occurs during this turbulence and predicts better outcomes, as is hypothesized in exposure-based treatments for anxiety disorders (Foa et al., 2006). The phase design also allows for analyses of whether processing in the exposure phase predicts the development of new, more positive patterns of functioning in the last phase of treatment.

As in exposure therapy for anxiety and trauma-related disorders, our research suggests that the exposure phase of EBCT is associated with affective arousal, but in the form of transient spikes in depressive symptoms rather than spikes in anxiety. We have found a cubic pattern of symptom change in the three clinical trials of EBCT (Hayes et al., 2007; Grosse Holtforth et al., 2012; Grosse Holtforth et al., 2015). This pattern is characterized by a decrease in depression symptoms in the first phase of treatment, an increase as the depression network is activated, and then a decrease in symptoms. Ratings of patients’ weekly narratives, using the CHANGE coding system (Hayes, Feldman, & Goldfried, 2006), revealed that more emotional processing occurred during this period of worsening, and only emotional processing during this phase (and not earlier) predicted improvement in depression. In addition, higher levels of processing were associated with lower levels of avoidance and with more hope and positive view of self (Hayes et al., 2005). Emotional processing (measured by self-report) in the exposure phase of EBCT again predicted improvement in depression in the two Swiss trials (Grosse Holtforth et al., 2012; Grosse Holtforth et al.)
In the RCT, more emotional processing in the exposure phase of EBCT predicted improvement in depression at the end of treatment, but not in CBT. Affective arousal and emotional processing have also been reported to be significant predictors of outcome in emotion-focused therapy (Pascual-Leone & Greenberg, 2007; Pos, Greenberg, Goldman & Korman, 2003). Thus, emotional processing seems to occur during a period of transient symptom exacerbation, which could reflect the destabilization of the depressive network (attractor).

In a recently completed study (Hayes, Yasinski, Ready, & Laurenceau, 2015), we examined whether constructive emotional processing in EBCT involves destabilization of the depressive network and also the development of a more adaptive associative network, consistent with views of change in dynamic systems theory (Hollenstein et al., 2013) and modern emotional processing theory for anxiety disorders (Craske et al., 2012; Foa et al., 2006). Narratives that patients wrote each week were coded (using the CHANGE coding system) for cognitive, affective, and behavioral components of a depressive network and also for a positive network of functioning that included the same components.

Briefly, a computer program called GridWare (Lamey et al., 2004; Hollenstein, 2007) was used to create individual state space grids for each patient over each of the three phases of EBCT. Gridware is designed to depict visually and quantify dynamic systems variables, such as the extent of stability or spread (dispersion) of system behavior across time. Positive network activation and maladaptive (depressive) network activation variables were created to operationalize the extent to which the cognitive, affective, and behavioral nodes of the depressive or positive network were activated in a given session narrative. Each node (cognitive, affective, behavioral) was considered activated if it was rated as occurring at a moderate (CHANGE rating of 2) to high level (rating of 3) in the narratives. To create final depressive and positive network activation scores, the extent of depressive or positive node activation was summed for that narrative. Total scores could range from 0 to 3 nodes activated in the depressive or the positive network for each participant, at each session, and in each of the three phases of treatment. A phase of EBCT included approximately 8 sessions.

From these network activation data, network dispersion and extent of activation in the negative and positive network regions can be quantified. Network destabilization was captured by a dispersion variable, which is the variance or “spread” of the negative and positive activation scores across the grid in a given phase (8 sessions) of therapy (see Figure 2). More network stability is characterized by less movement across the cells of the grid in a given amount of time (Figure 2, panel A), and less stability is characterized by a wider range of movement (Figure 2, panel B). These dispersion scores can then be used in analyses.

Areas of state-space grids were used to determine the percentage of sessions in the depressive or positive regions of the grid for each treatment phase. The depressive region included sessions with depressive activation scores of 2 or 3, and the positive region was defined in the same way, using the positive network activation scores (Figure 3). Extent of network activation in the depressive and positive regions was calculated by dividing the number of sessions a participant spent in the negative or positive regions of the state-space
grid by the total number of sessions during that phase of treatment. For the patient depicted in Figure 3, 75% of the network activation in that treatment phase was in the depressive region and 50% in the positive region. These regions of activation indices for each individual can then be used in analyses.

As predicted, more destabilization of the depressive network (higher dispersion scores) during the exposure phase of EBCT was associated with more constructive emotional processing, which then predicted more network activation in the positive region in the last phase of treatment. The end phase positive network activation, in turn, predicted lower depression scores three months after treatment was completed. We assessed depressive and more positive networks with cognitive, affective, and behavioral components, but our findings are consistent with research by Dozois and colleagues (Dozois et al., 2009; Dozois & Dobson, 2001; Dozois et al., 2014) that focuses on a single cognitive component. They demonstrated that the interconnectedness and strength of both negative and positive self-schemas change with cognitive therapy.

Consistent with the integrative NDT model (Figure 1), this initial line of research suggests that therapeutic change in EBCT involves: 1) reducing rumination and avoidance, 2) activating and destabilizing the depressive network (indexed by the cubic pattern of depressive symptom change and more dispersion), 3) facilitating constructive emotional processing, and 4) developing new, more adaptive configurations of cognition, emotions, and behaviors, which in turn predicted lower depression scores three months after treatment. As in exposure-based treatments for anxiety and trauma-related disorders and emotion-focused therapy for depression, therapeutic change might involve some disturbance to relieve emotional pain (Foà et al., 2006; Pascale-Leone & Greenberg, 2007), and new learning might help to inhibit the depressive network, although this latter point remains to be tested. These findings, if replicated, could have important clinical implications, as clinicians might be particularly reluctant to induce therapeutic disturbance when treating depression.

Although we examined a dynamic systems model of change in the context of EBCT, we hypothesize that this process of change is likely to apply to other forms of treatment, as it is a broad model of general system change. For example, we found a similar pattern of change in cognitive therapy for Cluster C personality disorders (Beck et al., 2004), most of whom had comorbid depression (Hayes & Yasinski, 2015). It is important to note, however, that change can also occur in a more gradual and linear way. The more turbulent type of change that we describe is only one form of transition (Hayes et al., 2007a), but it might be particularly relevant for chronic and treatment-resistant depression, which involves maladaptive and deeply entrenched patterns that might function like attractors.

Psychological treatments can also do more to capitalize on the potent effects of positive emotion (Carl et al. 2013; Dunn, 2012; Garland et al., 2010). Although further testing is warranted, adaptive and flexible patterns of thinking, feeling, and behaving can be exercised and might settle into new attractors that could increase resilience and perhaps reduce the substantial risk of relapse and recurrence (Bouton, 2002).
New Methods and Technological Advancements for the Study of Change

The approach to studying the process of change that we describe moves from pre-post designs of single variables to analyses of individual time-course data, discontinuities in symptom trajectories, and multimodal networks of psychopathology and networks of more adaptive functioning. Using dynamic systems theory as a conceptual framework, however, is not the same as conducting true dynamic systems analyses and modeling. Nonetheless, the general approach of perturbing an entrenched system and tracking change in perpetuating factors, constructive processing (a potential mechanism of change), and old and new patterns (or attractors) can provide a useful way of understanding therapeutic change. We have generated testable hypotheses that can be investigated further in larger samples with more frequent assessments of process and outcome variables. This would allow for more precise temporal sequencing of the variables and a finer degree of resolution. We describe below some exciting new methods and technologies that could enhance the study of change and bring psychotherapy research closer to dynamic systems modeling.

More sophisticated measures of networks, rigidity, and transition require more frequent assessment of the variables of interest. Time series analyses require frequent, continuous, and equidistant measurements (Sheipek et al., 2015). However, researchers must consider burden to participants and the importance of assessing the full course of treatment rather than one or two-week bursts of time. Another important consideration is that therapy is a perturbation that is meant to induce change. Therefore, methods must be able to model movement across the course of therapy and not require assumptions of stationarity. Many of the approaches we describe below use experience sampling methodology (ESM) to achieve this level of data density, and this method could be incorporated into assessment, both during and after treatment. This approach to intensive data collection also allows for person-tailored feedback, which could facilitate the transfer of therapy to everyday life and provide a useful tool to decrease the risk of relapse (e.g., Heron & Smyth, 2010; Sheiepek et al., 2015; Wichers et al., 2011).

Networks and patterns

A number of methods for quantifying networks could significantly improve the detail and kinds of questions that can be investigated in psychotherapy research. Borsboom and colleagues have developed a sophisticated method to characterize network architecture (for a review, see Borsboom & Cramer, 2013). This mostly has been applied to networks of symptoms but could also be applied to the study of how multimodal cognitive-emotional-behavioral-somatic patterns of risk and resilience change over the course of treatment and after treatment is completed. This method can be used to quantify such variables as the density of interconnections, centrality of each of the nodes in a network, and the threshold of activation. This method would have to be able to characterize two attractors and movement over time to capture the dynamics of change in therapy. Bringmann et al. (2013) describe a method for applying network analyses to longitudinal data collected through experience sampling methodology. This approach uses multilevel vector autoregression (VAR), which combines between-subject and within-subject information in a multilevel framework. The information from these analyses can then be analyzed through network analysis techniques.
and visualized through the R-package, qgraph (Epskamp, Cramer, Waldorp, Schmittmann, & Borsboom, 2012). Wichters (2014) describes a way to model more than symptoms and to combine contextual factors, affect, and behavior in a single network.

**Attractor strength**

Although applied to the study of borderline personality disorder, Ebner-Preimer et al. (2015) illustrate in three electronic diary studies how to capture emotion dynamics in response to personally relevant stimuli in patients’ lives. Emotion is only one component, but these methods could potentially apply to the study of networks of cognitions, emotion, behaviors and somatic functioning that are targeted in treatment. The authors illustrate how to capture the home base or baseline of a given variable (attractor), the variability (changes around the affective home base in response to internal or external events), and attractor strength, which they define as the pull back to the home base. They illustrate how to compute and analyze these variables using multilevel regression modeling and diffusion modeling to illustrate the strengths and weaknesses of both statistical approaches. These methods could be particularly useful to study change in psychotherapy. Fisher, Newman, and Molenaar (2011) also describe useful techniques for analyzing pattern order and flexibility, using spectral power analyses and dynamic factor models.

**Destabilization and transition**

A number of dynamic systems modeling tools are available at the early warning signs of transition toolbox website: www.early-warning-signals.org. These methods can be used to quantify and analyze critical instabilities and critical slowing (Scheffer et al., 2012) in a range of complex systems. With intensive data collection, some of these tools could be useful to study the process of change in therapy.

In psychology, van de Leemput et al (2014) illustrate how to model variability and critical slowing in computer simulations as participants transition in and out of depressed states. Demic and Cheng (2014) describe a computation modeling approach that can capture the dynamics of major depressive disorder episodes, as well as factors that influence these dynamics. Steinacher and Wright (2013) also illustrate simulation models of behavioral activation regulation and transitions in and out of bipolar and non-bipolar states. These methodologies could be particularly relevant to the study of treatments for depression, especially over the period after treatment when the risk of relapse is highest. The state-space grid (SSG) methodology of Gridware that we described in our research can be used to capture a wide range of phenomena relevant to the study of change in psychotherapy, including system rigidity, flexibility, and destabilization (for a review, see Howarter, Hollenstein, Boon, Neimeyer, & Brule, 2012).

Sheipek and colleagues (2015) have developed the Synergetic Navigation System (SNS), an ambulatory and real-time monitoring system that provides intensive assessment of process and outcome variables and tools for time series analyses. The SNS is a comprehensive tool for studying the process of change that is based on synergetics, an approach that has considerable overlap with dynamic systems theory. A variety of questionnaires and rating systems can be programmed into the system so that different components of a network (e.g.
cognitive, affective, behavioral, somatic) can be measured. The SNS includes measures of attractor strength and dynamic complexity to identify nonstationarity and critical instabilities. Dynamic complexity identifies jumps, volatility, and pattern complexity of signals. Data are analyzed using a variety of time series procedures, and the output is provided quickly and in a user-friendly and visual way so that it can be used clinically to give patients feedback and guide clinical decision-making. A dashboard system has been developed to give feedback on risk and protective factors as the person goes through the course of treatment.

The SNS can also be used to identify upcoming transitions to indicate when to initiate fMRI assessments (or other physiological measures) to investigate, for example, whether order transitions of brain activity are related to psychological changes during the psychotherapy process (Schiepek et al., 2013). This opens exciting possibilities of mapping therapy processes on to brain activity and perhaps to change in the neural circuits related to rumination, attention and cognitive control, and emotion regulation (De Raedt & Koster, 2010; Farb et al., 2015; Weingarten & Strauman, 2015).

Resilience

In addition to measuring the strength of patterns of more positive functioning, resilience could be assessed during and after treatment using challenge paradigms (Waugh & Koster, this issue) or ongoing assessment of how individuals process negative and positive events in their lives (e.g. Koval et al., in press; Thompson et al., 2012). Wichers and colleagues (2011) illustrate this method in the context of providing person-tailored feedback in everyday life. Another approach is to examine the carryover or degree of transfer (or persistence) of positive emotions or adaptive responses (Höhn et al., 2013) or upwards spirals of positive emotion and cognitions (Garland et al., 2015), using multilevel and autoregressive latent trajectory modeling analyses. Time-series panel analysis (TSPA; Ramseyer, Kupper, Caspar, Znoj, & Tschacher, 2014) also can be used to examine session-to-session change in multiple variables and to analyze patterns of change and temporal feedback loops, which could be particularly useful for modeling positive growth.

Conclusion

Dynamic systems theory can provide a framework to study and perhaps increase the potency of treatments for depression by conceptualizing the task of therapy as one of changing any entrenched system in nature. The proposed network destabilization and transition (NDT) model of therapeutic change describes key processes that go awry in depression and suggests targets for change. New treatments can be developed to mobilize these change processes in more specific and direct ways, considering depression as a dynamic, ongoing process rather than as a discrete episode. With new tools and technological advances, more questions can be examined to get closer to the core mechanisms of therapeutic change. For instance, future research can examine the extent to which the depressive network can or needs to be changed, the extent to which new learning and adaptive patterns of functioning can inhibit the depressive patterns, and if that alone is sufficient for lasting change without altering the depressive network. The architecture and interconnections of the depressive
network itself can be investigated as it changes over time. The parameters of therapeutic destabilization could also be delineated to estimate when this is necessary and under what conditions it is most likely to be helpful. Finally, we can enhance the generalizability of our interventions and facilitate growth beyond the acute phase of treatment. Electronic tools, such as web-based programs and smartphone applications, can provide ongoing monitoring and feedback on risk and resilience factors, as patients engage in their everyday lives during and after treatment. Such advances might not only improve the kind of research that can be conducted, but also significantly reduce the chronicity of depression, as therapy is transported into the lives of those we treat.
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Highlights

- Dynamic systems theory is proposed as a framework for understanding the chronicity of depression.
- Principles of dynamic systems and modern learning theory are applied to the treatment of depression.
- A dynamic systems model of change is investigated.
- Avenues for future treatment innovation are discussed.
**Panel A:** The maladaptive (depressive) network is densely interconnected and elaborated with perpetuating processes that inhibit change. The positive network is less developed.

**Panel B:** Therapy can activate (red lines) and destabilize the maladaptive network and facilitate constructive emotional processing.

**Panel C:** With therapy, the maladaptive network might weaken. Activating and exercising the positive network can create upward spirals of positive functioning.

---

**Figure 1. Network Destabilization and Transition (NDT) Model**
Figure 2. Positive and depressive network activation in a Gridware state space grid
This example depicts network activation scores for a participant during one of three phases of therapy. Depressive and positive network activation scores are plotted for each of eight sessions in a phase of treatment. A node (cognitive, emotional, behavioral functioning coded using the CHANGE rating system) of the depressive or positive network is considered “activated” if it is coded as occurring at a moderate (rating of 2) to high (3) level. For example, the first circle on the far left of Panel A depicts a session narrative with a score of 2 nodes activated in the depressive network and 0 in the positive network (2,0 is plotted). Behavior follows the direction of the arrows across the sessions in that treatment phase. The behavior of networks can be mapped and quantified across the course of treatment. From these data, network dispersion (above) and extent of negative and positive network region activation (Figure 3) can be calculated. Panel A depicts low dispersion across the grid, whereas Panel B depicts higher dispersion. Dispersion scores can be used to approximate network stability or destabilization.
Figure 3. Depressive and positive regions of activation

Areas of state-space grids were used to determine depressive and positive network activation for participants within each treatment phase. Behavior in the depressive region (solid line) was defined as any session in which the total depressive network activation score was moderate to high (two or more nodes were activated in the narrative from that session). Behavior in the positive region (dashed line) was calculated in the same way, using the positive network activation scores. Extent of network activation in the depressive and positive regions was calculated by dividing the number of sessions a participant spent in the depressive or positive regions of the state-space grid by the total number of sessions during that phase. In this example, 75% of the scores in that treatment phase fell in the depressive region and 50% in the positive region. Such a pattern can characterize a system in transition,
as depressive and positive network activation are co-occurring. It is also possible to define nonoverlapping regions, but this co-occurrence is of interest in our research.