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Abstract—In this paper a navigational aid for visually impaired people is presented. The system uses a RGB-D camera to perceive the environment and implements self-localization, obstacle detection and obstacle classification. The novelty of this work is threefold. First, self-localization is performed by means of a novel camera tracking approach that uses both depth and color information. Second, to provide the user with semantic information, obstacles are classified as walls, doors, steps and a residual class that covers isolated objects and bumpy parts on the floor. Third, in order to guarantee real time performance, the system is accelerated by offloading parallel operations to the GPU. Experiments demonstrate that the whole system is running at 9 Hz.

I. INTRODUCTION

According to the World Health Organization (WHO), a whopping 90% of the blind people live in developing countries. As they do not have the money to buy advanced assistance solutions, the white cane is still the most used tool although it still has its limitations, e.g. in the case of aerial obstacles such as tree branches or fire extinguishers hanging in small corridors. As a result, many systems have been presented in the computer vision literature. The proposed solutions are using a variety of sensors including GPS, laser scanners, stereo cameras and active 3D cameras. Regrettably, GPS can not be used indoor and is not able to provide additional information about the environment. Laser scanners are better suited in this respect, but these scanners are generally too expensive and too impractical to carry around. Nonetheless, in [14] a special system was designed for blind people with walking disabilities where a walker was used to mount two planar laser scanners. Stereo vision is a cheap alternative, but the fact that depth has to be estimated increases the processing time and makes these solutions less robust to illumination changes and shadows. Active 3D camera’s are hence the most interesting sensors as they are capable of producing relatively accurate depth maps with sufficiently high resolution at 15 Hz or higher. These sensors either use structured light or are based on the time of flight principle. Undoubtedly one of the most appealing developments in the field of portable 3D cameras is Project Tango, recently announced by Google. The most interesting thing about the Tango tablet is that it incorporates the NVIDIA’s Tegra K1 GPU, currently the only mobile GPU that supports CUDA. The development of these devices is attractive since their parallel computation power can make it possible to perform not only the task of self-localization or obstacle detection in real time but go even beyond that by performing additional obstacle classification or semantic annotation of the scene.

II. RELATED WORK

Computer vision based assistance devices for the blind generally consist of two parts: 1) the estimation of the ego-motion (i.e. odometry) and 2) the detection of obstacles. The former part is related to simultaneous localization and mapping (SLAM) where the goal is to build a map of the environment while at the same time keep track of the position and orientation of the camera. The spectrum of vision-based SLAM approaches is very broad. A lot of systems rely on a feature based framework, characterized by algorithms that track a few features (e.g. SIFT or FAST) in an image sequence, typically in combination with Bayesian filtering to obtain an accurate estimate of the camera pose [1]. Some navigational systems for the blind use a stereo camera that allows to compute 3D points upon which the camera pose is estimated [11], [9], [7]. However, feature-based methods naturally result in sparse representations of the environment and as a consequence they have limited utility in navigational tasks such as obstacle detection and classification. This shortcoming has motivated the development of dense mapping approaches which have been facilitated by the advent of inexpensive RGB-D cameras and parallel computing devices such as the GPU. At the core of these algorithms lies the registration of consecutive point clouds by means of the iterative closest point (ICP) algorithm instead of matching visual features [5]. Since this method only rely on 3D information, it can fail in areas with poor geometrical features and for this reason some researchers tried to combine ICP with visual feature matching [3]. Regarding the actual obstacle detection, a distinction can be made between existing solutions based on whether or not the method is relying on the detection of the ground plane. The former methods mostly use the concept of an occupancy grid, which is a quantization of the space in front of the user into a number of bins. In [10], the authors define a polar grid in front of the user which is subsequently projected on the ground plane and the bins of the grid are filled with 3D points that are located within the bounds of each bin. Obstacles are then defined as cells containing more then a predefined number of points. In [6], the approach of the authors differs fundamentally from the previous one in the sense that the algorithm does not start from the detection of the ground plane. Instead, a segmentation is made of the entire scene on pixel level and together with the associated depth values, a decision is made on which objects could possibly act as an obstruction for the user. In this work, we will improve the work of [13], in which a real-time obstacle detection system was presented that uses data captured by RGB-D cameras. We will elaborate on how we can speed up the detection process by offloading parallel operations to the GPU and extend the system by performing real time camera
with the \(xz\)-plane in our reference system using data captured by an accelerometer. This transformation helps the camera tracking process in providing an initial guess for the orientation of the camera. In addition, it simplifies the segmentation of the ground plane since we can rely on the fact that the ground plane has a normal perpendicular to the \(xz\)-plane.

\section*{B. Obstacle detection}

The first step in the obstacle detection process is to segment the environment into regions that geometrically belong to each other. An indoor scene will typically consist of large planes (e.g. floor, walls, ceiling, ...) and for that reason, the segmentation process will first try to identify these planes. To this end, we exploit the organized nature of the point clouds by scanning it in the image domain thereby comparing neighbouring pixels in a 4-connected way. Each pixel is assigned a label according to its properties compared to its neighbours. More precisely, we use two different comparison functions, the first one testing for the euclidean distance of the corresponding 3D points, \(||p_i - p_{i-1}||_2 < \epsilon\), the second one testing for the deviation in normal vector \(\mathbf{n}_i \cdot \mathbf{n}_{i-1} < \cos \theta\). Only when these two conditions are met, the two neighbouring pixels are assigned the same label. To obtain the label images we first compute a binary image (i.e. mask), which we then feed to our own GPU-based connected component labeling (CCL) algorithm. Once the dominant planes in the scene are segmented, the remaining objects are often easily distinguishable as seen on the middle image of figure 2. It is thus easy to segment these objects by clustering the points based on their relative distance. To this end, we will again use CCL, but this time only using the condition on euclidean distance. The result of this entire process can be seen in the right image of figure 2.

\section*{C. Obstacle classification}

Once the scene is segmented in different planes and objects, the next step is to classify them. We consider four different classes, including staircases, doors, walls and a residual class that covers loose obstacles and bumpy parts on the floor. A staircase can be modelled as a set of planes (i.e. steps) that are all parallel to the ground plane and that are located at the same distance from each other. This is a simple but quite strong model as it can also recognize the challenging case of spiral staircases. The first step in the process is to test the previously segmented planes based on their normal vector, which should indeed be pointing in the direction of the \(y\)-axis. This gives a set of candidates steps \(S\). Subsequently, we look for the plane closest to the ground plane and test if it lies below the maximum height of 30 cm. If such a plane is found, we determine if its number of inliers is higher than a certain threshold. This threshold is variable as steps further away will contain less points than staircases that are close by. Once such a plane is found, we conclude that we are dealing with a step and we repeat the process, looking for another
plane within a distance of 30 cm from the previous one. The process stops when no more planes are found. Note that we test both, for ascending and descending steps. Doors on the other hand can be defined as a plane perpendicular to the ground plane having a certain width and a door handle at a certain position. However, the plane of the door is often not distinguishable from the plane representing the wall. Figure 3 depicts two example doors where the first one represents a so-called non-concave door whereas the second one represents a concave one. In the first case, our previously described plane segmentation algorithm will segment the wall and door as one single plane.

The solution for this problem is to incorporate color information, as the color of the door often differs from the color of the wall, cfr. figure 3. We will still adopt our CCL algorithm but extend it with an additional comparison function based on the registered color image associated with the point cloud. The additional comparison function is given by $||c_i - c_{i-1}||_1 < \epsilon$, in which $c_i$ and $c_j$ are the color vectors of two neighbouring pixels. Each of the components ($h, s, v$ in case of HSV colour space) are subtracted and finally summed. Using this additional condition, we can segment each earlier segmented plane in different subplanes. The final step then consists of testing the width of the obtained planes and looking for the door handle. To define the width of the door, we first compute the convex hull of the set of points belonging to the plane using the quick hull algorithm. Only when the plane fulfills the constraint on the width and when a door handle is present, we will conclude that we are dealing with a door.

D. Camera tracking

The last part of our system consists of tracking the camera pose of each consecutive frame. In the following sections we will discuss the main steps of our ICP-based approach.

1. Point Selection The first step is to select the points which we will use to compute the transformation. Hereby, it is important that we only select points that do not belong to moving objects. Since we already made a segmentation of the scene in the obstacle detection process we can exploit this knowledge to determine if an object is moving by using the geometric consistency property. The main idea of this approach is to verify if all the segments have consistent relative locations in two consecutive frames. In other words, the distance between two objects should remain constant throughout the sequence. To this end we first perform a bipartite assignment for each segment, i.e. an association between the segments of one frame with the ones of the next frame, which we obtain using the Hungarian algorithm. Next, we test for each possible pair of associations the distances between the centres of mass in the current frame ($d_c$) and previous frame ($d_p$). If the difference between $d_c$ and $d_p$ is close to zero, i.e. below a certain threshold, the positions of the two centres of mass in each frame is considered consistent. For each object, we keep track of the number of other objects that are geometrical consistent. Only the objects with a count sufficiently high are considered as static objects, the other ones are considered as moving objects. The points lying in the segments corresponding to a moving object are removed from the selection process.

2. Point Matching The next step is to determine the correspondence between points in two consecutive clouds. In [5], this is achieved by projective data association (PDA). In PDA, the corresponding point of a point $s_i \in S$ is the closest point $d_i \in D$ to the line of projection of $s_i$ into the camera used to obtain the points of the second cloud $D$. Point correspondences are thus computed by projecting one point cloud onto the other with respect to the other’s camera. However, PDA has the limitation that it fails in areas that are poor in geometry. In our case however, it will frequently happen that a user is walking through a long hallway or corridor. Since these corridors mainly consist of a floor and two flat walls, the scene captured by the camera lacks geometric features. A second limitation of PDA is that it introduces a limit in terms of the maximum rotation and translation between two consecutive frames that still allows reasonable data association. To overcome these limitations, we decided to use color information in order to find point correspondences. Instead of using PDA, we perform data association by generating a corresponding map $C_{map}$ based on the flow field found by the Horn-Schunck algorithm. We implemented our own GPU-based method, which is based on the multi-scale strategy described in [8].

3. Rejection For a more accurate estimate of the camera pose, corresponding pairs computed in the previous section are only considered when a correct alignment is guaranteed. Let us therefore define $\epsilon$ as the threshold for the maximum distance of a corresponding pair and $\theta$ as the difference in normal vectors. A corresponding pair $(s_i, d_i)$ is rejected if either one of the following conditions $||R s_i + t - d_i||_2 > \epsilon$ or $R n_i^T (n_i) > \theta$ is met. Herein $R$ is the estimated rotation, $t$ the estimated translation and $n_i$ the normal at the source point.

4. Transformation estimation Once the point correspondences are found, we can compute the actual transformation that aligns the two point clouds. In traditional ICP approaches, the most commonly used error metric is the sum of the euclidean distances between corresponding points after alignment. However, we adopt a point-to-plane error metric as this has been shown to converge much faster. The object of minimization in this error metric is the sum of the squared distance between a point and the tangent plane of its correspondence point given by $E(S, D; T) = \sum_{i=1}^{N} ||(T s_i - d_i) - n_i||^2$. In this equation $n_i$ is the surface normal at $d_i$, which we already computed in parallel for each point of $D$. The final transformation matrix is then given by $T = \arg \min_T E(S, D; T)$.

IV. Evaluation

Our entire system was evaluated on a notebook with a NVIDIA GeForce GT 750M and an Intel Core i7 4700HQ processor inside. We can report that the preprocessing, including the conversion from depth map to point cloud and the normal estimation, takes approximately 10 ms. Regarding the obstacle detection process, the segmentation of the scene for images with a resolution of 640×480 takes approximately 20 ms. The obstacle classification part hardly needs any additional
time to detect staircases as this process mainly relies on the previous segmentation. Identifying doors takes an additional 20 ms due to the computation of the convex hulls of the planes to determine their absolute width. Finally, the camera tracking takes approximately 60 ms per frame. The selection and matching of points is very fast, but the transformation estimation is rather slow due to the linear system that is solved on the CPU. All together, the entire system needs approximately 110 milliseconds to process each new frame.

Regarding robustness, the most critical part of our system is the identification of the ground plane. If the ground plane is wrongly estimated, the entire obstacle detection process will fail. Fortunately, when the ground plane is not visible in the image, we can still rely on the output of the camera tracking to locate it. If the ground plane is correctly identified, the detection of obstacles is very reliable. In order to evaluate the reliability of the step detection process, we used the dataset that was collected by Tang et al. in [12]. This dataset consists of 90 positive images of staircases together with their corresponding depth map and accelerometer data. In addition, a negative collection of 58 entries is provided. Regarding the 90 positive test images, we can report that no stairs remained undetected by our method. Moreover, our method lead to only 2 false positives both of them due to the fact that the ground plane was hardly visible in the image. Besides the dataset presented in [12], we also collected our own dataset containing images and corresponding depth maps of 27 different staircases. Each of these images are selected from sequences that we recorded at the Technicum building of Ghent University. As can be seen in figure 4, our method also works for spiral staircases instead incorporate optical flow as a data association technique.
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V. CONCLUSION
In this paper a novel assistance aid for the visually impaired was presented. The system is unique in different ways. First, we combine self localization with obstacle detection and obstacle classification. Second, we exploit the parallel computing power of the GPU to ensure that both tasks can be executed in nearly real time. Third, we extended existing camera tracking algorithms by combining both depth and color information. Our method differs from existing methods in the sense that we do not adopt computational expensive feature extraction but instead incorporate optical flow as a data association technique.