Abstract—This paper presents an approach for developing an extended prediction self-adaptive controller employing graphical programming of industrial standard devices for controlling fast processes. For comparison purposes, the algorithm has been implemented on three different field-programmable gate arrays (FPGAs) chips. This paper presents research aspects regarding graphical-programming controller design, showing that a single advanced control application can run on different targets without requiring significant program modifications. Based on the time needed for processing the control signal and on the application, one can efficiently and easily select the most appropriate device. To exemplify the procedure, a conclusive case study is presented.
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I. INTRODUCTION

PREDICTIVE control has been used successfully in control applications in all fields of industrial activity, a fact that has triggered an increasing interest in the methodology during the last decade. The choice for predictive control, rather than other modern control concepts, is based on some series of important benefits such as its intuitive principles, performance-oriented design parameters, the ability to handle nonlinearities, and its capability of taking into account various constraints (such as actuator constraints, safety constraints, and quality constraints). Typically, predictive control has been used in the control of slow dynamics processes, such as thermal and chemical plants [1]. However, more and more model-predictive control (MPC) applications are directed toward dynamical systems with fast response times [2]–[4]. Until recently, the main MPC limitation resulted from the long computational time needed for performing the optimization. The use of digital signal processors (DSPs) and field-programmable gate arrays (FPGAs) led to the reduction of the time needed for solving the constrained optimization problem with a period of tens or hundreds of microseconds [5], [6]. The large real-time computational complexity was managed until now using industrial computers, and this paper presents results especially obtained from personal computer implementations.

The purpose of this paper is to present an efficient and robust control solution for fast dynamic systems, using FPGA devices and the LabVIEW graphical-programming environment. The motivation for using this solution is based on the fact that compared to hardware description languages, such as very high speed integrated circuit hardware description language (VHDL), graphical programming is a more user-friendly configuration environment and offers a very short project-development time [7], [8]. An application for a dc motor was chosen for validation and testing purposes. The dc motor supports a wide range of command rates and of execution time variations, without being damaged or broken. The particular application here refers to the control of the dc motor, as a part of the vacuum pumps used to maintain an efficient thermal isolation in the vacuum jacket of a train of three carbon isotopes separation columns. The efficiency of the iso-tope-separation process, occurring at very low temperatures, is strongly dependent upon a strict operation of these vacuum pumps. These need to be carefully controlled since a failure of the vacuum leads to the compromise of the entire separation process [9]. The efficiency of the proposed solution was highlighted by comparing it to several different implementations, a PC-based control system, one implemented on a real-time target, and one on an advanced RISC machine (ARM) microcontroller, all of them running the controller. Finally, the same predictive-control algorithm was implemented on three different FPGA chips: a Virtex-II, a Spartan-6, and a Zynq. The comparison between the three systems has shown that this type of complex algorithms can operate on cheaper FPGA chips, such as the Spartan-6 and Zynq, achieving not only the same levels of computational performance as their more complex and more expensive counterparts but also important power savings. This comparison
regarding the implementation on various FPGA targets and microcontrollers represents one of the main contributions and original elements in comparison to previous research [10], also including comparative tables and benchmarks for resource allocation in FPGAs. This paper also presents the diagrams implemented using LabVIEW.

The choice of using an FPGA instead of a processor-based solution was motivated by several advantages. FPGAs have already been used in industrial control systems, being capable of providing an increased level of performance, while at the same time reducing the cost, size, and power consumption of the actual implementation and improving reliability [11]–[15]. The ever-increasing sophisticated control algorithms can take advantage of the natural parallelism and increased resource density of the FPGA chips [16]. Thus, complex architectures, fully dedicated to the control algorithm to implement, can be developed [17]. The design and real-time implementation of control loops running at frequencies above 1 MHz is now possible with the use of these system-on-chip digital reconfigurable platforms. Although still more expensive than DSPs and microcontrollers, they compensate through their compactness, all the building parts of the competitor solutions (CPU, RAM, bus) being placed inside a single capsule. While DSPs are aimed at implementing signal-processing applications and can perform large amounts of computations, FPGA chips offer higher flexibility levels and transfer the printed circuit board (PCB) complexity inside the device, on-chip. The work in [18] presents a systematic comparison between these two technologies along with their main advantages and drawbacks when used in control applications. FPGAs also provide the possibility of in-the-field programming, which allows the addition of other features to the controller and the implementation of further data postprocessing algorithms. They can also be dynamically reconfigured, enabling the controller to adapt to the needs of the plant. Thus, adaptation to changes in environmental conditions becomes possible.

A wide range of applications in the field of electrical systems employ FPGAs [19]–[21]. The authors in [19] developed a reliable low-complexity reurable digital controller, by using an FPGA implementation. The work in [20] presents an FPGA-based adaptive digital PI controller and emphasizes the advantages provided by FPGAs in the control of complex industrial processes. MPC was addressed for the control of power converters [22] and electric drives [23], FPGA-based solutions showing good control performance [24], [25].

This paper is structured as follows. Section II describes the extended prediction self-adaptive control (EPSAC) principles, while Section III shows the steps completed for finalizing the EPSAC design and the methodology used for the FPGA implementation. Then, Section IV provides information regarding the details of the hardware and of the software setup. The testing and validation of the proposed solution along its performance evaluation are synthesized in the Section V, and finally, the concluding remarks are outlined in Section VI.

II. EPSAC CONTROL PRINCIPLES

The EPSAC methodology is a typical member of the model-based predictive-control (MBPC) family. MBPC is a type of control which uses an online process model (in the control computer) for calculating predictions of the future plant output and for optimizing future control actions. The two key principles of MBPC consist in the explicit online use of the process model for forecasting the process output at future time instants and in the calculation of an optimal control action based on the minimization of a cost function [26]. The principle of the EPSAC control, presented in [26], is based on the minimization of the error between the specified reference trajectory and a future predicted process output. A cost function having the form

$$\sum_{k=N_1}^{N_2} [r(t+k/t)-y(t+k/t)]^2 + \lambda \sum_{k=0}^{N_v-1} [\Delta u(t+k/t)]^2$$

(1)

will be minimized. The design parameters of the cost function are $N_2$—the maximum prediction horizon, $N_v$—the control horizon, $N_1$—the minimum prediction horizon, $\lambda$—the weight parameter, $y(t)$—the (measured) process output, $u(t)$—the process input, and $r(t)$—the reference trajectory. The control signal in (1) is given by

$$\Delta u(t+k/t) = u(t+k/t) - u(t+k-1/t), \text{ with } (2)$$

$$\Delta u(t+k/t) \equiv 0, \text{ for } k \geq N_v.$$  (3)

For minimizing (1), the choice of $N_2$ and $N_1$ plays an important role, as well as the estimation of the process output, $y(t)$, over the prediction horizon $N_1$ to $N_2$. In the EPSAC approach, the prediction of the process output is done based on previous measurements of the process output and input signal, as well as some future values of the input signal.

For predicting the output, the generic model in (4) can be used

$$y(t+k/t) = x(t+k/t) + n(t+k/t)$$  (4)

where $x(t)$ represents the process model output, while $n(t)$ is the process/model disturbance.

To predict the process output $y(t)$, $x(t+k/t)$ is computed based on an existing model of the process, while $n(t+k/t)$ is predicted using filtering techniques.

Assuming the process model for a single-input-single-output system is given by

$$x(t) = \frac{B(q^{-1})}{A(q^{-1})}u(t)$$  (5)

the output model $x$ may be predicted $k$ samples ahead using previous values of the process model and of the control input $u$, considering that polynomials $B(q^{-1})$ and $A(q^{-1})$ in (5) are fully known.

The algorithm for computing the control signal required to minimize (1) uses also the concepts of free and forced response

$$y(t+k/t) = y_{\text{free}}(t+k/t) + y_{\text{forced}}(t+k/t).$$  (6)

The component $y_{\text{free}}(t+k/t)$ can be easily computed using (4), by simply putting $u(t/t) = \cdots = u(t+N_2-1/t) = u(t-1)$. The component $y_{\text{forced}}(t+k/t)$, however, is the effect
Fig. 1. Pseudo-code of the EPSAC control algorithm.

of a sequence of step inputs. In matrix notation, $y_{\text{forced}}$ may be computed as

$$
\begin{bmatrix}
  y_{\text{forced}}(t + N_1/t) \\
  y_{\text{forced}}(t + N_1 + 1/t) \\
  \vdots \\
  y_{\text{forced}}(t + N_2/t)
\end{bmatrix}
= G \cdot
\begin{bmatrix}
  \Delta u(t/t) \\
  \Delta u(t + 1/t) \\
  \vdots \\
  \Delta u(t + N_u - 1/t)
\end{bmatrix}
= G \cdot U
$$

(7)

where $G =
\begin{bmatrix}
  g_{N_1} & g_{N_1} \cdots & \cdots \\
  g_{N_1+1} & g_{N_1} \cdots & \cdots \\
  \vdots & \vdots & \ddots \\
  g_{N_2} & g_{N_2-1} & \cdots & g_{N_2-N_u+1}
\end{bmatrix}
$
and the parameters $g_k$ are the coefficients of the unit step response. Using matrix notation, replacing the result in (7) into (6) gives

$$
Y = Y_{\text{free}} + y_{\text{forced}} = Y_{\text{free}} + G \cdot U.
$$

(8)

The cost function in (1) can be written in matrix notation as

$$(R - Y)^{T} (R - Y) + \lambda U^{T} U
= [(R - Y_{\text{free}}) - GU]^{T} [(R - Y_{\text{free}}) - GU] + \lambda U^{T} U.
$$

(9)

Minimizing (9) with respect to $U$ leads to the optimal solution

$$
U^* = (G^T G + \lambda I)^{-1} G^T (R - Y_{\text{free}}).
$$

(10)

The first element, $\Delta u(t/t)$, in $U^*$ is then used to update the control signal

$$
u(t) = u(t - 1) + \Delta u(t/t).
$$

(11)

The procedure is then repeated at the next sampling instant, when $u(t + 1)$ is computed based on the new measurement $y(t + 1)$. A pseudo-code of the EPSAC algorithm is given in Fig. 1.

III. EPSAC DC MOTOR CONTROLLER

The EPSAC-predictive algorithm can be used for controlling various types of electrical systems [22], [27]. The dc motor provided the possibility of building a flexible stand for running the tests and of achieving rapid performance comparisons.

A. Extraction of DC Motor Parameters for Finalizing EPSAC Design

The EPSAC control strategy implemented in the FPGA has been tested in the closed-loop trajectory control of a dc motor. The first step in the FPGA implementation of the EPSAC
A chosen according to Shannon theorem consists in determining a mathematical model of the process, i.e., the polynomials $A(q^{-1})$ and $B(q^{-1})$ in (5). To determine these polynomials, experimental identification techniques were employed.

Figs. 3 and 4 present the experimental data used for identification of the dc motor model and the output of the identified process model compared to experimental data, when the speed increases and decreases, respectively.

The dc motor output is its rotation speed, represented as experimental data in these figures, while the control input is the dc voltage supplied to the rotor. Prior to the experiment, the input voltage supplied was 70%. A step input of +10% was then applied to the rotor. For decreasing the speed, a −10% step was applied to the input.

Based on the shape of the step response, a transfer function was selected to model the process. The gain, as well as the time constants, is determined through identification techniques.

Using the determined transfer function, the polynomials $A(q^{-1})$ and $B(q^{-1})$ are computed based on a zero-order hold discretization, considering the sampling time $T_s = 0.015\, \text{s}$, chosen according to Shannon theorem

\[
A(q^{-1}) = 1 - 0.94q^{-1}, \quad B(q^{-1}) = 1.54q^{-1}. \quad (12)
\]

In the EPSAC controller design, the maximum prediction horizon is chosen for the predicted signal to capture around 60% of the process dynamics [26]. Since there is no process time delay, the minimum prediction horizon may be chosen $N_1 = 1$ sample, while $N_2 = 10$ samples, $\lambda = 0$, and $N_u = 1$. With this choice of the prediction horizons, the designed controller was first tested on the MATLAB simulation environment, using the transfer function of the model as the mathematical representation of the dc motor.

The controller designed and tested in the simulation environment was further implemented in a FPGA module, using the guidelines given in Sections IV and V, and employed in the closed-loop control of the dc motor previously described.

B. FPGA Implementation of EPSAC

This section shows the methodology that can be used for achieving the FPGA implementation of different types of control algorithms through graphical programming. The steps that have to be followed for reaching an optimal implementation method on the FPGA of the various control methods, realized using specific analysis and simulation environments, are briefly described below.

1) Rewriting the code used for simulation in the LabVIEW environment on the PC or on the real-time target.
2) Program testing using control vectors that were generated during simulation, for the control and for the controlled unit.
3) Data conversion from floating-point format to fixed-point format (FXP) or integer (INT).
4) The comparative testing of the implementations using the control vectors and the data available in the second step.
5) Go through steps 3 and 4 again until the stationary errors are acceptable; in the case of this paper, it is assumed that a small error is acceptable.

The use of MATLAB sequences of code using MathScript was avoided, because it is not supported on the FPGA target.

IV. HARDWARE AND SOFTWARE SETUP

Setting up the hardware and the software for implementing real-life control systems can be a troublesome task. On one hand, the hardware part requires taking into account various parameters including component compatibility, signal conditioning, placing and routing problems, while on the other hand, the software part must consider the architecture of the equipment. However, in this case, the software application takes advantage of the facilities provided by graphical programming [28]. The following two sections will present how the hardware and software had been developed in the case of the example application.

A. Hardware Setup

For interfacing the dc motor, two PCBs have been developed. The first PCB performs the processing of the signal received from the speed transducer, implying the amplification of the signal from the encoder (speed transducer) and signal filtering and its formatting for obtaining rectangular pulses. The board also includes the power driver for commanding the motor. The second PCB represents the load of the dc motor and consists of a digitally controlled resistive load. It is, in fact, a motor acting as a generator, with the same characteristics as the dc motor used, connected to a controlled resistive load. The stand used for verification consists in the embedded system, a power supply, the dc motor, and the components described above (Fig. 5).

B. Software Setup

The FPGA implementation of EPSAC consists of three different while loops: the first loop is used for measuring the speed of the motor; the second loop is used for generating the PWM that changes the speed of the motor using a digital output line; and the third loop represents the main loop, where the control algorithm is implemented.

The first loop measures the speed of the motor using a digital input line and can run at different speeds depending on the sensors that are used. This feature is made possible by including a time delay function, the implementation being based on a sequence of functions, which forces the execution order: two rising edges determine the time period.

The while loop is specific to LabVIEW FPGA implementations and is used for representing the continuous operation mode of the circuit to be realized.

Fig. 5. Experimental stand.
Fig. 6. Third loop—EPSAC control with fixed-point data (upper part) and floating-point data (lower part).

The application running on the real-time target implies the opening of a connection to the FPGA program. The values of the parameters are set using property and method nodes, while the measured values are read inside a loop. Data are not transferred between the real-time target and the FPGA through direct memory access (DMA) first-in, first-out (FIFO) because only a small amount is transmitted; only for the graphical representation of the involved values, the entire control algorithm is being implemented in the FPGA.

The loop that implements the EPSAC method can be seen in Fig. 6. The part below the diagonal of the picture shows the virtual instrument (VI) using floating-point values, while the part above the diagonal shows the program using fixed-point data. The scope presents some of the special fixed-point functions, high-throughput multiplication, and addition.

Fig. 6 includes the blocks from Fig. 1, where the pseudo-code for the EPSAC control algorithm is presented, and the occupied FPGA resources, listed in Table II.

V. TESTING AND VALIDATION

The testing and validation of the design represent an important step in the development of FPGA-based systems and are usually performed using simulator-specific environments. In the case of this paper, several benchmark programs were developed and run on various targets for comparing the computation performances achieved.

LabVIEW provides functions that access the real-time timers of the systems that were tested, offering resolutions in the order of milliseconds, microseconds, or tens of nanoseconds for execution time or jitter measurement. Special frameworks, inside which the application could be tested, were developed. In the end, histograms including the execution time and jitter were realized for analysis.

First, a comparison between different platforms running the controller was done: a PC, a real-time controller, an FPGA, an FPGA including DSP blocks, a dual-core ARM, and an ARM microcontroller. After this, the different implementation options offered by the graphical-programming environment in the case of FPGA devices were studied. In the end, a parallel between the performances offered by three different FPGA technologies used for implementing the controller was made: a more expensive, but relatively old Virtex-II device and cheaper and newer Spartan-6 and Zynq chips. For the first benchmark, the EPSAC algorithm code was compiled on a PC and run locally.

In the second test, the benchmark was transferred and run on the real-time target. For the third set of tests, the benchmarks ran on the FPGA, and finally, the same program was downloaded to a microcontroller. The first limitation of this solution consists of the data representation. In the case of the simulation and for the implementations on the PC, on the real-time target or on the microcontroller, the data are represented on floating point, double-type. When the FPGA is used, the data representation is a fixed point, using different formats, such as 14 bits for the integer word length and 32 bits for the entire word length.

The computational performance differs depending on the tested platform and the jitter is different from the datasheet value, depending on the implementation. The results, presented in Fig. 7, are the maximum reachable values and lead to the conclusion that the FPGA-based EPSAC controller can be used for fast dynamic processes.

Fig. 7. Execution time and jitter for all targets (µs).
The FPGA target is more than five times faster than the PC, for the same control-performance parameters. Another important parameter tested here is the variation on the loop execution time (jitter). In the case of the PC, the jitter varies depending on the tasks that run in parallel with the application at a specific point of time. The minimum resolution of the function used to measure the execution time in the case of the FPGA is 25 ns. For achieving the maximum execution speed, the FPGA program includes mathematical operations specially designed for the FPGA target, allowing the specification of the data representation and its configuration, for both the input and output. The difficulty here consists in the computations involving arrays and in choosing the proper format for the data in fixed-point representation (integer word length and entire word length).

The use of reentrant or nonreentrant VIs in the control loop leads to different percentages in the FPGA resource utilization, in the case of the multiplier blocks, as it can be seen in Table I. The conclusion that can be drawn from Table I is that it is difficult to predict which of the methods will always occupy less hardware resources, but, in general, as can be deduced from the presented cases, nonreentrant VIs lead to overall implementations requiring less area, which could be compiled successfully. Certainly, reentrant VIs lead to FPGA implementations offering faster execution speeds, as can be seen in this table.

In the case of the Zynq 7010 Artix-7 FPGA, which belongs to a more recent generation and for which a compiler from the year 2014 was used, a new situation emerged: the VI could be compiled only after a part of the VIs were configured experimentally as nonreentrant and the others as reentrant. Here, the occupied resources are far from the limit, and many possible configuration cases were obtained. The execution time represents a median value when compared with the one in the other cases, where the other two types of FPGAs were used and where all the VIs were set up to be either reentrant or nonreentrant. Other types of implementations on Artix-7 FPGA were not possible to be compiled due to an increase of the number of slices or DSP48s multipliers above the maximum limit.

The execution time can be improved by choosing reentrant VIs and preallocating clones for each instance of the blocks, by this way instantiating each one of them. In Table I, R stands for reentrant and N-R for nonreentrant VIs. The use of nonreentrant subVIs (subroutines) requires less multipliers, but more other FPGA resources are needed in this case, leading to an increase in the overall program-execution time. The amount of occupied resources in the FPGA is specific to the LabVIEW implementation and can be different than that of a VHDL implementation.

Furthermore, the area occupied by the controller can differ depending on the device and software version. However, the advantage of the approach used in this paper lies in the short project-completion time [29]. Experiments indicate that the system used for algorithm implementation allows clock speeds between 3 and 40 MHz. Therefore, if the process dynamics permits it, the clock frequency can be decreased, so that power savings can be achieved. This is also the case of the example application, where the execution time can be extended without affecting the control.

Table II presents the resource requirements and the execution time of some of the functions used in the control algorithm presented as pseudo-code in Fig. 1.

The operations performed on vectors occupy more FPGA resources as the ones performed on scalars, and the loops, in the current case for loops, significantly increase the execution time.
time. The information in this table allows the user to perform optimization actions in case the achievement of an application that requires less FPGA resources is desired, which compiles faster or which provides shorter execution times. Although different technologies, with release dates separated by several years, are compared, the differences between the results are relatively small. The reasons for choosing the newer technology, Spartan-6 or Zynq, consist in the reduced cost and power consumption of the FPGA, but the industrial equipment embedding these state-of-the-art devices is still expensive.

Two data vectors, one for command and one for speed, generated through simulations, were used for evaluating the correctness of the proposed solution. The closed-loop experimental results are presented in Figs. 8 and 9 together with the simulation results.

The simulated EPSAC controller reaches the new prescribed setpoint within 0.4 s with no overshoot, while the experimental results with the FPGA-based EPSAC controller show that a similar performance is obtained with a settling time of 0.5 s and zero overshoot. The dc motor rotation speed is given in Fig. 8, while the corresponding control input, required to drive the dc motor to its new prescribed position, is presented in Fig. 9.

The validation of the proposed implementation, first on the PC, then on the real-time target, and finally, on the FPGA, was made possible by using the data vectors generated through simulation. The validation step was important, especially for the FPGA implementation, because additional changes in the behavior of the controller, caused by the translation from double precision data type (DBL) to FXP representation, occurred. Taking into account the fact that the program compilation time lasts for approximately 10 min, the simulation of the FPGA program was also an important action.

The behavior of the FPGA-based solution and the robustness of the controller are emphasized using three different dc motors from the same power class (Fig. 10). Fig. 11 shows that the command varies in different ways, because of the differences between the motors’ parameters.

The execution time and jitter on the targets that were used are presented in Fig. 7. The execution time of the control loop (sampling time) in the FPGA or running on the real-time target has a constant value, 15 ms, while a variation of ±200 µs appears on the real-time target. The PC implementation has loop execution-time variations, which can reach up to tens of milliseconds. The performance is higher when the execution time is shorter, but at the same time, the jitter should be as low as possible.

In the vast majority of cases, for a numerical control system or for a “time critical” process, a better control system is obtained when the jitter is at its minimum. The PC does not belong to this category, having a short execution time, but a rather large jitter value. A jitter value which is hundreds of times smaller than the value of the execution time does not affect the control system, but a jitter having the same magnitude as the execution time negatively affects the entire system.

VI. Conclusion

For the case of the EPSAC control strategy, this paper demonstrates the feasibility of the graphical-programming controller design methodology as a fairly elegant, effective, and user-friendly method. Different implementations were compared against each other regarding speed, hardware resources, real-time performance, and programming aspects, under the following circumstances: graphical-programs portability on as many industrial standard devices as possible, program
scalability providing the possibility of running on resource-limited and relatively cheap devices or on high-performance systems. The results show that the FPGA solution offers a good compromise considering computational speed, hardware-resource usage, power consumption, and real-time performance. These advantages provide the possibility of using predictive control for fast dynamic processes. The results obtained justify the use of a graphical-programming environment in industry for realizing fast synthesis of control algorithms and for shortening time to market dedicated solutions.
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