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ABSTRACT

The High Efficiency Video Coding (HEVC) was developed by the Joint Collaborative Team on Video Coding (JCT-VC) to replace the current H.264/AVC standard which has been widely adopted in the last years. Therefore, there is a lot of legacy content encoded with H.264/AVC and an efficient conversion to HEVC is needed. This paper presents a Fast Quadtree Level Decision (FQLD) algorithm that greatly reduces the complexity of the transcoding process between H.264/AVC and HEVC. The proposal tries to exploit the information gathered at the H.264/AVC decoder to make decisions on Coding Units (CU) splitting in HEVC using a Naïve-Bayes (NB) probabilistic classifier. Experimental results show that the proposed transcoder can achieve a good tradeoff between coding efficiency and complexity.

Index Terms— H.264/AVC, HEVC, Transcoding, CTU Splitting

1. INTRODUCTION

HEVC [1] was developed by the JCT-VC to replace its predecessor, H.264/AVC standard. The main goal of HEVC was to significantly improve the Rate and Distortion (RD) performance compared to H.264/AVC in order to allow for new applications, such as beyond High Definition (HD) resolutions (so called 4K, 3840x2160 pixels, and 8K, 7680x4320 pixels). It is surely the most significant event in digital video compression field in a decade. With the collaborative effort of a lot of experts, HEVC can provide approximately twice the compression performance of prior standards while maintaining the same level of video quality but at a cost of extremely higher computational and storage complexities [2].

With this challenge in mind, this paper presents an algorithm to be used as part of a low complexity heterogeneous H.264/HEVC video transcoder that greatly reduces the complexity of the transcoding process. The proposal tries to exploit the information gathered in the H.264/AVC decoder to assist decisions on CU splitting in HEVC using a statistical NB classifier to avoid exhaustive RD Optimization (RDO) search on all possible CU sizes and its modes. Experimental results show that the proposed algorithm can achieve a speedup in the video transcoder up to 3.98 without significant loss in the RD performance and it also improves some of the related works available in the literature.

The remainder of this paper is organized as follows: Section 2 includes a technical background and the related work which is being developed about the topic. Section 3 introduces our proposed transcoding algorithm. Experimental results are shown in Section 4. Section 5 concludes the paper and includes the future work.

This work has been jointly supported by the MINECO and European Commission (FEDER funds) under the projects TIN2012-38341-C04-04, TIN2010-20900-C04-03 and TIN2013-46638-C3-3-P. Likewise, this work has also been supported by the Spanish Education, Culture and Sports Ministry under grant FPU12/00994.
2. RELATED WORK

HEVC introduces new coding tools respect to its predecessor H.264/AVC as well as it improves other which were already used [1][2]; all of them make it possible to notably increase the coding efficiency. One of the most important changes affects to the picture partitioning. HEVC dispenses with the terms of Macro-Block (MB) and Block for the Motion Estimation (ME) and the transform respectively and introduces three new concepts: CU, Prediction Unit (PU) and Transform Unit (TU). This structure leads to a more flexible coding to suit the particularities of the frame. Each picture is partitioned into squared regions of variable size called CUs which replace the MB structure of previous standards. Each CU, whose size is limited from 8x8 to 64x64 pixels, may contain one or several PUs and TUs. To fix the size of each CU, first of all, a picture is divided into 64x64 pixels areas, which are called Coding Tree Units (CTU), and then, each CTU can be partitioned into 4 smaller sub-areas of a quarter of the original area. This partitioning can be done with each sub-area recursively until it has a size of 8x8 pixels.

HEVC checks most of PUs (Inter and Intra modes) to decide whether it splits a CU or not by choosing the best RD case. Furthermore, in the case of inter prediction, for each of these PU partitions a ME algorithm is called. This wide range of possibilities makes HEVC to be much more computationally expensive than its predecessor H.264/AVC. HEVC introduces changes in other modules too, such as the Intra Prediction (where a whole of 35 different coding modes can be selected), the PU modes (it introduces asymmetric modes), new image filters or new transform sizes [1][2].

On the other side, video transcoding is the process of converting a compressed video stream encoded with a determinate format or characteristics into another video stream encoded with a different codec or characteristics. The transcoding process should perform the conversion without making necessary the complete process of decoding and re-encoding [4]. Transcoding has been a hot research topic in the last years in the framework of MPEG-2 to H.264/AVC [5] or H.263 to H.264/AVC transcoders [6], also between H.264-extensions such as H.264/AVC to SVC [7] or, even, between Distributed Video Coding (DVC) and H.264/AVC [8].

As far as the authors of this paper know, nowadays, there are few approaches that deal with the problem of converting already encoded streams with H.264/AVC into the new standard HEVC. The approach presented in [9] focuses on reducing the number of CUs and PUs partitions to be checked by means of an improved RDO metric. In [10], the authors propose a reuse of Motion Vectors (MVs) as well as a similarity metric to decide which HEVC CU partitions have to be tested. In [11] proposal which combines parallelization and reutilization of information fetched at the decoder side of H.264/AVC can be found. This second part of the proposal uses the frame resolution in order to restrict the quadtree splitting and it reuses the partitioning modes in order to select the available PU modes in each case. In [12] the k first frames of the sequence are used to compute the parameters so that the transcoder can learn the mapping for that particular sequence, is proposed. Then, two types of mode mapping algorithms are proposed. In the first solution, a single H.264/AVC coding parameter is used to determine the outgoing HEVC partitions using dynamic thresholding. The second solution uses linear discriminant functions to map the incoming H.264/AVC coding parameters to the outgoing HEVC partitions; this solution is called Proposed Transcoder for Content Modeling using Linear Discriminant Functions (PTCM-LDF).

In this paper, a novel technique for accelerating the HEVC partitions is proposed based on a Bayesian Classifier; in particular the simplest one is used, NB classifier (see e.g. [13]). The existence of a correlation between some information from H.264/AVC (residual, motion vectors, modes...) and HEVC partitions is considered to learn a classifier to be used for the selection of the best CU partition. This technique converts a very complex process into a simple set multiplications of probabilities, which significantly reduces the complexity of the HEVC encoder, as shown by the results presented.

3. PROPOSED TRANSCODER

This paper proposes an algorithm which aims to reduce the computational complexity to decide the appropriate depth for each quadtree. For each level, the algorithm decides whether it is more likely to split the CU ($C_S$) or not ($C_B$). Therefore, $C_S$ and $C_B$ are the labels of the class variable to predict by the proposed approach. Figure 1 describes the CU splitting algorithm for the proposed transcoder, which we have called FQLD. The idea resides on determining whether the CU has to be partitioned or not. If $C_S$ is chosen, only Skip and 2Nx2N PUs are checked and, otherwise, all PUs at this CU depth are evaluated and the algorithm for this CTU finishes.

In this study we focus on the use of machine learning (supervised classification) at levels 0 and 1, while at level 2 a much simpler approach is followed. Basically, as CU size at this level is 16x16 pixels, which is the MB size in H.264/AVC, the proposed algorithm simply mimics H.264/AVC: if MB size was 16x16, 16x8 or 8x16, then the decision is $C_N$, otherwise (smaller sizes), the decision is $C_S$.

At levels 0 and 1 of the quadtree (CU sizes of 64x64 and 32x32 pixels respectively) probabilistic classifiers are learnt and used to make the decision, in particular, a NB classifier has been selected since this model is computationally efficient while achieving a high hit rate. A NB classifier computes the posterior probability of each label $C_i$ given the set of features $F = \{ w_1, \ldots , w_n \}$ as input: $P(C_i|F) \propto P(C_i) \prod_{j=1}^{n} P(w_j|C_j)$, and it decides the output label as one with high probability.

Four NB classifiers for levels 0 and 1 and frame types P and B ($M_{0P}, M_{1P}, M_{0B}$ and $M_{1B}$) have been trained offline.
using $QP = \{22, 27, 32, 37\}$ and 6 sequences from those described in [14] (PeopleOnStreet, ParkScene, BQMall, RaceHorses, Johnny and SlideEditing). The first 1000 CUs for each QP-sequence pair were selected. The initial set of features, $F$, fetched from H.264/AVC stream, are calculated for the covered area (in MBs) by the current HEVC CU:

- $w_{QP}$: QP value used to encode the stream.
- $w_{bits}$: amount of bits used to encode all the MBs for the current CU after applying the Context-adaptive binary arithmetic coding (CABAC) operation.
- $w_{intra}$, $w_{skip}$, $w_{16}$, $w_{4}$, $w_{inter}$: amount of Intra, Skip, Inter 16x16, Inter 4x4 and other Inter MBs respectively.
- $w_{DCT_{non}}$: number of non-zero DCT coefficients.
- $w_{width}$, $w_{height}$: frame width and height respectively.
- $w_{MV_{sum}}$: sum of all the MVs components contained in the frame.
- $w_{resAvg}$, $w_{resVar}$: average and variance of the residue for the covered area respectively.
- $w_{resAvgSubCU1}$, $w_{resAvgSubCU2}$, $w_{resAvgSubCU3}$, $w_{resAvgSubCU4}$: average of the residue for each sub-CU: 1, 2, 3 and 4 respectively.
- $w_{resVarSubCU}$: variance of the 4 previous values.
- $w_{sobelH}$, $w_{sobelV}$: sum of applying Sobel operator [15] in the residue in horizontal and vertical directions.
- $w_{MVxAvg}$, $w_{MVyAvg}$, $w_{MVxVar}$, $w_{MVyVar}$: average and variance of $x$ and $y$ MVs components respectively for the covered area.

Starting from this original set of features, four independent machine learning processes are carried out in order to learn the corresponding models, $M_{0F}$, $M_{1P}$, $M_{0B}$ or $M_{1B}$.

The steps of the learning process are:

1. To avoid the standard (and improbable) assumption that the values of each feature given each class label follows a parametric distribution, we discretize all the numerical variables by using a supervised method [16], that is, the intervals are chosen in such a way, that the resulting discrete variable has as much as possible discriminative power regarding the class variable.

2. After that, a wrapper stepwise forward attribute selection process [17] was carried out to select the best subset of features according to the prediction of the class labels. NB algorithm is used during the search to evaluate the goodness of each subset, removing those redundant and irrelevant variables that may hurt its accuracy.

3. From the resulting discretized and reduced dataset a NB classifier is learnt, and posteriorly calibrated in order to accommodate the particularities of the addressed problem. That is, since 64x64 and 32x32 CUs are not usually chosen, a cost analysis has been carried out by increasing the cost of choosing $C_N$ when it really was $C_S$. This cost has been set based on the quadtree level and the resolution (higher resolutions tend to have higher CU sizes and viceversa): on the one hand, for level 0 the cost is always 2.0 and for level 1 the cost is also 2.0 if the resolution is smaller than Full HD and 1.0 in other case. On the other hand, the cost of choosing $C_S$ when it really was $C_N$ is always 1.0 and the cost of correct classification is 0.0.\(^1\). The output from this analysis is the threshold to be used in the classification, instead of the standard 0.5 one.

### 4. PERFORMANCE EVALUATION

The transcoder has been tested with the sequences and test conditions approved in [14]. Used QP values were \{22, 27, 32, 37\} and configurations were Random Access Main 10 (RA), Low Delay B Main 10 (LB) and Low Delay P Main 10 (LP). The results shown are the average values of the sequences which compose a class. The software used has been JM 18.4 [18] for H.264/AVC and HM 12.0 [19] for HEVC. The remainder of coding parameters are kept as default in the configuration file. Thus, the process to generate this results is the following:

2. Decode each file with the decoder side of the proposed transcoder, producing a YUV’ file as well as all the information needed for the proposed algorithm.

\(^1\) A value of 2.0 means that we have estimated that the cost of wrongly classifying $C_S$ as $C_N$ is twice that the contrary error. This type of error at high levels (0 or 1) can have a great impact in the output sequence, because subsequent low-level splitting is not considered.
Table 1. Transcoder with FQLD algorithm results

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Sequence class</th>
<th>Level 0</th>
<th>Level 0 and 1</th>
<th>Levels 0, 1 and 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BD-rate (%)</td>
<td>Speed-up</td>
<td>BD-rate (%)</td>
<td>Speed-up</td>
</tr>
<tr>
<td>RA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class A</td>
<td>0.3</td>
<td>1.24</td>
<td>7.5</td>
<td>2.19</td>
</tr>
<tr>
<td>Class B</td>
<td>0.2</td>
<td>1.29</td>
<td>6.4</td>
<td>2.41</td>
</tr>
<tr>
<td>Class C</td>
<td>0.2</td>
<td>1.19</td>
<td>2.5</td>
<td>1.75</td>
</tr>
<tr>
<td>Class D</td>
<td>0.4</td>
<td>1.19</td>
<td>1.9</td>
<td>1.79</td>
</tr>
<tr>
<td>Average</td>
<td>0.3</td>
<td>1.23</td>
<td>4.7</td>
<td>2.02</td>
</tr>
<tr>
<td>LB</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class B</td>
<td>0.2</td>
<td>1.12</td>
<td>5.9</td>
<td>2.25</td>
</tr>
<tr>
<td>Class C</td>
<td>0.0</td>
<td>1.11</td>
<td>2.7</td>
<td>1.66</td>
</tr>
<tr>
<td>Class D</td>
<td>0.0</td>
<td>1.11</td>
<td>1.8</td>
<td>1.72</td>
</tr>
<tr>
<td>Class E</td>
<td>1.1</td>
<td>2.04</td>
<td>5.6</td>
<td>3.61</td>
</tr>
<tr>
<td>Average</td>
<td>0.2</td>
<td>1.22</td>
<td>4.0</td>
<td>2.05</td>
</tr>
<tr>
<td>LP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class B</td>
<td>0.1</td>
<td>1.11</td>
<td>4.6</td>
<td>1.79</td>
</tr>
<tr>
<td>Class C</td>
<td>0.1</td>
<td>1.06</td>
<td>2.2</td>
<td>1.56</td>
</tr>
<tr>
<td>Class D</td>
<td>0.1</td>
<td>1.17</td>
<td>1.3</td>
<td>1.46</td>
</tr>
<tr>
<td>Class E</td>
<td>1.0</td>
<td>1.65</td>
<td>5.4</td>
<td>3.24</td>
</tr>
<tr>
<td>Average</td>
<td>0.3</td>
<td>1.18</td>
<td>3.3</td>
<td>1.77</td>
</tr>
<tr>
<td>Global average</td>
<td>0.3</td>
<td>1.27</td>
<td>4.0</td>
<td>1.95</td>
</tr>
</tbody>
</table>

3. Encode the YUV’ file with the encoder side of the original transcoder (anchor).
4. Encode the YUV’ file with the encoder side of the proposed transcoder (proposed).
5. Compare the anchor and the proposed streams in order to obtain the BD-rate and the speed-up.

Table 1 contents the results for RA, LB and LP configurations in terms of speed-up and BD-rate [20] (which measures the increment in bitrate while maintaining the same objective quality). This table shows the difference of applying the FQLD algorithm to incremental levels so that the evolution of the speed-up and BD-rate can be appreciated. Thus, it can be seen that the more levels the algorithm is applied, the greater are the speed-up and the BD-rate. Moreover, results show that level 0 could achieve a moderate speed-up without a significant loose. Therefore, the quality-complexity could be adjusted by the user deciding whether to apply the FQLD algorithm to 1, 2 or 3 levels.

Regarding configurations, it can be observed that RA is, in average, the configuration with the greatest time saving, since it is the one with most complexity in the ME module. LB configuration obtains a similar speed-up since the algorithm works well with E class as it contains videoconferencing sequences, which are easy to predict due to static backgrounds and few details. Finally, LP configuration obtains less speed-up since the ME module has less weight in P frames.

4.1. Comparison with other proposals

Table 2 shows the comparison between FQLD algorithm and PTCM-LDF algorithm (proposed by [12] and depicted in Section 2), which can be parametrized with the number of frames used to train and the length of the sequence. C class and the same configuration than in [12] is used (LP configuration with only 1 reference frame). It can be seen that for comparable speed-ups, FQLD achieves lower BD-rates.

Table 2. Comparison between PTCM-LDF and FQLD algorithms

<table>
<thead>
<tr>
<th></th>
<th>BD-rate (%)</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 frames</td>
<td></td>
</tr>
<tr>
<td>PTCM-LDF</td>
<td>2.5 s</td>
<td>4.89</td>
</tr>
<tr>
<td></td>
<td>5 s</td>
<td>4.88</td>
</tr>
<tr>
<td></td>
<td>10 s</td>
<td>5.42</td>
</tr>
<tr>
<td>FQLD</td>
<td>3.34</td>
<td>4.72</td>
</tr>
<tr>
<td></td>
<td>50 frames</td>
<td></td>
</tr>
<tr>
<td>PTCM-LDF</td>
<td>2.5 s</td>
<td>4.45</td>
</tr>
<tr>
<td></td>
<td>5 s</td>
<td>4.86</td>
</tr>
<tr>
<td></td>
<td>10 s</td>
<td>5.82</td>
</tr>
<tr>
<td>FQLD</td>
<td>3.34</td>
<td>4.72</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td></td>
</tr>
<tr>
<td>PTCM-LDF</td>
<td>4.92</td>
<td>1.90</td>
</tr>
<tr>
<td>FQLD</td>
<td>4.00</td>
<td>1.89</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS AND FUTURE WORK

This paper contains a proposal of algorithm which can accelerate the transcoding process from H.264/AVC to HEVC by deciding which quadtree level is the most appropriate without the need of testing all the possible CUs/PUs. Results show that a good tradeoff between quality loss and acceleration is achieved: a 2.28 of speed-up in average with a negligible increment of a 4.8% in the BD-rate. Moreover, FQLD can achieve better BD-rates than a state of the art algorithm such as PTCM-LDF when similar speed-ups are compared.

As future work, dynamic solutions which would adjust the bayesian model to a particular sequence could be explored. Moreover, the set of features could be improved using information from the Skip and 2Nx2N PUs.
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