Fast Identification of Wiener-Hammerstein Systems using Discrete Optimization

M. Schoukens, G. Vandersteen, Y. Rolain, and F. Ferranti

This letter proposes a fast identification algorithm for Wiener-Hammerstein systems. The computational cost of separating the front and the back linear time invariant block dynamics is significantly improved by using a discrete optimization. The discrete optimization is implemented as a genetic algorithm. Numerical results confirm the efficiency and accuracy of the proposed approach.

Introduction: Block-oriented structures are useful to model a nonlinear system. Applications range from RF amplifiers over chemical processes to physiological systems [1]. A block-oriented model consists of two types of blocks: Linear Time Invariant (LTI) and static nonlinear blocks. The most simple block-oriented model structures are the Wiener (a LTI block followed by a static nonlinear block) [1],[2] and the Hammerstein (static nonlinear block followed by a LTI block) [1],[3] model structure. A straightforward extension of the Wiener and the Hammerstein structure is the Wiener-Hammerstein structure. A Wiener-Hammerstein model structure (see Figure 1) is given by a static nonlinearity that is sandwiched in between two LTI blocks [1],[4],[5]. In this letter we assume that the output $y(t)$ of a Wiener-Hammerstein system is given by:

$$y(t) = S(q)[f(H(q)[u(t)])],$$

where $q^{-1}$ denotes the backwards shift operator and $u(t)$ is the noise free input signal. $H(q)$ and $S(q)$ are rational forms in the backwards shift operator $q^{-1}$, and $f(x)$ is assumed here to consist of a linear combination of basis functions for the nonlinearity (e.g. polynomials):

$$H(q) = \frac{D(q)}{C(q)} = \frac{d_0 + d_1 q^{-1} + \ldots + d_n q^{-n}}{c_0 + c_1 q^{-1} + \ldots + c_n q^{-n}},$$

$$S(q) = \frac{B(q)}{A(q)} = \frac{b_0 + b_1 q^{-1} + \ldots + b_n q^{-n}}{a_0 + a_1 q^{-1} + \ldots + a_n q^{-n}},$$

where $D(q)$ and $B(q)$ are created using the position of the poles and zeros of the parametrized BLA are also the poles and zeros of the LTI blocks $H(q)$ and $S(q)$ of the Wiener-Hammerstein system.

These poles and zeros of the BLA need to be assigned to either $H(q)$ or $S(q)$. All possible partitions of poles/zeros $H_k(q)$ and $S_k(q)$ are created such that:

$$G_{BLA} = \alpha H_k(q)S_k(q),$$

where $k$ is the combination index and $\alpha_k$ is a gain factor, which is included in the estimation of the static nonlinearity.

Next, a static nonlinearity is estimated for every combination $k$. This problem is linear in the parameters if the static nonlinearity $f_k(x(t))$ is described by a linear combination of basis functions. It is solved using linear least squares regression, resulting in the estimate $f_k$.

Finally, all the estimated models are ranked based on their mean squares error $\epsilon_k$:

$$\epsilon_k = \frac{1}{N} \sum_{t=1}^{N} \left( y(t) - \hat{y}_k(t) \right)^2,$$

Fig. 1 A Wiener-Hammerstein system: a static nonlinear block $f(x)$ sandwiched in between two LTI blocks $H(q)$ and $S(q)$.

Brute-force Identification by Pole-Zero Allocation Scan: The algorithm proposed in [4] starts with the estimation of the poles and zeros of the overall dynamics that are present in the nonlinear system. This is done using the Best Linear Approximation (BLA) [6]. When input signals belonging to the Riemann equivalence class of asymptotically normally distributed excitation signals are used, the BLA of a Wiener-Hammerstein system is given by [6]:

$$G_{BLA} = \alpha H(q)S(q),$$

where $\alpha$ is a gain factor that depends on the power spectrum of the input signal and the Wiener-Hammerstein system under study. The poles and the zeros of the parametrized BLA are also the poles and zeros of the LTI blocks $H(q)$ and $S(q)$ of the Wiener-Hammerstein system.

Obtaining an estimate for the two LTI blocks is the main difficulty during the identification of a Wiener-Hammerstein system. A brute-force approach is proposed in [4] to split the dynamics that are present at the front and at the back of the Wiener-Hammerstein structure. This method is quite straightforward and obtains good results. Its main drawback is the high computational time that is needed for the brute-force scan.

A fractional power approach is proposed in [5] to avoid the time-consuming scanning procedure. All the poles and zeros are present in both subsystems $H(q)$ and $S(q)$ with an exponent of respectively $\alpha$ and $1 - \alpha$ ($0 \leq \alpha \leq 1$):

$$H(q) = \frac{D(q)}{C(q)} = \frac{\prod_{i=1}^{n_p} (z_i - q^{-1})^{\alpha_{p,i}}}{\prod_{i=1}^{n_z} (p_i - q^{-1})^{1-\alpha_{p,i}}},$$

$$S(q) = \frac{B(q)}{A(q)} = \frac{\prod_{i=1}^{n_p} (z_i - q^{-1})^{(1-\alpha_{p,i})}}{\prod_{i=1}^{n_z} (p_i - q^{-1})^{1-\alpha_{p,i}}},$$

where $n_p$ and $n_z$ denote the number of poles and the number of zeros respectively. This replaces the brute-force scan by a continuous (constrained) optimization over the fractional powers $\alpha_{p,i}$ and $\alpha_{z,i}$ of the poles and zeros. This allows the poles and zeros to shift smoothly from $H(q)$ to $S(q)$. The main disadvantage of this optimization scheme is that it results in a fractional power representation of $H(q)$ and $S(q)$, which can be a local optimum. This fractional power representation can be recast into a power representation as in (2) and (3) in a second optimization step, but it makes the method more computationally involved.

This letter proposes to use a discrete optimization approach to speed up the identification process, while keeping a high accuracy level and the simplicity of the brute-force approach. The outline of the letter is as follows. The first section summarizes the method that is presented in [4]. Next, the discrete optimization approach is explained. Finally, a simulation example shows the improvement in accuracy and efficiency that is obtained using the discrete optimization approach.
are used in several fields such as bioinformatics, computational science, engineering, economics, chemistry, mathematics and physics. The static nonlinearity is estimated each time the cost function is evaluated for a certain value of the parameter vector \( \theta \), as explained in the previous section. Instead of evaluating all possible pole/zero combinations, only a subset will be evaluated using the genetic algorithm. This results in a significant speedup of the identification algorithm.

**Simulation Example:** A Monte Carlo simulation is performed to show the best results in accuracy and efficiency that are obtained using the discrete optimization approach. Consider doing such a simulation, where the Wiener-Hammerstein system is created with a polynomial static nonlinearity of degree 3:

\[
r = 3x + w_2 x^2 + w_3 x^3.
\]

(11)

The coefficient of the linear term is equal to 3, the 2nd and 3rd degree coefficients \(w_2\) and \(w_3\) are uniformly distributed in the range \([-0.25, 0.25]\). The simulation is performed for different LTI orders. The front LTI block and the back LTI block are Chebyshev filters of the same order \(n_b = n_a = n_c = n_d = [5, 6, 7, 8]\). The front LTI block is a Chebyshev type 1 filter with an in band ripple of 3 dB and a cut-off frequency that is uniformly distributed in the range \([0.025 f_s, 0.125 f_s]\). The back LTI block is a Chebyshev type 2 filter with a stop band ripple at 50 dB and a cut-off frequency that is uniformly distributed in the range \([0.025 f_s, 0.125 f_s]\). The cut-off frequencies of the LTI blocks are independent of each other.

The brute-force algorithm and the discrete optimization approach both use the same cost function. The brute-force algorithm evaluates this cost function for every possible parameter vector \( \theta \). The discrete optimization approach evaluates this cost function for a much smaller set of parameter vectors. The genetic algorithm that is present in the Matlab Optimization toolbox function ‘ga’ (function name) is used. The optimization settings used for the simulations are shown in Table 1. An important setting of the genetic algorithm is the population size. If the population size is too small, the algorithm might get stuck in a local optimum, a too large population size slows down the algorithm since it needs to perform many function evaluations.

The true zeros and poles of the LTI blocks are used, instead of the zeros and poles of the estimated BLA, to simplify the Monte Carlo simulation. The cost function is evaluated with 1 period of a periodic Gaussian noise signal with a standard deviation equal to one. One period contains 4096 points. 100 simulations are performed for each model order. The low degree of the nonlinearity in the system, and the limited number of data points that is used during the cost function evaluation ensure that the Monte Carlo simulation can be performed in a reasonable amount of time.

The discrete optimization approach clearly speeds up the identification process, as is shown in Table 2. A speed-up factor equal to 10 is obtained for the higher model orders, while a speed-up factor equal to 2 (a bit less than 2 for the model order 12 case) is obtained for the lower model orders. The success rate shows the percentage of the cases where the discrete optimization and the brute-force scan ended up in the same minimum value of the cost function. A success rate of 95% to 100% is achieved in all cases. An even higher speed-up can be achieved, but this comes at the cost of a lower success rate.

**Table 1:** Settings of the Matlab Optimization toolbox function ‘ga’.  
<table>
<thead>
<tr>
<th>Setting Name</th>
<th>setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>PopulationType</td>
<td>bitstring</td>
</tr>
<tr>
<td>CreationFcn</td>
<td>gacroattununiform</td>
</tr>
<tr>
<td>CrossoverFcn</td>
<td>crossoverscattered</td>
</tr>
<tr>
<td>MutationFcn</td>
<td>mutationuniform</td>
</tr>
<tr>
<td>Generations</td>
<td>50</td>
</tr>
<tr>
<td>PopulationSize</td>
<td>see Table 2</td>
</tr>
<tr>
<td>StallGenLimit</td>
<td>5</td>
</tr>
<tr>
<td>TolFun</td>
<td>1e-20</td>
</tr>
</tbody>
</table>

**Table 2:** Monte Carlo simulation results: average time and success rates.  
<table>
<thead>
<tr>
<th>Population Size</th>
<th>brute-force Scan</th>
<th>Discrete optimization (GA)</th>
<th>Success Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>8.73s</td>
<td>4.12s</td>
<td>98%</td>
</tr>
<tr>
<td>600</td>
<td>12.9s</td>
<td>7.30s</td>
<td>97%</td>
</tr>
<tr>
<td>800</td>
<td>247s</td>
<td>18.9s</td>
<td>95%</td>
</tr>
</tbody>
</table>
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