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Abstract—This paper considers two recently-proposed receivers, Tikh and DCT. Both receivers are computationally-efficient, iterative and designed to be robust against phase noise on the local oscillators of digital bandpass communication systems. The presented results build on our prior research. We discuss the initialization of the DCT receiver, explore reducing the computational complexity by simplifying the receiver scheduling and study the effect of a small frequency offset. Coded PSK signaling and additive white Gaussian noise are assumed.

I. INTRODUCTION

In an ideal bandpass digital communication system, the local oscillators required for up-conversion at the transmitter and down-conversion at the receiver operate at exactly the same carrier frequency. In practice, however, there always is a mismatch between the carrier frequencies of the received signal and the sinusoid generated by the receiver oscillator; this mismatch is called the carrier frequency offset (FO). Moreover, non-ideal effects in the transmitter and receiver oscillators cause the carrier phase of the received baseband signal to show random fluctuations in time; this impairment is commonly known as phase noise (PN). As a result of FO and PN, the received symbols are affected by a time-varying rotation, which, when not accounted for, yields an increased error probability.

Over the last decade, several iterative receiver algorithms have been developed for bit interleaved coded symbols transmitted over an additive white Gaussian noise (AWGN) channel affected by PN [1]–[12]. Among these algorithms, the Tikh receiver from [1] shows excellent performance at moderate complexity. In our prior work [12], we have proposed an alternative receiver that makes use of the discrete cosine transform (DCT) for compactly representing the time-varying phasor. As opposed to the receivers from [1], [2], [4], [6], [8], this DCT receiver does not involve recursive calculations, which makes it better suited for a parallel implementation on multiple cores.

The present paper extends the performance comparison of DCT and Tikh conducted in [12], with new results focussing on the initialization of the DCT receiver, the number of effective soft-input soft-output (SISO) demodulation steps and the robustness to a nonzero FO.

The paper is organized as follows. First, Section II describes the observation model. Then, Section III summarizes the DCT and Tikh receiver operations, after which Section IV elaborates on the receiver scheduling. Numerical results are shown in Section V and conclusions are drawn in Section VI.

Throughout this paper we use the following notations and conventions. The squared Euclidean norm of a vector of complex numbers is indicated as $|.|^2$ and $\mathbb{E}[\cdot]$ is the mean of a random variable. The transpose of a vector or matrix is referred to as $\cdot^T$. The operators $\cdot^\ast$, $\Re\{\cdot\}$, $\Im\{\cdot\}$ and $\arg\{\cdot\}$ represent the conjugate, real part, imaginary part and angle of a complex number. $j$ denotes $\sqrt{-1}$ and $y_h$ is a short-hand notation for a vector $(y_{h,0}, y_{h,1}, ..., y_{h,H-1})$ of dimension $H$, with $y_{h,l} = y_{(h-1)H+l}$, for $l=0,1,...,H-1$.

II. OBSERVATION MODEL

We consider the transmission of a frame of $K$ PSK symbols over a bandpass channel affected by AWGN. At the receiver, a vector $r_k = r$ of $K$ matched filter output samples taken at the symbol rate is observed. We have, for $k = 0,...,K-1$,

$$r_k = a_ku_k + n_k,$$

where $a = a_{1,K}$ is the transmitted symbol sequence, $u = u_{1,K}$ collects the phasor samples and the vector $n = n_{1,K}$ consists of $K$ independent and identically distributed zero-mean circular symmetric complex-valued Gaussian random variables with $\mathbb{E}[|n_k|^2] = N_0$. The carrier phasor samples are modeled as $u_k = e^{j\theta_k}$, where $\{\theta_k\}$ is typically a discrete-time lowpass process [13] that stands for the instantaneous carrier phase shift of the received signal vis-a-vis the receiver’s local reference carrier. The transmitted symbols belong to the $M$-PSK constellation $\Omega = \{\omega_0, \omega_1, ..., \omega_{M-1}\}$, with $|\omega_i|^2 = E_s$, for $i = 0,1,...,M-1$, where $E_s$ denotes the symbol energy. To aid synchronization, $K_p$ known symbols (pilots) have been inserted in $a$ at positions $k \in I_p = \{ k_j : j = 0,1,...,K_p - 1 \}$, with

$$k_j = \left\lceil \frac{K (2j + 1) - K_p}{2K_p} \right\rceil,$$

where $\lceil x \rceil$ rounds $x$ to the nearest integer. The remaining $K - K_p$ symbols $a_k$ at positions $k \notin I_p$ represent unknown symbols (data), resulting from encoding an information bit sequence $b$ of size $K_b$, and mapping the resulting coded bit sequence to a sequence of constellation points.

$\lceil x \rceil$ values with a fractional part of 0.5 round up to the nearest integer larger than $x$.  
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III. RECEIVER OPERATIONS

A. Main Factor Graph

In the following, we assume that the reader is familiar with the factorgraph (FG)/sum-product algorithm (SPA) framework, see, e.g., [14]. Assuming independent equiprobable information bits, and dropping all factors not depending on (b, a, u), the joint a posteriori probability (APP) \( p(b, a, u | r) \) of b, a and u, conditioned on r from (1) factorizes as:

\[
p(b, a, u | r) \propto F_1(a, b) F_2(a, u),
\]

where \( F_1(a, b) \) equals 1 when the code and mapping constraints map b to a and equals 0 otherwise, and \( F_2(a, u) = \prod_k p(r_k | a_k, u_k) p(u) \) with \( p(r_k | a_k, u_k) \) is the likelihood function of \( (a_k, u_k) \), based on \( r_k \), and \( p(u) \) is the a priori distribution of u. The corresponding FG is shown in Fig. 1 and forms the starting point for the development of many practical iterative receiver algorithms. The messages from the factor nodes (FN) \( F_1(a, b) \) and \( F_2(a, u) \) to a variable node (VN) \( a_k \) are denoted \( L_{d,k}^{(\gamma)} (\omega_i) \) and \( L_{u,k}^{(\gamma)} (\omega_i) \), respectively, where \( i = 0, 1, ..., M - 1 \) and \( \gamma \) indicates the SPA iteration number. By convention, these FG messages are assumed to be in the “logarithmic domain”.

The downward messages \( L_{d,k}^{(\gamma)} (\omega_i) \) result from applying the SPA to the FN \( F_1(a, b) \) using the upward messages \( L_{u,k}^{(\gamma)} (\omega_i) \) as inputs. The former are in fact obtained as a by-product of the conventional joint SISO demapping and decoding operations. The SPA applied to the FN \( F_2(a, u) \) can be interpreted as a SISO demodulation process and involves the computation of the upward messages \( L_{u,k}^{(\gamma)} (\omega_i) \) from the downward messages \( L_{d,k}^{(\gamma-1)} (\omega_i) \). Two specific demodulation algorithms, referred to as Tikh and DCT, are considered next.

B. Tikh

In [1], the procedure for updating \( L_{u,k}^{(\gamma)} (\omega_i) \) results from assuming that, within an irrelevant constant, \( p(u) \) further factorizes as \( p(u) = \prod_i \exp\left\{ -\frac{|a_k - u_k - b_k|^2}{\sigma_{PN, Rx}} \right\} \). The parameter \( \sigma_{PN, Rx} \) is a design parameter, descriptive of the intensity of the Wiener PN process assumed by the receiver (see also Section V). Moreover, to reduce the computational complexity associated with applying the SPA to the resulting decomposition of FN \( F_2(a, u) \), some of the FG messages are approximated by Tikhonov distributions. Finally, the approximation \( \log \{ I_0(|x|) \} \approx |x| \) is used, where \( I_0(\cdot) \) is the modified Bessel function of the first kind of the 0th order.

Tikh computes the messages \( L_{u,k}^{(\gamma)} (\omega_i) \) as:

\[
L_{u,k}^{(\gamma)} (\omega_i) = |\alpha_k + a_{b,k} + \hat{r}_k (\omega_i)|.
\]

Here,

\[
\hat{r}_k (\omega_i) = \frac{2}{N_0} r_k \omega_i^*.
\]

\[
a_{f,k} = (a_{f,k-1} + \xi_{k-1}) \left( 1 + \frac{\sigma_{PN, Rx}}{|a_{f,k-1} + \xi_{k-1}|} \right)^{-1}.
\]

\[
a_{b,k} = (a_{b,k+1} + \xi_{k+1}) \left( 1 + \frac{\sigma_{PN, Rx}}{|a_{b,k+1} + \xi_{k+1}|} \right)^{-1}.
\]

with \( \xi_k = r_k \alpha_k^* \left( N_0 + E_s - |a_k|^2 \right)^{-1} \).

\[
\alpha_k = \left( \sum_{i=0}^{M-1} P_d(a_k = \omega_i) \omega_i \right) k \notin I_p
\]

\[
\alpha_k = \left( \sum_{i=0}^{M-1} e^{L_{u,k}^{(\gamma)}(\omega_i)} \right) k \in I_p.
\]

A block-processing implementation of Tikh is useful when a receiver is equipped with multiple cores that operate in parallel. Such an implementation requires a block-wise computation of the messages \( L_{u,k}^{(\gamma)} (\omega_i) \), which implies that independent recursions are run to compute the parameters \( a_{f,k} \) and \( a_{b,k} \) over each block [4]. Because the values of these parameters are unknown at the block boundaries, all these recursions are initialized with zeros which in each block gives rise to a transient during which the accuracy of \( a_{f,k} \) and \( a_{b,k} \) is poor. A practical work-around, which reduces the performance degradation due to the transient effect at the expense of an increase in complexity, is the following. When \( S \) cores are available, the receiver for frame size \( K \) runs the recursions for computing \( a_{f,k} \) and \( a_{b,k} \) over subframes of size \( L + 2W \) with \( L = \frac{K}{S} \) and \( W > 0 \). The \( i \)th subframe comprises the \( i \)th (non-overlapping) block of \( L \) VNs \( k = nL, nL+1, ..., (n+1)L-1 \), the last \( W \) VNs of the previous block (except when \( n > 0 \) and the \( W \) first VNs of the next block (except when \( n < S \)). The recursions for \( a_{f,k} \) and \( a_{b,k} \) are run over the entire subframe, yet the \( W \) first and \( W \) last values of \( a_{f,k} \) and \( a_{b,k} \) are discarded, and the messages \( L_{u,k}^{(\gamma)} (\omega_i) \) are only computed for the \( L \) remaining values of \( k \).

For completeness, we mention that, in contrast to Tikh, other FG-based receivers from [3] can be implemented in parallel without modification of the original algorithm; however, these receivers have been shown to be significantly more complex than the Tikh receiver.
C. DCT

In [12], the procedure for updating of $L_{u,k}^{(γ)}(ω_i)$ results from partitioning the received data frame into $S$ blocks of size $L$ (with $K = LS$) and assuming that the corresponding phasor subvectors can be represented by a linear combination of the first $N$ basis functions of the DCT, with typically $N ≤ L$. Using matrix notation, this yields $ũ_{h,k} = Ψ_{L×N}x_{h,N}$, where $Ψ_{L×N}$ is an $L × N$ DCT matrix and $x_{h,N}$ contains the $N$ coefficients of the truncated DCT expansion. Note that $x_{h,N}$ contains $L/N$ times less elements than $ũ_{h,L}$. The expectation-maximization algorithm (EMA) is then used to produce estimates $ũ_{h,N}$ of $x_{h,N}$ and the SPA is assumed performed as $ũ_{h,k} = Ψ_{L×N}ũ_{h,N}$, which further decomposes as $F_2(a,ũ)$, where the approximation holds for $∥ũ∥^2 ≈ 1$. The EMA is an iterative procedure. Considering that also the SPA is iterative, we obtain a double-iterate receiver. In order to limit the receiver complexity, both types of intertwinings are intertwined.

At the $γ$th iteration, DCT computes the messages $L_{u,k}^{(γ)}(ω_i)$

$$L_{u,k}^{(γ)}(ω_i) = \Re\{\hat{r}_k(ω_i)ũ_{k}^{(γ−1)∗}\}, \quad (8)$$

with

$$ũ_{h,k}^{(γ)} = Ψ_{L×N}Ψ_{L×N}^{T}ũ_{h,L}, \quad (9)$$

$$ũ_{k}^{(γ)} = \left\{\begin{array}{ll}
\frac{1}{2^n}\sum_{i=0}^{2^n} r_i^{(γ)}(a_k) & , \quad k \notin I_p \\
\frac{1}{2^n}\sum_{i=0}^{2^n} r_i^{(γ)}(a_k) & , \quad k \in I_p
\end{array}\right. \quad (10)$$

and $r_i^{(γ)}(a_k) = e^{jL_{u,k}^{(γ)}(ω_i)} / \sum_{i=0}^{2^n} e^{jL_{u,k}^{(γ)}(ω_i)}$.

In (8) and (10), $\hat{r}_k(ω_i)$ is defined as in (5).

The parameters $L$ and $N$ are design parameters. In [12], it was shown that the performance of the DCT receiver is determined mainly by the ratio $N/L$ rather than by $N$ and $L$ separately.

DCT is well-suited to exploit the presence of multiple cores. Because all operations are performed independently on different blocks, they can be split over different cores without need for these cores to act in synchrony or to exchange information. When $S$ cores are available, the receiver selects the block size $L$ as $L = K/S$ so that each core processes a single block per frame.

IV. RECEIVER SCHEDULING

In order to start the DCT iterations, an initial phasor estimate $ũ^{(0)}$ is required. In [12], this estimate is obtained from the observations $r_{k,γ}$, $k \in I_p$, at the pilot symbol positions only. Such an estimate is referred to as a pilot-aided (PA) and denoted $ũ^{(PA)}$. As far as the initial estimate is concerned, the received signal vector $r$ is divided into $S_p$ blocks of length $L_p$ with $S_pL_p = K$; note that $L_p$ might be different from the block length $L$ used during the iterations. Each block contains $B_p$ pilot symbols such that $S_pB_p = K$. The PA phasor estimate is determined by

$$ũ_{h,k}^{(PA)} ≈ (K/K_p)Ψ_{L_p×N_p}Ψ_{L_p}^{T}(r_{h,I_p} ∘ a_{k,I_p})$$

where $∩$ denotes element-wise multiplication, $Ψ_{L_p×N_p}$ is the $L_p×N_p$ DCT matrix, and $Ψ_{L_p}$ is an $L_p×N_p$ matrix obtained by replacing in $Ψ_{L_p×N_p}$ the $(L_p−B_p)$ rows that correspond to data symbol positions with zero vectors. The approximation (11) holds for the considered pilot symbol positions (2). In [12], it was shown that the mean square estimation error resulting from (11) can be minimized by properly selecting the ratio $N_p/B_p$.

An alternative way to compute an initial estimate $ũ^{(0)}$ is by running (9) for $γ = 0$ with $L_{u,k}^{(0)}(ω_i) = 0$ and $ũ_{k}^{(γ)}(ω_i)$ given by (8) with $γ = 0$ and $ũ_{k}^{(γ−1)∗} = ũ_{k}^{(PA)}$ (from (11)). The resulting initial estimate is based on all observations rather than on the observations at pilot symbol positions only, meaning that $ũ^{(0)}$ is potentially more accurate than $ũ_{k}^{(PA)}$. Because no a priori information on the coding structure is exploited in the estimation process, we refer to this type of initialization as non-code-aided (NCA).

The receiver scheduling of Tikh, DCT with PA initialization (DCT-PAnit) and DCT with NCA initialization (DCT-NCAinit) is summarized in Algorithms 1-3. Applying the SPA updating rules to $F_1(a,b)$ includes computing information bit a posteriori probabilities that can be subsequently used to perform maximum a posteriori bit detection.

As a further simplification of the receivers, we also consider the possibility to update the upward messages $\{L_{u,k}(ω_i)\}$.
Algorithm 3 DCT-NCAinit schedule

- Compute $\hat{u}^{(PA)}$ from (11).
- Set $L^{(PA)}_{u,k}(\omega_i) = \mathbb{H}\{f_k(\omega_i)\hat{u}^{(PA)}_k\}$.
- Set all other SPA messages to 0.
- For $\gamma = 1, 2, \ldots, \Upsilon$:
  - If $\gamma \leq \Upsilon$, compute $\{L^{(\gamma)}_{u,k}(\omega_i)\}$ from (8);
  - Else take $L^{(\gamma)}_{u,k}(\omega_i) = L^{(\gamma-1)}_{u,k}(\omega_i)$.
  - Update $\{L^{(\gamma)}_{u,k}(\omega_i)\}$ by applying the SPA updating rules to $F_i(a, b)$ once.

End For
- Perform bit detection.

During only the first $\Upsilon$ (Tikh and DCT-NCAinit) or $\Upsilon - 1$ (DCT-PAinit) iterations, and freeze these messages during the last $\Upsilon - \Upsilon$ iterations; the downward messages $\{L^{(\gamma)}_{d,k}(\omega_i)\}$ are updated during all iterations ($\Upsilon$ times). Note that, for given $\Upsilon$, DCT-NCAinit requires $(\Upsilon + 1)$ evaluations of the messages $\{L^{(\gamma)}_{u,k}(\omega_i)\}$ while for Tikh and DCT-PAinit this is only $\Upsilon$.

V. NUMERICAL RESULTS AND DISCUSSION

We now present numerical results comparing the error performance of Tikh, DCT-PAinit and DCT-NCAinit, for the case where the actual phase sample trajectory contains a contribution caused by a non-zero FO, while the design parameters $(N/L$ or $\sigma_{PN,Rx})$ were optimized under the assumption that $F = 0$. These results complement our previous work [12]. The error performance will be measured in terms of the bit error rate (BER) and the signal-to-noise ratio is expressed as $E_b/N_0$, with $E_b = K E_s/\bar{B}_0$ the energy per information bit. Pseudo-random bit interleaved coded 8PSK modulation is considered. The carrier phase samples are modelled as $\theta_k = \theta_{k-1} + 2\pi F T + \phi_k$, with $\theta_0$ uniformly distributed in $[-\pi, \pi]$, $\{\phi_k\}$ statistically independent Gaussian random variables with zero mean and standard deviation $\sigma_{PN}$, $F$ a FO and $T$ the symbol period.

We first consider a rate-2/3 irregular repeat accumulate LDPC code with $K_b = 43200$, specified in the DVB-S2 standard [15], and take $K_p = 540$, yielding $K = 22140$. Fourthly receiver iterations are performed and the messages $\{L^{(\gamma)}_{u,k}(\omega_i)\}$ are updated at each iteration, i.e., $\Upsilon = \Gamma = 40$.

In [12], we found that, when the receiver is equipped with $S = K/L$ cores and each core processes a single block per frame, Tikh requires a longer parallel execution time than DCT-PAinit when both receivers use a high degree of parallelization ($45 \leq L \leq 246$).

Fig. 2 shows the BER of DCT-PAinit with $N = 2$ and Tikh with $W \in \{L, L + 20\}$ as a function of $E_b/N_0$, for $L = 54$, $\sigma_{PN} = 3^\circ$ and $FT \in \{0, 1.25 \cdot 10^{-3}\}$. We observe that the faster DCT-PAinit receiver outperforms the slower Tikh receiver when $W = 0$. Increasing $W$ to $W = 10$ yields a power efficiency gain of 0.45 dB for Tikh, but also an increase in parallel computation time of almost 50% (see also [12]). Increasing the FO from 0 to $1.25 \cdot 10^{-3}/T$ degrades the BER performance of both Tikh and DCT-PAinit. However, this degradation is more significant for Tikh with $W = 10$ than for DCT-PAinit, which implies that the advantage of Tikh with $W = 10$ over DCT-PAinit in terms of BER performance decreases with increasing $FT$.

Above we have compared DCT and Tikh in a parallel implementation setting, where the receiver is equipped with multiple cores and each core processes a single block per frame. However, in conventional single-core receivers, all blocks are processed sequentially rather than in parallel. In such a case, there is no reason for using Tikh with $L < K$, which causes only performance degradation and no complexity reduction as compared to Tikh with $L = K$. It was illustrated in [12] that, in such a case, DCT with small $L$ may still provide an interesting low-complexity alternative to Tikh with $L = K$. The considered system was a rate 1/3 turbo code with $K_b = 1000$ information bits that consists of the parallel concatenation of two identical rate 1/2 recursive systematic convolutional codes with generator sequences (11111) and (10001). In this case, a multi-core receiver implementation is cost-inefficient because the trellis-based turbo decoding algorithm itself involves recursive calculations that prevent parallel computation. In [12], a fixed amount of $\Gamma=10$ SPA iterations was carried out and at each iteration the upward messages $\{L^{(\gamma)}_{u,k}(\omega_i)\}$ were updated. $K_p = 50$ pilot symbols were inserted, $\sigma_{PN}$ was assumed to be $2^\circ$ and no FO was considered ($F = 0$). For Tikh, $L$ was set equal to $K$ and the parameter $\sigma_{PN,Rx}$ was choosen equal to $\sigma_{PN}$. For DCT, $N_p$ and $N$ were both set to 2 and $(L_p,L) \approx (360, 100)^5$ was selected to minimize the BER at $E_b/N_0=3$ dB. Under these circumstances it was concluded that the computational complexity of the SISO demodulation process (per symbol and per iteration) is significantly higher for Tikh with $L = K$ than for DCT with $L = 100$ and $N = 2$ (131 versus 86 operations).

\[^5\text{Because 360 is not an integer divisor of 1000, for DCT initialization we split the frame into two blocks of size 360 and one block of size 280.}\]
perspective. Fig. 3 shows the corresponding BER for Tikh with per symbol and per iteration, i.e., about 50% difference.

The results presented next put these conclusions into perspective. Fig. 3 shows the corresponding BER for Tikh with \( L = K \) and for DCT-PAinit and DCT-NCAinit with \( L = 100 \) and \( N = 2 \) at \( E_b/N_0 = 3 \) dB as a function of \( \Gamma \) for \( \Upsilon = \Gamma \) and as a function of \( \Upsilon \) for \( \Gamma = 20 \). We observe that:

- For \( \Upsilon = \Gamma \), Tikh requires significantly less (only half as much) decoding iterations than DCT to converge to a steady state BER value.
- For \( \Gamma = 20 \), Tikh requires significantly less (only half as much) updates of the messages \( \{ L_{i,j}^{(k)}(x_i) \} \) than DCT.
- DCT-NCAinit does not converge faster nor to a lower steady-state BER value than the less complex DCT-PAinit.

As far as the DCT receivers are concerned it should be noted that the first evaluation of the upward messages involves operations that are performed on the pilot symbols only. The contribution of these operations to the overall complexity is negligible in the usual case where the ratio \( K/K_p \) is large (here, 20). From the above we can conclude that, at least for this particular set-up, using DCT instead of Tikh yields hardly any net complexity gain.

VI. CONCLUSIONS AND REMARKS

The Tikh receiver from [1] and the DCT receiver from [12] perform computationally-efficient iterative decoding in the presence of phase noise. Both receivers iterate between a SISO decoder (the same for both receivers) and a SISO demodulator (different for Tikh and DCT) that exchange soft information. In the absence of a frequency offset and assuming that the soft information at the output of the SISO demodulator is updated at each receiver iteration, it was shown in [12] that DCT with PA initialization can provide a computationally efficient alternative to Tikh. This paper further discusses this initialization, the scheduling and the robustness of these receivers. Results obtained for LDPC coded 8PSK with 2.5% pilot symbols and a parallel receiver implementation on 54 cores (each processing a different part of the received frame) show that a nonzero frequency offset causes a larger BER degradation for Tikh than for DCT. Results obtained for turbo coded 8PSK with 5% pilot symbols and a conventional sequential receiver implementation further indicate that the complexity of both DCT and Tikh can be reduced by updating the SISO demodulator output during only the first \( \Gamma \) iterations, and freeze its value during the last \( \Gamma - \Upsilon \) iterations, while the SISO decoder output is updated during all \( \Gamma \) iterations. For the considered set-up and as compared to DCT, Tikh requires roughly half as many SISO demodulator output updates to converge to a steady state BER value. Finally, our results indicate that DCT with NCA initialization not necessarily outperforms the less complex DCT with PA initialization.
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