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12.1 Introduction

Research in wireless sensor networks has known a tremendous boost in the last few years [1]. Wireless sensor networks (WSNs) are becoming more and more widespread. Whereas sensor networks were originally used mainly for monitoring purposes, new applications such as process and asset monitoring, disaster intervention and wireless building automation are rapidly emerging.

These new and advanced applications impose new challenges and requirements on the design of WSNs. Special devices such as actors [2] are required, which can interact with the environment. Additionally, each application has its own set of specific QoS requirements, such as maximal delay, desired reliability and so on. Also, the sensors can become mobile, thus making communication more and more complex.

Considering these facts, it is clear that future sensor networks will know a wider diversity regarding the capabilities of the sensor nodes. Whereas the first sensor networks consisted of a large number of homogeneous nodes, additional computing power or functionality will be required in some. Sensor networks are thus evolving into heterogeneous networks.

Even though new applications for sensor networks are being set up frequently, there is currently no protocol framework which is widely applicable. For each layer, an application developer has to determine which protocols are most suited for the purposes of the intended application, and has to go through the complicated process of combining them into an optimized protocol stack. This comes at a great development cost, impeding the growth of sensor networks and hindering the cooperation between different sensor networks. Accordingly, there is currently a large need for
a universally applicable framework for sensor networks in which existing protocols can easily be integrated.

In this paper, we propose a new universal framework for wireless sensor networks. This framework is a generic one, that can be used by different types of applications. It is designed to allow for easy integration of current protocols and takes into account the heterogeneity of the sensor nodes. Furthermore, energy-efficiency is optimally supported through cross-layer optimization. Finally, in order to support a wide range of applications, advanced functionality such as QoS and mobility can be supported.

The remainder of this paper is organized as follows. An overview of related work in the area of sensor network architectures and cross layer communication in wireless networks is given in section 12.2. Section 12.3 gives an insight of how we see WSNs evolving towards heterogeneous networks, and how we tend to cope with this evolution using node classifications. In section 12.4 we discuss the advantages of a modular architecture. Some challenges when designing a modular architecture are given in section 12.5. The universal modular framework itself is discussed in section 12.6. In section 12.7 we go into more detail on how to handle dependencies between modules. Finally, section 12.8 gives some future directions and section 12.9 concludes the paper.

12.2 Related work

A myriad of protocols for sensor networks has been proposed in the last few years, taking on issues such as medium access, routing and data manipulation. Most of the early developed protocols are based on a strict layered structure [1, 3]. This way, a specific level needs no information about the inner workings of lower or higher levels. Functionalities at different layers can be altered without any impact on the other layers. This strict separation has proven to be a good solution for wired networks, allowing the protocol designers to focus only on a small subset of network functionality. However, it is not suitable for wireless networks [4–6]. On the other hand, the use of a cross-layer approach has several advantages: optimization is possible at several layers at once, a global optimization can be achieved and conflicts in optimizations at different layers can be avoided.

Many cross layer architectures have been proposed for ad hoc networks [4, 7–9] and in lesser extend for sensor networks [11–13]. An overview is given in figure 12.1. Fig. 12.1(a) shows the traditional layered structure. In the approach of Fig. 12.1(b), new interfaces between the existing layers are defined. An overview of protocols adopting this method can be found in [10]. A major drawback of this approach is the introduction of many dependencies between the different layers. A more holistic view is used in Fig. 12.1(c). A shared database is used, accessible by all the layers. Retrieval of parameters incurs additional overhead, but the resulting architecture is more clear. Another class of cross layer design is the complete merge of two or more layers of the protocol stack, e.g. the MAC-layer and the routing
Fig. 12.1 Overview of different cross-layer approaches. (a) Traditional layered structure (b) Passing of parameters across several layers (c) Holistic approach maintaining the different layers (d) Optimizations spanning several layers (e) Modular approach.

layer as seen in Fig. 12.1(d). The last approach, shown in Fig. 12.1(e), completely discards the layered structure. The required functionalities are implemented in different modules or heaps [14] which interact and can be changed easily.

The cross layer approach forms a first step towards a more uniform architecture for sensor networks. In order to boost the development of sensor networks, all the protocols defined for sensor networks need to be glued together. This vision is also stated in [15] where Culler et. al claim that “the primary factor currently limiting progress in sensornets is not any specific technical challenge but instead the lack of an overall sensor network architecture”. Therefore, they propose an overall sensor network architecture (SNA) [15] based on the sensor protocol (SP) [16, 17], which forms a narrow waist that sits between the network layer and link layer. SP is responsible for handling data transmission, data reception and neighbor management. However, SNA doesn’t take into account the heterogeneity of the sensor nodes and has limited support for advanced network functionalities. The framework we propose will handle these problems.

12.3 Future sensor networks

12.3.1 Vision of future networks

As stated in section 12.1, sensor networks are currently often considered as very large networks consisting of homogeneous nodes. In the future, these networks will evolve into heterogeneous networks where the nodes do not share the same properties. Generally speaking, we envisage 2 kinds of networks: custom made and general purpose ones.

The custom network is specifically designed to support one or more functions. Thus, custom networks can be highly optimized in terms of energy consumption or desired QoS. A drawback is that these networks will be expensive and only serve a
single purpose. As such, little value will be given to compatibility with other protocols. This type of network will be used for applications with stringent requirements.

General purpose networks on the other hand, are more adaptable to changing network conditions and will support a wide range of applications that are unaware of underlying network conditions. These networks will have to support multiple tasks in one network. Through the use of both cheap sensor nodes and more expensive nodes which can fulfill advanced functions, considerable cost reductions can be made when deploying a sensor network. Also, in a home environment, nodes with new functionalities can be added after deployment. Since these nodes may come from different manufacturers, the network will exist of nodes with diverging capabilities. As such, great care should be taken to allow interoperability with existing protocols. It is this class of networks that is targeted by our proposed framework.

12.3.2 Node classification

As said in the section above, we envisage a network with diverse types of nodes. To prevent an unmanageable wild-growth of divergent nodes, we assume these different nodes can be categorized into several classes of nodes with similar characteristics. We assume that most sensor networks will not contain more than three classes of strongly differing nodes. However, if the need arises, the number of classes can be tailor made to the application needs following a similar logic as described in this article.

Based on their capabilities, we define 3 types of nodes: lightweight, advanced and computing nodes. The lightweight nodes have very limited resources and only support basic functionalities, hence only the basic protocols are implemented. For example, the routing protocol can be as simple as forwarding sensed data to a more advanced node. The advanced nodes have more sophisticated functionalities. They implement the advanced functionality which is needed for a scalable and energy-efficient WSN, such as advanced routing, clustering and data-aggregation protocols. As such, advanced nodes typically fulfill the functions of relay nodes. The computing nodes are the most powerful nodes and have a much larger battery capacity (e.g. connected to the power grid) and computing power. They offer additional services, such as QoS, mobility support and network monitoring, which are not required for data gathering and relaying, but are necessary for more demanding applications. For example: a monitoring protocol can present valuable information for optimizing the routing protocol or for supporting mobility. Computing nodes thus fulfill regulating and supporting functions in addition to routing functions.
12.4 Modular approach

The evolution of sensor networks as described above clearly shows the need for an optimized, generic, application independent solution in which sensor protocols can be integrated. A long-term solution should be optimized to support heterogeneity and be adaptable to future advancements such as the creation of new physical carriers. Therefore, we have defined an architecture where functionality is divided in modules that interact with each other. This modular approach has several advantages.

• Duplication of functionality can be avoided. Classic examples of duplicate functionalities are error correction and retransmission which are currently implemented in several layers of the protocol stack;
• Depending on the capabilities of the node, more modules (and thus network functionality) can be added. This way, heterogeneous networks can be supported;
• By allowing inter-modular parameter exchanges, cross-layer optimizations are possible. This results in much more energy-efficient protocols. Protocol information (such as neighbor tables) can be shared, resulting in better cooperation between protocols and less storage overhead;
• Through the replacement of modules, it is easy to adapt to changing network conditions and future developments.

The proposed modular framework is intended to be implemented on top of an existing operating system such as TinyOS [18] or SOS [19]. We envisage a compiler environment with several implementations of each module. When faced with an application scenario, application developers can choose which modules are required for a working solution (for example, whether or not mobility or QoS support is needed). The framework should also benefit protocol developers: the interaction of the new protocol with existing network solutions can easily be investigated by choosing different implementations of the interacting modules. Thus, the freedom when choosing the appropriate modules allows for detailed fine-tuning of the framework for specific applications and allows for advanced testing of different networking aspects. Thus, various applications and networks with diverging requirements can be designed on the same foundations.

12.5 Challenges when designing modular protocols

Developing protocols in a modular way is a new paradigm and requires adjustments on the approach of designing network protocols. Some challenges when designing functional modules are the following:

• The parameters to be exchanged by the different modules have to be determined. The exchanged parameters should have a substantial impact on the performance of the modules and the global system. The performance increase should at least
compensate for the additional complexity introduced by the cross-modular interaction [20].

- There is a need to identify which parameters need to be optimized at design-time and which at runtime. When we are optimizing at design-time, optimal operation points are calculated off-line for various predefined operational conditions. These operation points are then used at run-time. This means that a look-up table is used which maps the optimal operational points for given operational settings. Generally, runtime solutions are more flexible and hence are better suited for dynamic networks, but these will require more complex nodes, leading to larger energy consumption. Depending on the complexity of the problem and the nature of the applied modules, real-time or off-line solutions may be adopted.

- The framework can be adaptive to changing network or application conditions. E.g. it could be beneficial to have more than one routing module and to activate one of them depending on the network/application environment.

- Due to the modular design, functional and regulating modules depend on the information of other modules. However, when replacing modules, it is possible that not all of the required information is available to the framework. When designing modules, one should keep in mind how the module will react when other modules do not supply some key parameters. Possible ways to define the available parameters are handled in section 12.7.

- When designing modules, careful consideration should be given to mutual dependencies. In particular, circular dependencies (where a steady-state cannot be obtained) should be avoided. For example, when choosing the next hop node, the decisions of the routing module (shortest path) may interfere with decisions of the QoS module (reliable link) or the energy management module (hop with most remaining battery power). To prevent unceasing competition, a priority system or arbiter (taking into account the different preferences) should be developed (see also section 12.6.2). The interaction between different modules should thus be thoroughly examined.

### 12.6 Universal modular framework

As an example of these principles, we have designed a universal modular framework (UMF) for sensor networks. A schematic overview of the universal modular framework is shown in figure 12.2. Generally speaking, UMF can be regarded as a hybrid combination of the architectural approaches shown in figure 12.1 (c) and (e). We distinguish 4 major parts in the UMF. The middle part is formed by the 'Modular Heterogeneous Sensor network Architecture' or Mohesa. This part contains the modules which implement the needed protocols for the sensor network. A 'Common Application Interface' between Mohesa and the applications is provided, which facilitates the deployment of different types of sensor networks. Further, a 'Physical Interface' is provided which can be adopted to interact with various types
Fig. 12.2 Proposed universal modular framework for sensor networks
of physical layers. And finally, a common cross-layer database is used to form a
generic interface for the exchange of cross-layer parameters.

In the following sections, we give an example of a possible configuration of the
sensor network, using the universal modular framework.

12.6.1 Cross-layer data repository

The main task of the cross-layer data repository is to provide a shared storage space
for variables and to define a protocol that Mohesa’s modules can use to exchange
parameters with other modules and layers.

![Diagram of cross-layer data repository]

Fig. 12.3 In our modular approach, functionality is divided in modules which interact with a central data-repository

Even though it is possible for the modules to interact directly with each other,
this does not promote reusability and interoperability. Therefore, we only allow in-
teraction through a cross-layer database (see figure 12.3). The shared cross-layer
database forms an independent data-repository (represented as a vertical layer in
figure 12.2) which contains several data structures. Modules can register, request or
modify the needed parameters through well-defined interfaces. Thus, modules can
interact with stored packets, can register to variables that are of interest to them
and even create new variables or data structures to share [21] with other modules.
Finally, the cross-layer data-repository can have provisions for indicating which parameters are available.

Using the cross-layer data-repository, modules can work together to fulfill advanced network functions. As an example, we give a possible interaction of the QoS module with some functional modules.

- Several routing protocols exist which can offer multiple next-hop candidates (for example Directed Diffusion, [22]). The QoS module can request these from the database and can select the most energy-efficient, the fastest or the most reliable one.
- Once the optimal next hop has been determined, the QoS module can inform the transmission module of the required priority of the packet. Based on this priority, the transmission module knows the correct buffer for queuing the packet.
- Finally, the QoS module can request the MAC module to reduce the transmission delay by selecting a lower back-off value for high-priority packets.

Some examples of parameters which could (and probably should) be made available are the following:

- For each neighboring node, the wake-up times, its position, its mobility information, the associated link quality, its remaining battery power and its role (lightweight, advanced or computing node) should be made available.
- For each QoS class, the required reliability, the maximum delay and the expected traffic load should be known.
- For each current packet, its QoS class, the next-hop candidates, the number of hops it has traversed and the time it has traveled.

A more detailed study of cross-layer exchanges in sensor networks will follow in later work.

12.6.2 Modular Heterogeneous Sensornetwork Architecture
(Mohesa)

Mohesa forms the core of the universal modular framework. It contains the modules which implement the network protocols. Application or protocol developers can select the needed protocols 'à la carte', depending on their needs. For the ease of application developers, in figure 12.2, the framework makes a visual separation into 'basic modules' (which have to be supported in every wireless node), 'advanced modules' (which should be supported by several nodes to obtain a scalable and energy-efficient network) and 'optional modules' which can be added according to the needs of the network.

Internally, we discern two major types of modules: functional and regulating modules.

Functional modules are modules which are called when there are incoming or outgoing packets in the system. They are needed to either actively process the data
flow (such as a MAC module, a data aggregation module or an error check module) or to set up a correct processing state for the packets (such as setting the transmission power or checking QoS restraints). Thus, functional modules are called by a scheduler whenever a packets arrives at a node or whenever the node has packets to transmit.

**Regulating modules** implement protocols which do not actively process the data flow, but instead are needed for a correct internal state of the node. They are called regularly, independently of any actual packet processing. Typical examples are synchronization, position discovery or energy management modules.

The difference between both types of modules is schematically shown in figure 12.4.

![Diagram](image)

**Fig. 12.4** Functional modules are called upon receiving or sending a packet, regulating modules are called regularly

**Functional modules**

We illustrate the principal elements with some example modules, starting with some functional ones.

- The MAC module in lightweight nodes can be very simple: packets are sent using a simple CSMA/CA mechanism. The MAC module in advanced nodes is more advanced. For example, it can be responsible for generating time slots in which lightweight nodes can send their packets. Other possible features include giving priority to some packets, changing its wake-up scheme according to the traffic rate and required delay, or implementing some form of fairness.
- Each node will have modules taking care of transmission control. The basic modules will handle segmentation and error correction. More advanced nodes can also be equipped with an advanced module which can buffer packets for batch transmission. Finally, computing nodes can take care of complex transmission control functions, such as in-order delivery and congestion control.
- The routing module in lightweight nodes can be very simple, e.g. just forwarding all generated data packets to a nearby advanced or computing node. Advanced
nodes implement full-routing capabilities: they can create routes based on metrics such as hop distance or remaining battery power. Finally, computing nodes can have functionalities for translating and routing the sensor network packets to an IP-backbone.

- Some modules are only implemented in sufficient capable nodes. For example, the computing nodes may provide QoS by examining incoming packets, adjusting their priority based on the time they are on their way and the distance they still have to travel. To fulfill reliability constraints, packets can be duplicated to a second route. Intermediate, non-computing nodes only have to look at the packet priority, regardless of the required end-to-end QoS. Thus, services such as QoS can be offered to the application even if only a small subset of the nodes are computing nodes.

- Several routing protocols exist where multiple next-hop candidates are stored in the routing table. After these candidates are selected by the routing module, a load balancing module can be used to select the optimal next-hop among these candidates. If the node is capable, the load balancing module can be replaced by a fully functional QoS module.

![Diagram showing execution schedulers for different node types](image)

**Fig. 12.5** Example call sequence when generating a packet in the different node types

The order in which modules are called is handled by an execution scheduler. The execution scheduler contains several call sequences. Depending on the situation, the appropriate call sequence is initiated. More advanced nodes will contain more advanced call sequences to handle more complex tasks. In figure 12.5 an example call sequence is given for handling locally generated packets in the different types of nodes.

**Regulating modules**

The second type of modules, which do not actually process packets, but instead influence the behavior of other modules, are called regulating modules. The regulating functions implemented by the different types of nodes are shown in table 12.1. Advanced regulating functions are typically found in computing nodes; since they are called often they limit the amount of time that the node can spend in a sleeping state.
There are many other possible regulating modules. For example, a topology control module could be developed. This module requests the discovered neighbors and, based on the estimated signal-to-noise ratio, selects a subset from those to which no connection may be made. The undesirable nodes can then be hidden by updating the cross-layer database with the new neighbor information.

A fast example of a regulating module is a role assignment module. The exact role of a node (lightweight, advanced or computing node) can be determined at design time, but can also be determined based on the neighboring nodes. For example, when an overabundance of advanced nodes is detected, some advanced nodes can switch to a lightweight modus, provided that the necessary basic modules are available.

Finally, note that some functionality can be implemented in both regulating modules and functional modules. For example: a node can contain a regulating module for managing global QoS and a functional module where QoS can be monitored per packet.

### 12.6.3 Application layer

Mothesa provides a common application interface towards the application layer. This will ease application development as application designers do not need to know the specific characteristics of the underlying sensor network [23]. The uniform interface will guarantee a smooth interaction between applications and network modules. This interaction is necessary because some modules have a strong need for interacting both with other modules and with the application layer. Some examples of these interactions are given below:

- In many scenarios, the method of data aggregation should be dictated by the application layer. Depending on the application, data aggregation can be as simple as calculating the average of several data sets or realize complex data processing.
This requires a strong interaction of the data aggregation module with the application layer. On the other hand, also the QoS module should be informed by the data aggregation about the amount of introduced delay.

- Localization is needed by many applications. It can be used for tracking purposes or decisions in the application layer, or for routing purposes. The position of the node may be calculated using GPS, controlled by the application, or based on radio information. As such, there is a strong need for interaction of the localization module with the application layer and the network modules.

### 12.6.4 Physical layer

The physical layer is a separate layer as its properties largely depend on the design of the hardware. In order to cope with different hardware nodes, the interface between the modular framework and the physical layer should be clearly defined. This is done at the 'Physical Interface'. This Physical Interface can be extended to support various types of physical layers but still provides a common interface to Mohesa. The importance of interaction of other layers with the physical layer is profound as it results in strong optimizations of the protocols.

### 12.7 Coping with interdependencies between modules

In a truly universal framework, any kind of protocol can be integrated. However, this may lead to problems regarding interoperability. For example, a routing protocol may be developed which assumes that all nodes are synchronized or a QoS module may depend on the possibility of the MAC protocol to overhear packets for other destinations. Thus, there is clearly a need to verify and control dependencies between modules.

We envisage two main approaches to ensure compatibility between modules. The first approach uses profiles consisting of compatible modules. The second approach is based on the characteristics of modules: one can either use a descriptive method where each of the individual characteristics are described, or one can classify protocols into groups with similar characteristics.

The first method is through the use of standardized profiles. These contain sets of modules which are known to be compatible with each other and which specify all known interdependencies. Profiles can either be created by enterprising individuals, or by an official standardization institute. By standardizing profiles for specific application domains, the development of sensor applications can be simplified.

The second method for determining dependencies between modules is based on a descriptive approach. The first way to describe characteristics is by describing a number of possible implementation issues for each type of module.
Some characteristics of a MAC module are: whether it makes use of duty-cycling (uses sleeping periods), whether it uses contention or is contention-free, whether it is synchronous or asynchronous, whether it makes use of polling, whether it can overhear packets for other destinations, whether it has need of a second communication channel, whether it implements retransmissions, whether it supports broadcasts, ...

Routing protocols characteristics can be based on the routing methods: data-centric, location based or hierarchical. Other characteristics can indicate whether the routing module supports mobility or path recovery, in which way QoS is supported, etc.

When every module indicates the characteristics that are needed for there well-functioning, interdependencies between modules can be verified and controlled.

![Figure 12.6 An example classification of MAC modules with their corresponding classification numbers](image)

The second way to use the descriptive approach is by using classification methods. Several efforts have been made to classify similar protocols into a hierarchical tree structure [24, 25]. Similar protocols can be categorized in the same leaf of the tree, making it obvious which protocols have the same characteristics. A syntax can be developed whereby each module has a generic classification number indicating the function of the module, and more specific number indicating the characteristics of the protocol (see figure 12.6). For example: routing protocol B needs the presence of a synchronized MAC module (1.1.1.*) or a MAC module designed to specifically work with this routing protocol (1.1.4.5). Furthermore, since this routing protocol already includes data-aggregation, no other data aggregation module (6.*) may be implemented. The requirements for routing protocol B then become:
(1.2.\* OR 1.3.5.1) AND (NOT 6.\*). One disadvantage of the classification method using trees is that it is difficult to categorize new hybrid protocols which do not neatly fit into one of the developed classes. As such, the descriptive approach based on characteristics may be better suited for an innovative domain such as wireless sensor networks.

12.8 Future work

We have explored several design issues and implementation possibilities for building a modular sensor network architecture. The framework presented here is only a preliminary proposal towards a universal sensor network architecture. Several challenges must still be overcome before we can truly speak of an overall sensor network architecture.

In order to promote the development of new protocols, protocol designers need to analyze the other parts of the system at a fairly high level. Thus, the cross-layer framework should process several node, packet and link statistics and present them at the right level of abstraction. Future work will focus on possible methods for this information exchange. The information needs of several network protocols will be thoroughly analyzed and based on this information, the cross-layer interface will be defined and finally put to test with several classes of protocols.

We will further investigate whether there are any performance penalties in going with a universal framework rather than an implementation tailored to the application. We will also investigate the amount of overhead introduced by the use of the UMF. We presume that the additional overhead of the cross-layer interface will be compensated by the reduction of duplicate functionalities and storage of data structures. This would be in line with similar research, which concludes that the incurred overhead is minimal [16]. More research will be needed before any final conclusions can be made.

Future research will also focus on designing modular network protocols which are optimized for heterogeneous networks. In particular, we are interested in finding ways to exploit the additional capabilities of computing nodes in network consisting mainly of simple lightweight nodes.

Our research will also comprise ways to autonomously assign nodes to classes of comparable capabilities and characteristics. Furthermore, the framework could be expanded with a role-assignment module, which decides at runtime which modules are activated, or which version of the module should be used. Lastly, the feasibility of the framework will be experimentally validated in a heterogeneous hardware testbed.

Finally, our framework does not address any security related aspects. Security could be integrated using an independent method at MAC, routing and application level. However, we envisage the addition of a security module, which could use the cross-layer framework to provide a systemwide level of security.
12.9 Conclusion

A lot of additional research is needed before sensor networks can be widely adopted. Current work mostly focuses on scalable and energy-efficient protocols. Although this research is very valuable for the development of sensor networks, there is at present no optimized architecture in which these solutions can be implemented. Support for energy-efficiency and heterogeneity has to be implemented at an architectural level, not only in isolated protocols that do not take the layer interaction into account. Furthermore, in order to promote interoperability of protocols and to reduce the cost of application development for sensor networks, there is a strong need for an application independent solution.

Therefore, we propose a universal modular framework useful for a wide range of applications. The modular design has several key advantages:

• Duplication of functionality is prevented;
• Due to the possibility of cross-module information exchange more energy-efficient protocols are supported;
• Heterogeneity is promoted: modules can be added to a node according to its capabilities;
• Through the replacement of modules, it is easy to adapt to changing network conditions and future developments.

We have explored several ways for protocols to interact with each other. We are convinced that the use of a cross-layer interface can provide sufficient abstraction of the inner working of protocols to allow for effective cooperation between different modules.

Also, we have shown that several requirements for future sensor networks, such as QoS, mobility and energy-efficiency, cannot be supported at a single protocol level. These functionalities should be implemented in dedicated protocols, which require a strong interaction with other protocols, such as routing and MAC protocols. These interactions are fully supported by the proposed modular framework.

Finally, we are convinced that networks will become more and more heterogeneous, and that a universal sensor network architecture should support this evolution. The use of a modular framework is thus a very promising approach for sensor networks.
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