Exploring the Full Potential of Reversible Deactivation Radical Polymerization Using Pareto-Optimal Fronts
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Abstract: The use of Pareto-optimal fronts to evaluate the full potential of reversible deactivation radical polymerization (RDRP) using multi-objective optimization (MOO) is illustrated for the first time. Pareto-optimal fronts are identified for activator regenerated electron transfer atom transfer radical polymerization (ARGET ATRP) of butyl methacrylate and nitroxide mediated polymerization (NMP) of styrene. All kinetic and diffusion parameters are literature based and a variety of optimization paths, such as temperature and fed-batch addition programs, are considered. It is shown that improvements in the control over the RDRP characteristics are possible beyond the capabilities of batch or isothermal RDRP conditions. Via these MOO-predicted non-classical polymerization procedures, a significant increase of the degree of microstructural control can be obtained with a limited penalty on the polymerization time; specifically, if a simultaneous variation of various polymerization conditions is considered. The improvements are explained based on the relative importance of the key reaction rates as a function of conversion.
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1. Introduction

During the last two decades, reversible deactivation radical polymerization (RDRP), which is also known as controlled radical polymerization (CRP), has shown to overcome disadvantages of conventional free radical polymerization (FRP), which allows mostly the synthesis of commodity polymer products [1–7], unless expensive functional monomers are used [8,9]. Under well-defined conditions, RDRP techniques are characterized by the establishment of a dynamic pseudo-equilibrium between propagating and dormant species, allowing the controlled incorporation of monomer units per activation-growth-deactivation cycle. This enables the production of polymers with a predetermined number average chain length and narrow chain length distribution (CLD; dispersity \(D < 1.3\)) that possess end-group functionality (EGF). This brings the synthesis of well-defined macromolecular architectures, such as block and star copolymers, within reach. Two important RDRP techniques, which are studied in this work, are activators regenerated by electron transfer atom transfer radical polymerization (ARGET ATRP) [10–16] and nitroxide mediated polymerization (NMP) [17–21].

In traditional ATRP (Figure 1; left top), typically a Cu(I)-complex \((\text{Cu}^I/X/L; \text{activator})\) catalyzes the homolytic cleavage of an ATRP initiator \((\text{R}_0X')\) to yield an initiator radical \((\text{R}_0')\) and a transition metal complex characterized by a higher oxidation state \((\text{Cu}^{II}/X_2/L; \text{deactivator})\). This \(\text{R}_0\) species propagates until it is temporarily deactivated by \(\text{Cu}^{II}/X_2/L\) to yield a halide capped dormant macrospecies \((\text{R}_iX'; i: \text{chain length})\). Typical monomers are styrene, (meth)acrylates and acrylamides. However, during the initial stage of the ATRP, termination reactions are also occurring at significant rates, thereby leading to a build-up of deactivator species. Hence, the deactivation reaction is favored over the termination reaction at higher polymerization times, allowing microstructural control. This effect has been first described by Fischer et al. [22,23] and is known as the persistent radical effect [24]. The commercial utilization of ATRP is, however, hampered by various challenges such as perfect oxygen removal, excessively high catalyst concentrations leading to extensive post-polymerization purifications, and the toxic characteristics of the transition metal complexes [1]. Therefore, alternative initiating procedures which result in a much more attractive ATRP have been investigated, i.e., systems in which the catalyst concentration is dramatically lowered and less stringent reaction conditions are employed [25].

One of these modified ATRPs is ARGET ATRP (Figure 1; left panel) [26–28]. In this RDRP, a reducing agent, for example tin(II) 2-ethylhexanoate \((\text{Sn}(\text{EH})_2)\), is added in excess relative to the ATRP catalyst, which is present at very low amounts (<300 ppm with respect to monomer; molar). This allows the \textit{in situ} reduction of the deactivator species and thus the regeneration of activator species. Moreover, ARGET ATRP allows the polymerization to be initiated by only the halide initiator and the deactivator, leading to less stringent reaction conditions compared to the classical ATRP process. It has been indicated that the outcome of the ARGET ATRP is very sensitive to the initial concentrations. In particular, the amount of reducing agent has to be selected carefully, taking into account a trade-off
between polymerization rate and livingness [29–32]. Moreover, by switching to continuous operation, a more industrial attractive process can be obtained [33,34].

The basic kinetic scheme of the second studied RDRP, i.e., NMP [17,35], is shown in Figure 1 (right panel). NMP is one of the first discovered RDRP systems, due to the pioneering work of Rizzardo et al. [36]. Since then, numerous studies have been devoted to clarify the mechanism and the kinetics of NMP [37–42], focusing mostly on styrene and acrylates as monomers. In NMP, an alkoxyamine initiator \( R_0X \), undergoes a homolytic cleavage at elevated temperature, which releases a \( R_0 \) species and a nitroxide radical (\( X \)), also called the persistent radical. As in ATRP, the initiator radical undergoes chain initiation and the persistent radical effect takes place allowing control at higher polymerization times [43]. Further optimization can be obtained via, for example, novel and highly active nitroxides/alkoxyamines [44,45], such as \( N-(2\text{-methyl-2-propyl})-N-(1\text{-diethylphosphono-2,2-dimethylpropyl})-N\text{-oxyl} \) (MAMA-SG1; BlocBuilder®), the use of conventional radical initiators with a long half-life time [46], the continuous addition of conventional radical initiator [47], and rate-enhancing organic acids [48].

However, both ARGET ATRP and NMP still display several shortcomings, which partly explains the limited industrial realization of RDRP [49]. Taking into account technical-economic considerations, several aspects should be still optimized. From a technical point of view an improved polymer product, i.e., a better control over the narrowness of the CLD and a high EGF, are desired. On the other hand, the economic feasibility of the polymerization process necessitates that a predetermined conversion is reached within a minimal reaction time. These objectives are unfortunately often contradictory in nature, implying the need of multi-objective optimization (MOO) for the unbiased optimization of RDRP. Such optimization studies do not deliver a unique set of operating conditions, but result in a set of several equivalently optimal solutions. This so-called Pareto-optimal front offers the decision-maker useful insights in the compromise to be made and provides the flexibility to decide which is the preferred
operating point taking into account specific constraints on polymerization time and microstructural control [50,51].

Several approaches have been developed that are suited for solving MOO-problems, such as fuzzy logic, neural networks, simulated annealing, and genetic algorithms [52]. The latter have shown to be very suited to solve MOO-problems involving many design variables, as in RDRP. A pioneering genetic algorithm is the so-called Nondominated Sorting Genetic Algorithm (NSGA) proposed by Srinivas and Deb [53]. This algorithm suffered from several drawbacks, which have been addressed by the development of an improved version NSGA-II [54].

MOO has already been successfully applied for several conventional radical and non-radical polymerization processes, such as the production of nylon-6 in a semi-batch operated reactor [55], the synthesis of polyester films [56], semi-batch epoxy polymerization [57], free radical (co)polymerization [50,58], and emulsion polymerization [59,60]. Typically off-line optimization is performed, due to limitations for the calculation time of the MOO algorithm for complex kinetic schemes. For RDRP, however, this methodology has not yet been explored. In this work, for the first time, the potential of MOO for RDRP will be illustrated, considering ARGET ATRP of butyl methacrylate (BMA) and NMP of styrene as model cases and using NSGA-II [61–63]. All kinetic and diffusion parameters are taken from literature [61,64,65] and a variety of optimization paths, such as temperature and fed-batch addition programs, are included, considering time, $D$ and EGF as objectives. For simplicity, the objectives are evaluated only at a final conversion of 0.75. It is shown that significant progress can be made in the control over the RDRP characteristics via such non-classical polymerization procedures.

The reported improvements are explained by a comparison of the relative importance of the key reaction rates as a function of conversion. This involves a comparison of the propagation, deactivation and termination reaction probabilities and in addition probabilities related to important side reactions, such as chain transfer to dimer in the case of NMP of styrene.

2. Modeling Procedure

2.1. Reaction Schemes and Rate Coefficients

The reaction scheme for ARGET ATRP of BMA using Sn(EH)$_2$ as reducing agent ($R^{II}$ in Table 1), ethyl 2-bromoisobutyrate as ATRP initiator ($R_0X'$ in Table 1), and CuBr$_2$/TPMA (TPMA: tris[(2-pyridyl)methyl]amine; $D'$ in Table 1) as deactivator is given in Table 1 (left column), considering bulk conditions for simplicity. The listed kinetic parameters are adopted from Payne et al. [64] and a distinction is made between ARGET ATRP specific and non-specific reaction steps. The main reactions are propagation, termination, and ATRP (de)activation. Both termination by disproportionation and recombination are considered. Chain transfer to monomer is neglected, based on previous studies [66]. Furthermore, a first and second reduction step for activator regeneration is included. Chain length and conversion dependent apparent termination rate coefficients are calculated via the composite $k_t$-model using the Reversible Addition Fragmentation Transfer-Chain Length Dependent-Termination method (RAFT-CLD-T), with improved parameters taken from the recent work from Derboven et al. [65]. For the other reaction steps, no diffusional limitations have to be accounted for, at least to a first
approximation, as typically a maximal conversion of 0.75 is obtained. Note that the MOO-strategy can be extended to higher conversions, provided that reliable activation/deactivation parameters become available. A deterministic model based on the method of moments is used to describe the polymerization kinetics. More details on the method of moments can be found in Supporting Information.

Table 1. Reactions and Arrhenius parameters for the simulation of ARGET ATRP of butyl methacrylate (BMA; left column) and NMP of styrene initiated by MAMA-SG1 (middle column); Arrhenius parameters (A ((L·mol⁻¹)·s⁻¹) and Eₐ (kJ·mol⁻¹)) given in right column. Termination reactions are included in the kinetic model but not explicitly shown (for ARGET ATRP case: recombination and disproportionation; for NMP case: recombination); A' = Cu IX/L, D' = Cu IIX₂/L, R² = Sn²(EH)₂, M = butyl methacrylate, R₀X' = ethyl 2-bromoisobutyrate, M = styrene, R₀X = MAMA-SG1, D = dimer; j = 1, 2, 3, 4; j' = 2, 3, 4.

<table>
<thead>
<tr>
<th>Reactions</th>
<th>ARGET ATRP [64]</th>
<th>NMP [61]</th>
<th>Arrhenius Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATRP (De)Activation</td>
<td>NMP (De)Activation</td>
<td>ARGET ATRP</td>
<td>NMP</td>
</tr>
<tr>
<td>R₀X' + A'kₐ₀' → R₀' + D'</td>
<td>R₀X kₐ₀ → R₁ + X</td>
<td>A₀ₐ₀ = 5.38 × 10⁻⁴; Eₐ₀₀ = 27.7</td>
<td></td>
</tr>
<tr>
<td>RᵢX' + A'kₐᵢ' → Rᵢ' + D'</td>
<td>RᵢX kₐᵢ → Rᵢ + X</td>
<td>A₀ₐᵢ = 3.94 × 10⁻⁸; Eₐ₀ᵢ = 7.98</td>
<td></td>
</tr>
<tr>
<td>Reduction</td>
<td>Thermal Initiation</td>
<td>ARGET ATRP</td>
<td>NMP</td>
</tr>
<tr>
<td>D' + R II k dᵢ → A' + R III</td>
<td>2M k dᵢ → D</td>
<td>A₀ₐ₀ = 1.16 × 10⁻¹³; Eₐ₀ₐ₀ = 105</td>
<td></td>
</tr>
<tr>
<td>D' + R III k dᵢ → A' + R IV</td>
<td>D + M k th → R₀₂ + R₀₃</td>
<td>A₀ₐ₀ = 2.80 × 10⁻¹₀; Eₐ₀ₐ₀ = 0.00</td>
<td></td>
</tr>
<tr>
<td>Chain Initiation</td>
<td>Chain Initiation</td>
<td>ARGET ATRP</td>
<td>NMP</td>
</tr>
<tr>
<td>R₀' + M' k p₀ → R₁</td>
<td>R₀ j + M k p₀j → R₁</td>
<td>Aₐ₀ = 4.04 × 10⁻³; Eₐₐ₀ = 149</td>
<td></td>
</tr>
<tr>
<td>Propagation</td>
<td>Propagation</td>
<td>ARGET ATRP</td>
<td>NMP</td>
</tr>
<tr>
<td>Rᵢ + M k p → Rᵢ₊₁</td>
<td>Rᵢ + M k nM → Pᵢ + R₀₄</td>
<td>Aₐ₀ = 1.09 × 10⁻⁶; Eₐₐ₀ = 0.00</td>
<td></td>
</tr>
<tr>
<td>Chain Transfer</td>
<td>Chain Transfer</td>
<td>ARGET ATRP</td>
<td>NMP</td>
</tr>
<tr>
<td>Rᵢ' + M' k p' → Rᵢ₊₁</td>
<td>Rᵢ' + M' k nD → Pᵢ + R₀₃</td>
<td>Aₐ₀ = 4.74 × 10⁻⁸; Eₐₐ₀ = 93.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
occurs in which two styrene molecules undergo a Diels-Alder cycloaddition to form a dimer molecule \((D\) in Table 1). This dimer can undergo a retro Diels-Alder reaction forming two styrene molecules or it can undergo a molecule assisted homolysis to yield two additional initiator radicals \(R_{0,2}\) and \(R_{0,3}\). Chain transfer reactions to monomer and dimer are considered, based on literature data \([62,68]\). Again, chain length and conversion dependent apparent rate coefficients are taken into account \([69,70]\). Here, also, a deterministic model based on the method of moments has been used.

2.2. Genetic Optimization Algorithm: NSGA-II

A solution, \(i.e.,\) a set of variables \(e.g.,\) temperature and molar amounts for a given conversion interval), is said to be Pareto-optimal if there exists no other set of feasible variables that will yield an improvement in one objective \(e.g., D\) without worsening at least one other objective \(e.g.,\) time to reach a given conversion). This set of conditions is said to be non-dominated and belongs to the Pareto-optimal front \([52]\).

In this contribution, the Nondominated Sorting Genetic Algorithm-II (NSGA-II) has been implemented in FORTRAN code and combined with literature deterministic kinetic models for ARGET ATRP of BMA and the NMP of styrene to perform MOO. In the first step of the NSGA-II algorithm (Scheme S1; Supporting Information), a population of \(N_p\) parents \((P_1;\) generation 1) is generated. This population refers to a set of initial variables, which are randomly distributed in between minimum and maximum boundaries \(e.g.,\) a temperature range for a specific conversion). The polymerization characteristics of the population are evaluated at a predetermined conversion, after which the population is sorted based on non-domination, leading to a ranking of the individuals. This results in a so-called fitness value per population member, also known as the rank. Subsequently, each population member is assigned a crowding-distance, which allows identifying their level of remoteness in the objective space. This ensures the diversity of the population upon regeneration, which in this first generation refers to the creation of an initial offspring population \((Q_i;\) \(i=1\)) of size \(N_o\). The latter population is obtained via selection, with rank as first decision criterion and crowding-distance as second, and subsequent crossover, and mutation.

In a next step, the ranks and crowding-distances of the combined population \((R_i)\), \(i.e.,\) parents and offspring population, are determined. Hereafter, a new generation for the parent population \((P_{i+1})\) of \(N_p\) members is created by selecting the best performing individuals out of the combined population with, again, the same decision criteria, \(i.e.,\) rank and crowding-distance.

Additional generations are obtained by repeating the aforementioned process of offspring generation and reduction of population members to \(N_p\) size until a predefined maximum generation number is reached. If this number is sufficiently large the Pareto-optimal front is approached, provided that the other NSGA-II parameters \(\) (Table S1; Supporting Information) are properly chosen. For more details on the NSGA-II algorithm, the reader is referred to Deb \(et\) al. \([54]\).

An overview of the upper and lower bounds of the variables selected in this work is given in Supporting Information \(\) (Table S2).
3. Results and Discussion

3.1. Multi-Objective Optimization of ARGET ATRP

The MOO of ARGET ATRP of BMA is explored considering time and $D$ as objectives. Two objectives are selected in this case study to illustrate the strength of Pareto-optimal fronts, taking into that the simulated EGF variation is rather limited (<5%). Moreover, it has been verified that similar number averaged chain lengths are obtained for all cases considered. Several optimization pathways are considered, namely optimization via the application of a non-isothermal temperature program, fed-batch addition of monomer and fed-batch addition of reducing agent. The fed-batch addition of deactivator is ignored, since preliminary simulations revealed no improvement compared to the batch condition. Also the combination of several optimization pathways is examined and shown to be synergetic in particular cases. A constraint on the polymerization time of maximum 50 h is imposed and the total molar amount of reactants is fixed with as reference case the following batch conditions ($[M]_0/[RnX]_0/[CuIIX_2]/[SnII(EH)_2]_0 = 200/1/0.005/0.05; 90 \, ^{\circ}C$).

3.1.1. Variation of Temperature

As a first individual optimization pathway, the use of a temperature program is investigated. For simplicity, a piecewise linear temperature profile is selected, consisting of six distinct conversion intervals, each of equal size ($\Delta X_m = 0.125$) with a maximal conversion of 0.75. Hence, seven variables, i.e., the temperatures at the interval boundaries, have to be optimized by the MOO algorithm per simulation. Note that in practice these conversion points should be translated into times for a practical realization of the off-line optimization strategy. For completeness, it is mentioned here that also in the remainder of the text temperature/fed-batch addition programs are always described per conversion interval of $\Delta X_m = 0.125$. In other words, the boundary values of these intervals have to be determined per simulation. In the current situation of a temperature program, a variation between 60 and 90 °C is allowed for the seven variables, based on literature data on isothermal batch ATRP of BMA [64]. The results of the MOO are shown in Figure 2a (green dots). For the sake of comparison, the Pareto-optimal front for isothermal polymerizations is also shown (red dots).

It can be seen that the use of a temperature program is beneficial compared to the isothermal case. For example, for the synthesis of a polymer product with a $D$ of 1.35, a reduction of the polymerization time with $ca. 3 \, h$ results when using a temperature program. The values of the seven variables describing the temperature program along the Pareto-optimal front are shown in Figure 2b. By linking this figure to Figure 2a it follows that the final $D$ decreases if the ARGET ATRP is started at a lower temperature and the temperature is gradually increased throughout the polymerization. This increased control over chain length is although accompanied by a longer polymerization time. This becomes clearer when selecting three illustrative cases along the Pareto-optimal front (cases 1, 2 and 3 in Figure 2a,b). For completeness, the complete temperature programs for these three cases are shown in Figure 2c. The most dynamic program is obtained for case 1, whereas case 2 corresponds to a less dynamic T-program providing a transition to the limiting case 3, in which an isothermal ARGET ATRP is conducted.

The observed differences in polymerization time and $D$ can be explained by looking at the ratio of the reaction probability for a macroradical to propagate and to deactivate ($P_{prop}/P_{deac}$) (Figure 2d) on one
hand and the reaction probability for a macroradical to terminate ($P_{\text{term}}$) (Figure 2e) on the other hand. The former characteristic is selected since simplified models assuming perfect livingness have shown that the ratio of the propagation and deactivation reactivity need to be sufficiently low to guarantee the incorporation of a controlled amount of monomer units during each activation-propagation-deactivation cycle so that a low $D$ can be obtained [1,71]. In reality, a perfect livingness cannot be achieved since termination is inevitable and thus $P_{\text{term}}$ has to be considered as a second characteristic [72,73]. Note that no additional characteristics are needed since other side reactions can be neglected [64].

**Figure 2.** Results for the multi-objective optimization (MOO) of ARGET ATRP of BMA using a piecewise linear temperature program ($\Delta X_m = 0.125$ until $X_m = 0.75$; $[M]_0/[R_0X]_0/[CuI]/[SnII(EH)]_0 = 200/1/0.005/0.05$) (a) Pareto-optimal front (green circles) and corresponding isothermal front (red circles); (b) Variation of the temperature at the interval boundaries along the Pareto-optimal front; (c) Temperature as a function of $X_m$ for three selected cases in (a); (d) Ratio of probability for propagation to deactivation as a function of $X_m$ for the selected cases; and (e) Probability for termination as a function of $X_m$ for the selected cases.

Figure 2d shows that at low conversions a lower polymerization temperature clearly leads to a lower $P_{\text{prop}}/P_{\text{deac}}$ and thus a slower ARGET ATRP and a better control over chain length. This can be understood by noting that propagation is much more activated (23 kJ·mol$^{-1}$ in Table 1) than deactivation (8 kJ·mol$^{-1}$ in Table 1). The beneficial effect of these lower $P_{\text{prop}}/P_{\text{deac}}$ values on $D$ is, however, partly counteracted by the increase of $P_{\text{term}}$ (Figure 2e). The latter increase can be attributed to the as good as non-activated nature of termination and the limited importance on diffusional limitations on termination (Figure S2a; Supporting Information) at these low conversions. This similar control over $D$ at low conversions for the three cases is confirmed in Supporting Information (Figure S1a). At higher conversions both $P_{\text{prop}}/P_{\text{deac}}$ and $P_{\text{term}}$ (Figure 2c,d) become very similar for the three cases, but still the best control results for case 1, since the suppression of the absolute termination rate is more pronounced
(Figure S2b); Supporting Information). Hence, with a very dynamic temperature program, the lowest $D$ values are obtained at high conversions (Figure S1a); Supporting Information and Figure 2a,b).

3.1.2. Variation of Monomer

A second individual optimization pathway for ARGET ATRP of BMA is a fed-batch monomer addition program. The latter implies an increase of the reaction volume as a function of polymerization time. This optimization is performed at the maximal temperature of 90 °C, for illustration purposes only. Importantly, the term overall conversion ($X_{m,\text{overall}}$) needs to be introduced [32]. This conversion is defined with respect to the initial molar amount of monomer used in the batch reference case ($n_{M,0,\text{batch}}$):

$$X_{m,\text{overall}} = \frac{n_{M,\text{reacted}}}{n_{M,0,\text{batch}}}$$  \hspace{1cm} (1)

in which $n_{M,\text{reacted}}$ is the molar amount of monomer that has already reacted. This overall conversion thus differs from the actual or in situ conversion ($X_m$), which is defined with respect to amount of monomer added until the considered time. The overall conversion domain is divided into discrete subdomains of conversion increments of 0.125 until a final conversion of 0.75 is obtained as before. The addition profile is thus described by seven variables, each representing the added fraction with respect to the corresponding initial batch amount for a given conversion interval. This normalization with respect to the initial batch amount implies thus an implicit constraint for the selected amount per conversion interval and guarantees an unbiased comparison of the different sets of conditions considered. For the first variable, this is the initial amount present, which has a lower limit of 15 mol% of the initial batch amount, whereas the other six variables represent the amount of monomer added in the interval. In each interval, a predefined amount of monomer is added in a continuous way per conversion increase of 0.0025.

In Figure 3a, the Pareto-optimal front (green circles) is shown together with the batch reference case (red square), which clearly does not belong to this front, implying that an improvement of $D$ can be obtained with a simultaneous decrease in the polymerization time. Close inspection reveals that with a minimal increase of the polymerization time a large improvement of $D$ can be also accomplished, as long as $D$ values above a critical value of ca. 1.23 are targeted. Note that a decrease with ca. 0.1 for $D$ corresponds to an improvement of 20% of the standard deviation of the CLD. A lowering of the $D$ value below the critical value can be only obtained with a large penalty on the polymerization time, which can be clearly seen in the Pareto-optimal front displaying an L-shape.

Looking at the seven variables describing the monomer addition program (Figure 3b), it follows that more starved feed conditions at low overall conversions, i.e., lower monomer concentrations compared with the batch reference case, and the opposite conditions at high conversion are beneficial for control over chain length. This is shown in particular in Figure 4a which shows the change of the monomer concentration as a function of the overall monomer conversion for three illustrative cases of which the corresponding evolution of the cumulative molar fraction are depicted in Figure 3c. As for the temperature profile, case 1 clearly corresponds to the most dynamic case leading to the highest level of control over chain length.
Figure 3. Results for the multi-objective optimization (MOO) of ARGET ATRP of BMA using a fed-batch monomer program (constant molar flow rate per $\Delta X_{m,\text{overall}}$ of 0.125 until $X_{m,\text{overall}} = 0.75$; 90 °C; $[R_0X]_0/[CuI][X_2L]_0/[Sn^II(EH)2]_0 = 1/0.005/0.05$; batch case: $[M]_0/[R_0X]_0 = 200$). (a) Pareto-optimal front (green circles) and reference batch polymerization (red square); (b) Variation of the seven variables (fraction monomer added initially (variable 1) and during a conversion interval (variable 2–7) along the Pareto-optimal front; (c) Cumulative fraction of monomer added as a function of $X_{m,\text{overall}}$ for three selected cases in (a); (d) Ratio of probability for propagation over deactivation as a function of $X_{m,\text{overall}}$ for the selected cases; (e) Probability for termination as a function of $X_{m,\text{overall}}$ for the selected cases.

The differences between the three cases in both objectives (Figure 3a) can again be explained by looking at the evolution of $P_{\text{prop}}/P_{\text{deac}}$ (Figure 3d) and $P_{\text{term}}$ (Figure 3e). Note that the changes in reaction probabilities are now caused by differences in concentrations instead of differences in intrinsic/apparent rate coefficients. For low to intermediate overall conversions ($0.1 < X_{m,\text{overall}} < 0.4$), very low $P_{\text{prop}}/P_{\text{deac}}$ values result, with the lowest ones for case 1, leading to a low $D$ for each case (Figure S1b; Supporting Information). This beneficial effect is, however, slightly counteracted at very low overall conversion ($X_{m,\text{overall}} < 0.1$) by higher $P_{\text{term}}$ values (Figure 3e) since the radical concentration is also higher for a smaller reaction volume (Figure S3a; Supporting Information). On the other hand, the counteracting effect is of limited importance at higher overall conversions ($X_{m,\text{overall}} > 0.1$) taking into account that the in situ conversions are high (Figure S3b; Supporting Information) and thus already at low overall conversions the termination probability is strongly reduced. Hence, on an overall basis the positive effect on $P_{\text{prop}}/P_{\text{deac}}$ is dominant up to intermediate conversions, explaining the enhanced control with the fed-batch monomer addition program. Moreover, due to the excellent suppression of termination reactions, it is possible to increase the polymerization rate at higher overall conversions, with an acceptable disturbance of the control over chain length.
Figure 4. Monomer concentration as a function of overall conversion for the three cases in (a) the multi-objective optimization (MOO) of ARGET ATRP of BMA using a fed-batch monomer program (Figure 3) and (b) MOO of NMP of styrene using a fed-batch monomer program (Figure 8).

In particular for case 1, which is characterized by the lowest $P_{\text{prop}}/P_{\text{deac}}$ and $P_{\text{term}}$ values it is afforded to add a large amount of monomer from intermediate overall conversions onwards ($X_{m,\text{overall}} > 0.4$). This only leads to a limited increase of $P_{\text{prop}}/P_{\text{deac}}$ and a very limited increase of $P_{\text{term}}$. The latter probability is only slightly increased since the large decrease of the radical concentration due to dilution compensates the corresponding increase of the apparent termination reactivity (Figure S3a,b; Supporting Information). On the other hand, it should be reminded that a lower radical concentration leads to a lower propagation rate and thus higher polymerization times, consistent with the L-shape of the Pareto-optimal front.

3.1.3. Variation of Reducing Agent

A final individual optimization pathway that is explored for the ARGET ATRP case study is the fed-batch addition of reducing agent. The total amount of reducing agent added is taken equal to the batch amount and is the same as used in the aforementioned simulations. Again a constant temperature of 90 °C is chosen. The addition profile is described by seven variables, again per conversion increment of 0.125. The first variable represents the fraction of the initial batch amount present at the start of the ARGET ATRP. The six remaining variables are the fractions of the initial batch amount added during an interval in a continuous manner at a constant molar flow rate per conversion increase of 0.0025.

The results (Figure 5a) show that also in this case a trade-off between both objectives results in an L-shaped Pareto-optimal front. The values of the seven variables, along the Pareto-optimal front, are shown in Figure 5b. From this figure it can be concluded that the fastest polymerization time is equal to the batch case. A lower initial fraction of reducing agent leads to a higher polymerization time, but lower $D$. Throughout the remainder of the polymerization, smaller feed rates at low to intermediate conversion also lead to longer polymerization times and lower dispersities, whereas feeding the reducing agent at low conversions results in a faster polymerization but higher $D$. 
Figure 5. Results for the multi-objective optimization (MOO) of ARGET ATRP of MBA using a fed-batch reducing agent program (constant molar flow rate per $\Delta X_m = 0.125$ until $X_m = 0.75$; $[M]/[R_0]/[Ct]/[X/]/[L]_0 = 200/1/0.005$; 90 °C: batch case; $[R_0]//[Sn]/[EH]_0 = 0.05$). (a) Pareto-optimal front (green circles) and reference batch case (red square); (b) Variation of the seven variables (fraction reducing agent added initially (variable 1) and during a certain conversion interval (variable 2–6)) along the Pareto-optimal front; (c) Cumulative fraction of reducing agent added as a function of $X_m$ for three selected cases in (a); (d) Ratio of probability of propagation to deactivation as a function of $X_m$ for the selected cases; (e) Probability for termination as a function of $X_m$ for the selected cases.

The feeding profiles as a function of conversion for three illustrative cases are shown in Figure 5c. To explain the variation in the objectives the reaction probabilities are shown in Figure 5e,d. Looking at $P_{prop}/P_{deac}$ (Figure 5d), it can be seen that very limited differences can be observed, this in contrast to the application of a temperature and fed-batch monomer program. On the other hand, Figure 5e shows that for case 1 (long polymerization time, low $D$; Figure S1c; Supporting Information) $P_{term}$ is practically zero for conversions lower than 0.5 and thus a good control over chain length can be obtained with a fed-batch addition of reducing agent. This is due to a very low radical concentration (Figure S4; Supporting Information) since the reducing agent, needed for the reduction of a deactivator species, is only brought into the reaction mixture very slowly. This logically also leads to a decrease of the polymerization rate.

It can be concluded that the underlying reason of the examined individual optimization pathways can be different, as they can affect the reaction rates differently. Hence, additional improvement can be expected for specific combinations of individual optimization paths. This conjecture is explored in the next subsection.
3.1.4. Simultaneous Variation of Different Process Conditions

In this subsection, a comparison between the different individual optimization pathways and combinations of these individual pathways are explored. The results of the individual optimizations and only the combinations leading to an improvement of the Pareto-optimal front (with respect to the individual optimizations) are shown in Figure 6.

![Figure 6](image_url)

Figure 6. Comparison between multi-objective optimization (MOO) results of the different individual optimization pathways: fed-batch addition of reducing agent ($R''$) (teal; Figure 5a), temperature program ($T$) (green; Figure 2a), fed-batch addition of monomer ($M$) (blue; Figure 3a), the synergetic combination of temperature program and fed-batch addition of reducing agent (grey), and the synergetic combination of fed-batch addition of monomer and reducing agent (red).

This figure shows that applying a fed-batch monomer program results in a Pareto-optimal front that dominates the Pareto-optimal fronts of the other two individual pathways, i.e., applying a temperature program and fed-batch reducing agent program. Only two combinations lead to a synergetic effect. A first one is the combination of a fed-batch reducing agent program with a temperature program. An even more synergetic pathway is the combination of a fed-batch monomer and reducing agent addition program. In other words, combination of a temperature program with a fed-batch monomer program and combinations of all three do not result in a significant improvement of the Pareto-optimal front.

To understand the improvement of the two synergetic cases, it is necessary to fully understand the differences of the individual optimization pathways, as previously discussed. For the temperature and the fed-batch monomer program, it was explained that both pathways lead at lower (overall) conversions to a lowered $P_{\text{prop}}/P_{\text{deac}}$, i.e., to a decrease in the average number of monomer units added per activation-growth-deactivation cycle. However, the beneficial effect on the $D$ profiles was partly diminished due to a higher $P_{\text{term}}$. Applying a fed-batch reducing agent program leads on the other hand to a reduction of $P_{\text{term}}$ at lower conversion, but hardly influences $P_{\text{prop}}/P_{\text{deac}}$. Hence, it can be understood that combining the latter with a temperature or fed-batch monomer program leads to an improved Pareto-optimal front. In contrast, combining a temperature and fed-batch monomer program only results
in a very limited improvement since both rely on suppressing/favoring the same reactions, which is also confirmed by the MOO.

3.2. Multi-Objective Optimization of NMP

The second case study involves the MOO of NMP of styrene initiated by MAMA-SG1 to optimize the process with respect to polymerization time, livingness and dispersity, i.e., three objectives are now considered. Several individual optimization pathways are again explored, namely optimization via a temperature program, fed-batch monomer addition, and fed-batch addition of free nitroxide, the persistent radical. Also the combination of optimization pathways is again examined. As before, for all optimizations considered, a constraint on the polymerization time of maximum 50 h is imposed. The conditions, \([M_0]/[R_0X_0] = 1000/1\) (120 °C), are taken as batch reference conditions.

3.2.1. Variation of Temperature

As a first optimization pathway the use of a temperature program is again investigated. The temperature program is described in the same way as with the MOO of ARGET ATRP. The seven variables are now allowed to vary between 80 and 120 °C, based on literature data for the isothermal batch NMP of styrene [61]. The corresponding results are shown in Figure 7, considering three objectives, namely time, \(D\), and EGF. For completeness it is mentioned here that a quasi-identical Pareto-optimal front is obtained in case only two objectives are selected (e.g., time and \(D\); Figure S5; Supporting Information). However, for decision making toward a preferred operation point it is more suited to focus on the MOO case with three objectives (see Figure 7a), taking into account that the EGF now varies significantly along the Pareto-optimal front. For isothermal NMP, the Pareto-optimal front is also shown in Figure 7a. Clearly, this front is not a subset of the Pareto-optimal front of the temperature program optimization. This means that a non-isothermal temperature program is always beneficial compared to the classical isothermal case.

From Figure 7b, which shows the variation of the temperature at the seven distinct conversions, it can be concluded that to find optimal trade-offs between the three objectives, a more complex temperature profile should be applied. This is also confirmed in Figure 7c, which displays the actual change of the temperature with conversion for three illustrative cases. The cases differ in the extent of their non-isothermicity but all start with a lower polymerization temperature. For the third case, which results in the lowest batch time but leads to the highest \(D\) and lowest EGF, the temperature is maintained at the upper limit temperature throughout the major part of the polymerization and thus the isothermal case of 120 °C is mimicked to a certain extent. In contrast, for the other two cases, which lead to a higher control over the NMP, the temperature is initially at its lower limit value, after which it is increased until a conversion of 0.125 is reached. Hereafter the temperature is lowered until a conversion of 0.25 results. Only at high conversion (\(X_m > 0.60\)) the temperature is significantly increased toward the maximum value and thus a strongly non-isothermal temperature profiles is established, in particular for the first case.
Figure 7. Results for the multi-objective optimization (MOO) of NMP of styrene using a piecewise linear temperature program ($\Delta X_m = 0.125$ until $X_m = 0.75$; $[M_0]/[R_0X_0] = 1000/1$). (a) Pareto-optimal front and corresponding isothermal front; (b) Variation of the temperature at the interval boundaries along the Pareto-optimal front; (c) Temperature as a function of $X_m$ for three selected cases; (d) Ratio of probability for propagation over deactivation as a function of $X_m$ for the selected cases; (e) Probability for termination; (f) Probability for transfer to dimer as a function of $X_m$.

These at first sight counterintuitive trends in the temperature programs can be rationalized by considering the relative changes of the key reaction probabilities. As with the ARGET ATRP case, $P_{\text{prop}}/P_{\text{deac}}$ (Figure 7d) as well as $P_{\text{term}}$ (Figure 7e) play an important role in the obtained microstructural control. As explained above, the lower $P_{\text{prop}}/P_{\text{deac}}$, the smaller the average number of monomer units incorporated per activation-growth-deactivation cycle and, hence, the lower the $D$ value. A higher $P_{\text{term}}$ leads to an increase in $D$ but also to a lowering of EGF. In the case of the NMP of styrene, the reaction probability for chain transfer to dimer ($P_{\text{trD}}$; Figure 7f) needs also to be considered, specifically at elevated temperature [62,74].

At low conversion, the beneficial effect of starting with a lower temperature has already been explained in Fierens et al. [61] in which an isothermal NMP (120 °C) was compared with a NMP conducted using a stepwise temperature profile with a lower initial temperature aiming to obtain a conversion of $X_m$ of 0.75 within the same polymerization time as the isothermal case. With the stepwise profile less termination is occurring in the early stage of the NMP, leading to a less dramatic manifestation of the persistent radical effect. This is confirmed in Figure 7e, in which $P_{\text{term}}$ is clearly lowered and thus EGF is increased when starting at a lower initial temperature (decreasing temperature for case 3, 2 and 1). On the other hand, at these low conversions, $P_{\text{prop}}/P_{\text{deac}}$ and $P_{\text{trD}}$ are higher compared to the quasi-isothermal case 3, leading to higher initial $D$ values (Figure S6a; Supporting Information) for case 1 and 2. From intermediate conversions onwards, in contrast, lowering the polymerization temperature is beneficial for the evolution of $D$ and EGF. This can be explained by looking at the pronounced change of $P_{\text{trD}}$ (Figure 7f). The lower temperature in cases 2 and 3 for intermediate
conversions suppresses the influence of the chain transfer to dimer, leading to the observed better control over $D$ and EGF. On the one hand, less dimer is formed via thermal auto-initiation and on the other hand chain transfer to dimer is suppressed, taking into account its relatively high activation energy (28 kJ·mol$^{-1}$ in Table 1). This, obviously, also leads to a decreased polymerization rate. Note that the increase of the temperature at the higher conversions (Figure 7c) does not result in a severe penalty on the relevance of chain transfer to dimer (Figure 7f) since the dimer concentration (Figure S7a; Supporting Information) is already significantly decreased. This temperature increase will increase the polymerization rate. However, still a relatively slow NMP is obtained on an overall basis if a dynamic temperature profile is considered.

3.2.2. Monomer Addition

A second optimization pathway for NMP of styrene is the fed-batch addition of monomer. A constant temperature of 120 °C is considered for illustration purposes. Again the overall conversion domain is divided into discrete subdomains of conversion increments of 0.125. The addition profile is again described by seven variables, each representing the added fraction with respect to the corresponding initial batch amount. The initial fraction present has now a lower limit of 10 mol%. Note that this monomer addition approach can be seen as an extension of the work of Bentein et al. [62] in which fixed small amounts of monomer were added for the NMP of styrene, using phenylethyl-SG1 as NMP initiator.

As can be seen in Figure 8a, fed-batch monomer addition results in an improvement compared to the batch case. Looking at the value of each variable along the Pareto-optimal front (Figure 8b) some trends can be observed. It is beneficial to start the NMP with a low amount of monomer after which the remainder of the initial batch amount monomer is added continuously. As for the temperature variation, a more complex profile allows a higher level of control. Selecting again three illustrative cases, this becomes clearer when considering the explicit variation of the cumulative amount of monomer added with overall conversion (Figure 8c). The corresponding monomer concentration profiles are provided in Figure 4b. For case 3, the total amount of monomer is already added in the first interval, leading to a high monomer concentration and a high polymerization rate but also to a higher $D$ and a lower EGF. For the other two cases, the addition of the remainder monomer amount occurs throughout the whole NMP. With the most starved-feed monomer conditions (case 1) the highest degree of control is obtained despite an increase in polymerization time.

At low conversions, the beneficial effect of starting with a low initial amount of monomer can be partially linked to $P_{\text{prop}}/P_{\text{deac}}$ (Figure 8d). This ratio is the lowest for case 1 where on average a lower amount of monomer is incorporated in each activation-growth-deactivation cycle, already from low conversion onwards. In other words, the initial spike in the $D$ profile (Figure S6b; Supporting Information) is lower and $D$ declines to a lower value since controlled conditions are already obtained at a lower conversion. Additionally, the improved control can be related to the positive evolution of $P_{\text{term}}$ (Figure 8e) and $P_{\text{rate}}$ (Figure 8f). It is important to mention that case 1 has the highest living macroradical concentration of the three cases considered. Nevertheless, the rate of termination is the lowest since termination reactions are more diffusion controlled throughout the NMP. In case 1, the in situ conversion is namely very high ($\approx 0.9$) for the largest part of the polymerization (Figure S8a; Supporting Information) and diffusional limitations are more pronounced, explaining the lower $P_{\text{term}}$ values.
The reduced importance of chain transfer to dimer can be understood by looking closely at the dimer formation in which two monomer molecules need to undergo a Diels-Alder reaction. If a fed-batch monomer addition program is applied, especially under starved feed conditions, i.e., cases 1 and 2, the monomer concentration is kept low (Figure 4b), thereby strongly reducing the dimer concentration (Figure S8b; Supporting Information) and thus also lowering $P_{D,D}$.

3.2.3. Variation of Initial Nitroxide Loading

The beneficial influence of an excess of nitroxide with respect to NMP initiator, has already been discussed in literature [39,44,75]. Therefore, as a third possibility to optimize the NMP characteristics, the addition of nitroxide at the start of the polymerization is investigated. To stay within representative NMP conditions, the maximum initial ratio of nitroxide ($\lambda$) to NMP initiator ($R_0\lambda$) has been limited to 0.5. Again a constant polymerization temperature of 120 °C is selected. For completeness it is mentioned here that also a MOO was performed with a nitroxide fed-batch addition program. However, this optimization revealed that the Pareto-optimal front only consists of points in which the total amount of nitroxide is added at the start of the polymerization, explaining why the initial loading was finally taken up as the only variable.
The Pareto-optimal front considering three objectives (time, $D$, and EGF) is given in Figure 9a. The corresponding variation of the initial molar ratio of nitroxide to NMP initiator is provided in Figure 9b. When an excess of nitroxide is initially present, termination is already strongly suppressed from the start of the NMP and almost no build-up of nitroxide is needed to create a sufficient high concentration of nitroxide species (Figure 9d). This can also be inferred from Figure 9c in which $P_{\text{prop}}/P_{\text{deac}}$ is plotted as a function of conversion. At the initial stage, excess nitroxide leads to a sharp decrease in this ratio, since deactivation reactions are favored from the beginning of the polymerization, and thus the $D$ profile falls back to a much lower value from an early stage in the polymerization (Figure S6c; Supporting Information). The beneficial effect is, however, counteracted at higher conversions by the higher importance of the chain transfer to dimer reaction (Figure 9e) leading to a rise in the $D$ profile as a function of conversion. This higher importance can be related to the higher impact of radical generation via thermal initiation (Figure S9a; Supporting Information), since a lower polymerization rate allows an increase of the dimer concentration (Figure S9b; Supporting Information) during a significant period. Hence, the concentration of both reactants for chain transfer to dimer increases in such way that $P_{\text{trD}}$ increases, explaining the observed $D$ profiles.

Figure 9. Results for the multi-objective optimization (MOO) of NMP of styrene (120 °C) using excess initial nitroxide ($\Delta X_m = 0.125$ until $X_m = 0.75$; $[M]_0/[R_0X]_0 = 1000/1$). (a) Pareto-optimal front and corresponding isothermal front; (b) Variation of $[X]_0/[R_0X]_0$ along the Pareto-optimal front; (c) Ratio of probability for propagation to deactivation as a function of conversion for the selected cases; (d) Probability for termination as a function of $X_m$ for the selected cases; (e) Probability for chain transfer to dimer as a function of $X_m$ for the selected cases.
It should be stressed that overall still a large improvement of the $D$ can be obtained with a relative small penalty in polymerization time, as witnessed from the L-shape of the Pareto-optimal front (Figure 9a). This result is corroborated by the reported observation that a small addition of nitroxide (<10 mol%) is beneficial for NMP processes in general, and that higher amounts decrease the polymerization rate excessively [39].

3.2.4. Simultaneous Variation of Different Process Conditions

In a final step, combinations of the aforementioned individual pathways are explored, considering the most complex case of the three objectives time, $D$ and EGF. The most interesting combinations of these advanced MOO simulations are shown in Figure 10, accompanied by the MOO fronts obtained via a single variation. To avoid misinterpretation, the Pareto optimal front is depicted twice using the time as the common objective. Looking only at the result of the individual optimization pathways it can be seen that applying a temperature program can be considered the best option with respect to all three objectives.

**Figure 10.** Comparison between multi-objective optimization (MOO) results of NMP of styrene for the different individual optimization pathways: temperature program ($T$) (blue; Figure 7a), fed-batch addition of monomer ($M$) (green; Figure 8a), excess initial nitroxide ($X_{ini}$) (red; Figure 9a), the synergetic combination of temperature program and fed-batch monomer addition (purple), the synergetic combination of fed-batch addition of monomer and excess initial nitroxide (grey) (a) projection for objective 1 ($D$) and objective 2 (time), and (b) projection for objective 3 (EGF) and objective 2 (time).

Further inspection shows that combination of a fed-batch monomer addition and an initial excess amount of nitroxide (yellow dots) is strongly synergetic, leading to a much improved Pareto-optimal front compared to the individual cases (green and red circles), especially for $D$ (Figure 4a). This synergetic effect is due to positive effect of the initial presence of the free nitroxide which leads to a strongly decreased $P_{prop}/P_{deac}$ and thus a lower $D$ from low conversions onwards. Moreover, fed-batch addition of monomer additionally allows to suppress chain transfer to dimer reactions, which cannot be achieved if the nitroxide loading is the only variable, as explained in the previous subsection.

Finally, it follows that the combination of a temperature profile with a fed-batch monomer addition (purple dots) leads to Pareto-optimal fronts that cannot be represented by a single line, taking into account the 2D representation. This is thus a direct consequence of the definition of Pareto-optimality in which only improvement in one objective is needed, i.e., the simultaneous improvement of both EGF
and $D$ is not strictly demanded. Hence, depending on the actual RDRP product requirements, it follows that a certain combination will be seen as suitable are not.

4. Conclusions

For the first time, Pareto-optimal fronts have been determined for two important reversible deactivation radical polymerization (RDRP) techniques, i.e., activators regenerated electron transfer atom transfer radical polymerization (ARGET ATRP) and nitroxide-mediated polymerization (NMP). For the simulations, the NSGA-II algorithm has been successfully implemented and combined with literature kinetic models. Diffusional limitations are accounted for on termination using a composite $k_t$-model. As design variables the temperature and molar amounts of the involved species have been considered per conversion interval of 0.125, until a conversion of 0.75 is reached. A distinction is made between 2-dimensional multi-objective optimization (MOO) for ARGET ATRP of BMA with as objectives time and $D$ and 3-dimensional MOO for NMP of styrene with as objectives time, $D$, and EGF.

In both RDRPs, the conditions belonging to the Pareto-optimal front perform better than the corresponding isothermal or batch conditions. In particular, significant gain in time is obtained for a given control over the RDRP. A typical Pareto-optimal front is L-shaped, implying that control can be improved without a significant penalty on time up to a critical $D$.

For ARGET ATRP of BMA, the strongest improvement for individual optimization pathways is obtained if a fed-batch addition of monomer is performed. Further improvement is obtained in case a combination of two optimization pathways is allowed. The most promising results are obtained when either a temperate program is combined with a fed-batch addition of reducing agent or a fed-batch addition of monomer is combined with a fed-batch addition of reducing agent. This can be explained by analyzing the reaction probabilities for the radical species. Fed-batch addition of a reducing agent allows lowering the termination reaction probability, whereas fed-batch addition of monomer and a temperature program allow decreasing the propagation to deactivation reaction probability, which ensures a more controlled incorporation of monomer units per activation-growth-deactivation cycle on an average basis.

For NMP of styrene, considering individual optimization paths, a temperature program is the most suited, as it allows to suppress termination at low conversion, to decrease the propagation to deactivation reaction probability and to avoid a dominant occurrence of chain transfer to dimer at high conversion. A combination with fed-batch addition of monomer or a non-zero initial deactivator concentration allows further improvement. The former combination does not, however, automatically imply a simultaneous improvement in EGF and $D$.

Finally, it should be stressed that although NMP and ARGET ATRP are vastly different, it has been demonstrated that the road to maximize their potential consists of the common themes of optimizing the RDRP initiation process, mediating the activation/growth/deactivation cycles and suppressing termination and chain transfer reactions.
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