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Abstract—The rise of cloud computing and its elastic, on-demand resource provisioning introduces the need for a flexible and scalable multi-tenant architecture. In a multi-tenant application every tenant (client) makes use of shared application instances, but each tenant typically has its own user data. The shared application instance behaves like a private instance by guaranteeing both data separation and performance separation for every tenant. As the number of tenants increases, the amount of data grows. A scalable solution for the storage is needed, allowing tenant data to be divided over multiple database instances, but taking into account performance isolation and custom data assurance policies.

In this paper we introduce an abstraction layer for achieving high scalability for the storage of tenant data. This layer uses data allocation algorithms to determine an acceptable allocation of tenant data to different databases. We describe a mathematical model for the allocation of tenant data which can be optimized using existing linear programming techniques, and introduce the BDAA-n and FDAA, two algorithms that will find an optimal allocation of data by iterating over the possible permutations. The proposed solutions are evaluated based on their flexibility, complexity and efficiency. The flexibility of the BDAA and FDAA makes them easy to customize and extend to fit most scenarios, but the algorithms will achieve best results for tenants with a limited number of subtenants. Linear programming is an alternative for tenants with a higher number of subtenants, but the customizability of the algorithm for specific use cases is limited due to the need for linear functions.

I. INTRODUCTION

In a multi-tenant architecture, a software application is designed to virtually partition its data and configuration, and each tenant works in a virtual application instance. Cloud computing [1] is a technology that enables elastic, on-demand resource provisioning. As the infrastructure provider usually charges for the number of instances used, an optimal usage of available resources is desired to reduce operating costs. Adding multi-tenancy to the application reduces the operating cost, but as the number of tenants grows, a scalable architecture for both the application and data is needed, with a minimal impact on the performance by other tenants.

Custom policies can put additional constraints to the allocation of tenant data in multi-tenant cloud applications. Such policies can be used to meet legal and business data archival requirements for both persistent data and records management. Compliance with regulatory policies on data remains a key hurdle to cloud computing [5]. Jun Li et al. [6] [7] propose a policy management service that is limited due to the need for linear functions.

In this paper, we focus on the scalability of the tenant data in multi-tenant applications. This scalability can be achieved using existing techniques such as partitioning and NoSQL databases, but we will present a solution for allocating data to separated database instances, taking into account performance isolation and custom data assurance policies for each tenant. In this paper we present a generic solution for scalable storage independent of the underlying database system. By doing so, applications that need a traditional SQL interface are also supported.

The remainder of this paper is structured as follows. In the next section we will discuss related work. Afterwards, in Section III we will present our architecture. In Section IV we will introduce data allocation algorithms and discuss possible extensions. In Section V, we will evaluate our algorithms and in Section VI we state our conclusions and discuss avenues for future research.

II. RELATED WORK

The work presented in this paper is related to both scalable storage solutions and custom data policies. In previous work [2], we presented a hierarchical method for organizing tenants and storage of tenant data, and characterized the impact on the performance in a theoretical way. Tenants and subtenants can be logically structured using the tenant tree, and a mapping can be made to the physical storage of the tenant data. The theoretical analysis was verified by experiments on different environments, using common relational SQL databases. The outcome of this research is used in this paper to build a scalable database layer. In other previous work [3], [4] we have focused on customizability and performance isolation of multi-tenant computational components of cloud services. This paper extends the previous work by focusing on the data storage components of applications rather than on computational components.

Data assurance policies can be used to meet legal and business data archival requirements for both persistent data and records management. Compliance with regulatory policies on data remains a key hurdle to cloud computing [5]. Jun Li et al. [6] [7] propose a policy management service that...
The data elasticity component is responsible for achieving high scalability by allocating the required amount of resources, in this case the number of database instances. This component will evaluate the current load on the different instances, add or remove additional instances and reallocate tenant data, taking into account the different constraints such as data retention policies. The data elasticity component makes use of data allocation algorithms to evaluate the current load and to decide if additional instances should be added or removed.

B. Database Layer

In the presented architecture, multiple database instances exist and tenants (and subtenants) can either have a dedicated instance or share an instance with other (sub)tenants. One database instance is shared between all tenants. This instance holds all general tenant information such as tenant specific configuration parameters, feature configuration (if the multi-tenant variability approach from [3] and [4] is used), billing information and data assurance policies. For every tenant, a representation of the current allocation of data is also stored. The shared database instance shouldn’t become the bottleneck of the application as the amount information in it is limited, because only general information about the tenants is stored.

IV. DATA ALLOCATION ALGORITHMS

The goal of the data allocation algorithms is to determine an allocation of tenant data to the different database instances resulting in a minimal cost. This is one of the tasks of the data elasticity component of the data scalability layer. Because of this, a cost function is needed to evaluate a possible allocation given certain metrics. The first metric is the number of database instances as more instances will result in a higher cost. The next metric is the average response time for each tenant and for the whole system, which can be calculated using the Equations introduced in [2]. Another useful metric is the current load on the existing database instances.

All algorithms are designed to work for a single tenant and its child nodes (two levels of the tenant tree described in [2]), but in some scenarios the tenant tree might have more than two levels. In this case, the algorithms can be executed multiple times, starting at the leaf nodes of the tree (the lowest level) and continuing towards the root. This concept is illustrated in Figure 2, where the execution order is denoted by numbers. In this example, the selected algorithm will be executed four times.

A. Linear Programming Data Allocation Algorithm (LPDAA)

The data allocation algorithms determine the amount of data for every node that needs to be moved to the parent node, resulting in a minimal cost using the cost function described earlier in this paper. This cost function together with the possible ranges for the variables and additional bounds describe a mathematical model which can be solved using Linear Programming (LP) or Integer Linear Programming.
Algorithm can be easily extended to support such policies by constrains on the possible allocation of tenant data. The BDAA algorithm for

will refer to the algorithm as the BDAA-2. Figure 3 illustrates a value between 0 and \( 1 \) per subtenant, if we would use 2 bits for every subtenant, \( n \) per permutation, we will represent every subtenant by moves \( \frac{1}{3} \) of data to parent, Subtenant 2 moves no data to parent, Subtenant \( k \) moves all data to parent. (the number of subtenants). Figure 4 also contains a post-processing step in which the removed subtenants are re-added to the output. Custom policies such as data assurance policies might put difference between the flexibility of the different algorithms. As custom policies add additional constraints on the allocation of data, the data allocation algorithm should be flexible enough marking permutations that are violating some of the defined constraints as invalid. In the last step of the BDAA algorithm, the valid permutation with minimal cost is returned.

C. Fast Data Allocation Algorithm (FDAA)
The complexity of the BDAA algorithm is mainly dependent on the number of different permutations that have to be evaluated. Although searching for the optimal allocation can happen offline, large values of either \( k \) (the number of subtenants) or \( n \) (the number of bits used to represent a single subtenant) can rapidly make the algorithm unusable as it would take too much time to evaluate all permutations. To reduce the number of permutations, the Fast Data Allocation Algorithm (FDAA) adds a pre-processing step in which some of the subtenants are removed from the input. After this, the FDAA solves the data allocation problem using the BDAA. The algorithm also contains a post-processing step in which the removed subtenants are re-added to the output.

V. Evaluation Results
A. Execution time of LPDAA and ILPDAA
The mathematical model described above was implemented using the Java API of the IBM ILOG CPLEX Optimization Studio [9] V12.4 for Linux x86-64. The results of the experiments show that LPDAA tends to be faster as the ILPDAA.

B. Execution time of BDAA-n and FDAA
The BDAA-n and FDAA were implemented in Java and executed on a Linux server with an Intel Core i7 CPU (2.80 GHz) with 8 GiB of memory. In order to calculate the average execution times every subtenant was assigned a random distinct number of database records and this was repeated 50 times for every value of \( k \) (the number of subtenants). Figure 4 illustrates the measured average execution times for a single tenant with an increasing number of subtenants. As the number of subtenants increases, the probability increases that one or more subtenants can be removed in the pre-processing step of the FDAA. As a result, the FDAA tends to have a lower complexity than the BDAA-1.

C. Algorithm Comparison
To compare the different algorithms, all algorithms were configured with the same constraints and bounds, and the same cost function. In our simulations, the tenant and subtenants were assigned an initial amount of data and each iteration the amount of data for each tenant was slightly increased. Figure 5 illustrate the calculated cost of an experiment for the different data allocation algorithms. Similar experiments were executed with different iterations based on realistic scenarios, but these experiments provided similar results.

As there are only small differences in the results, all algorithms could be good candidates for the implementation of the data elasticity component. However, there is a significant difference between the flexibility of the different algorithms. As custom policies add additional constraints on the allocation of data, the data allocation algorithm should be flexible enough.

Fig. 2. Using the data allocation algorithms with a tenant tree consisting of more than two levels. In this example, the selected algorithm will be executed four times. The order of algorithm invocations is shown using numbers.

Fig. 3. An example representation of a single permutation when using the BDAA algorithm for \( n = 2 \) with \( k \) subtenants.
to support them. The BDAA and FDAA are very flexible, as they are easy to extend and customize. Any cost function can be used allowing the algorithm to support most scenarios. The LPDAA and ILPDAA on the other hand are less flexible, as they are depending on linear problems. This puts some limitations to the cost function and constraints. The LPDAA for example can not count the number of database instances, which is needed for a useful cost function. The ILPDAA also can not support all possible scenarios. Some extensions will need additional decision variables, but this increases the complexity of the model significantly.

VI. CONCLUSIONS

Scalable multi-tenant applications which will be hosted on the cloud need a scalable architecture for both the application and data. In this paper, we focused on the scalability of the tenant data in such applications. We started with extending the architecture of a typical application by adding the data scalability layer and defined the most important components inside this layer. The data elasticity component is the main component responsible for achieving high availability of the database layer by allocating tenant data to multiple database instances. This component invokes data allocation algorithms to find the optimal allocation of tenant data.

The goal of the data allocation algorithms is to find a possible allocation with minimal cost. The cost function can take different metrics into account, such as the average response time of the system and the number of database instances. The BDAA tends to find an optimal allocation by enumerating the possible permutations. The FDAA reduces the execution time of the BDAA with an exponential factor by introducing a pre-processing step. For tenants with a high numbers of subtenants, linear programming techniques offer an alternative for the FDAA algorithm by using a mathematical model. The ILPDAA is preferred as it offers more possibilities, but the customizability of the algorithm for specific use cases is limited due to the need for linear functions. In scenarios where performance isolation and support for custom data assurance policies are essential, the FDAA should be used instead.

In future work, the model described in this paper will be used to construct a flexible middleware for building multi-tenant applications on the cloud. The goal of this middleware layer is to allow developers to build multi-tenant applications in a traditional way, whereas the middleware layer provides all multi-tenant related functions such as scalability, performance isolation and security in a transparent way.
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