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Abstract
ITER will start its operation with non-activated hydrogen and helium plasmas at a reduced magnetic field of $B_0 = 2.65$ T. In hydrogen plasmas, the two ion cyclotron resonance frequency (ICRF) heating schemes available for central plasma heating (fundamental H majority and 2nd harmonic $^3$He minority ICRF heating) are likely to suffer from relatively low RF wave absorption, as suggested by numerical modelling and confirmed by previous JET experiments conducted in conditions similar to those expected in ITER’s initial phase. With $^4$He plasmas, the commonly adopted fundamental H minority heating scheme will be used and its performance is expected to be much better. However, one important question that remains to be answered is whether increased levels of hydrogen (due to e.g. H pellet injection) jeopardize the high performance usually observed with this heating scheme, in particular in a full-metal environment. Recent JET experiments performed with the ITER-like wall shed some light onto this question and the main results concerning ICRF heating performance in L-mode discharges are summarized here.
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1. Introduction
For minimizing neutron induced activation, ITER will first operate using hydrogen (H) and helium ($^4$He) plasmas at half the nominal magnetic field, $B_0 = 2.65$ T. With 16.5 MW of neutral-beam injection (NBI) and 15 MW of electron cyclotron resonance heating (ECRH) power expected to be available in the initial operation phase, simulations have shown that L-mode plasmas with central electron densities of $n_e = 3.5 \times 10^{19}$ m$^{-3}$ and central temperatures of $T_{e0} = T_{i0} = 5$ keV could be achieved [1]. Furthermore the calculations suggest that, when adding 10 MW of ion cyclotron resonance heating (ICRH) on-axis, the central ion and electron temperatures could be increased to $T_{e0} = 10$ keV and $T_{i0} = 8$ keV, respectively. These numbers consider 100% heating efficiency which for the case of ion cyclotron resonance frequency (ICRF) heating translates into total absorption of the waves in the bulk plasma (no edge losses). The ICRF heating scenarios available for the hydrogen plasma operation (fundamental majority H heating and 2nd harmonic minority $^3$He heating) have been extensively modelled [2–5] and were experimentally studied a few years ago in dedicated JET experiments [6]. The results indicate poor RF wave absorbivity leading to relatively low heating efficiency (<50%) in both cases: fundamental H majority heating suffers from the well-known unfavourable polarization of the RF fields near the majority cyclotron layer (screening effect) while for the second harmonic $^3$He heating scenario it is necessary to work at prohibitively high $^3$He levels to increase the wave absorption.

For the $^4$He plasmas at $B_0 = 2.65$ T and with similar plasma parameters, fundamental H minority heating at $f \approx 42$ MHz will be used. This ICRF heating scheme (either with $^4$He or more often with D plasmas) is well established and is...
probably the most commonly used in present day machines [7–12]. It has generally a high heating efficiency (~80%) and does not require a too precise control of the H concentration $X_{[H]} = n_{H}/n_e$. Moreover, the wave power absorbed by the minority H ions can in principle be channelled to mainly heat the electrons or the bulk ions, by tuning the H concentration and/or the plasma density to tailor the RF acceleration and hence the slowing-down of the minority ions onto the bulk plasma particles. In active (D) plasmas, bulk ion heating helps boosting the (D–D) fusion reactivity while central electron heating might be important to keep the core impurity content low in a metallic environment. Although the here reported experiments concern deuterium rather than $^4$He plasmas (as planned for ITER’s non-active phase), theory and experiments show that the RF wave physics governing the minority H cyclotron absorption and relaxation processes in D plasmas is very similar to that in $^4$He plasmas, the main reason being that D and $^4$He ions have the same charge-to-mass ratio.

However, two important aspects have to be addressed in more detail to increase the confidence on the performance of this heating scheme in ITER. Here, heating performance is defined as the equilibrium global plasma energy achieved per MW of applied ICRF power and thus includes transport effects as well as radiation losses.

First, it is known that if the H concentration becomes too large (by e.g. poor wall conditioning or by the use of H pellet injection for ELM pacing), the performance of the fundamental minority ICRF heating decreases. This is expected by simple RF wave theory due to the change of the RF electric field polarization near the minority ion-cyclotron resonance layer and was confirmed (often unwillingly) in various tokamaks. The rate at which the RF wave absorptivity degrades with the minority concentration depends on several factors (e.g. the machine size, the RF antenna spectrum, the plasma composition, the equilibrium magnetic fields, etc) but for a given tokamak and fixed RF parameters it depends mostly on the plasma density and temperature. In general, higher densities and temperatures favour a slower degradation of the heating efficiency with $X_{[H]}$, either by directly improving the ion-cyclotron absorption or by enhancing other absorption mechanisms (as e.g. electron Landau damping), which eventually help damping the RF power that is not efficiently absorbed by the minority ions.

The second point concerns the performance of ICRH in general in a full metal environment. In ASDEX-Upgrade (AUG), after the installation of the tungsten wall and divertor, it was verified that the overall ICRF heating performance decreased with respect to the operations with a previously installed carbon wall and that this degradation was associated to large W levels in the plasma, released from the wall by sputtering of Ni and W in structures magnetically connected to the ICRF antennas. A more detailed analysis revealed that the main chamber W components and the divertor apron tiles (W-coated tiles covering the entrance of the divertor) rather than the main part of the divertor (bulk W) are the major source of impurities during high power ICRH, as reported by Bobkov et al [15]. The overall effect of the ILW metallic environment on ICRF heating in JET, including a detailed assessment of the RF-induced heat loads in plasma-facing components, are reported by Jacquet et al in [16, 17]. The main conclusions are that the higher impurity content w.r.t. the CFC-wall operation does not compromise the performance of ICRF heating too strongly (most of the increased radiation being emitted from the outer part of the plasma [18]) and that the heat loads in the Be limiters close to the RF antennas remain within safe operational limits in all the cases tested. Interestingly, L-mode studies revealed that the ICRF-induced impurity content may strongly depend on the minority H concentration, as reported by van Eester et al in [19].

In this work dedicated experiments to study the influence of the minority H concentration on the fundamental ICRF heating performance in conditions similar to those expected in ITER’s non-active L-mode operation phase (including the wall and divertor materials) are described. The focus is on the RF heating efficiency and on the fast-particle physics (that controls the RF power eventually absorbed by the bulk plasma by collisions with the fast minority ions) since a detailed analysis of the plasma–wall interactions and the RF-induced impurity content comprising their dependence on the minority H concentration is already given in [15–19].

The paper is divided as follows. In section 2 the main experimental results are presented, including the dependence of the global plasma parameters (energy, temperature, etc), the RF heating efficiency and the fast-particle dynamics on the H concentration. In section 3, numerical RF wave and Fokker–Planck tools [20–23] are validated against the experimental data. In section 4, the same codes are used to assess the heating performance of the fundamental (H)$-^4$He minority ICRH scheme in ITER’s half-field phase and a summary is given in section 5.

2. Experimental observations

The time traces of several quantities for three similar L-mode discharges with different hydrogen concentrations are shown in figure 1: (a) ICRF power, (b) core line integrated density, (c) hydrogen concentration, (d) total radiated power, (e) central electron temperature and (f) plasma stored energy.
The discharges were performed at $B_0 = 2.7 \, T$ and $I_p = 2.0 \, \text{MA}$, low triangularity and low antenna–plasma distance ($\sim 10–11 \, \text{cm}$ in the mid-plane) to favour efficient ICRF coupling. The RF frequency was $f = 42 \, \text{MHz}$ (placing the H ion-cyclotron resonance roughly on-axis) and dipole phasing ($\pi$ phasing between adjacent antenna straps) was adopted. The H concentration was varied from 5–30% by injecting pure $\text{H}_2$ from a dedicated divertor gas injection module in addition to the standard $\text{D}_2$ feedback controlled injection based on the core plasma density request. The H$_2$ injection waveform was tailored to provide roughly constant $X[H]$ during the discharges and no evidence of H accumulation was observed when the H content was varied from shot to shot, highlighting the low retention and recycling properties of the new Be wall [24]. The H concentration was measured both by edge spectroscopy (ratio of H$_\alpha$/$\text{D}_\alpha$ Balmer lines) and by mass spectrometry with a good agreement for $X[H] > 3 – 4 \%$. Unless otherwise mentioned, the values quoted here correspond to the latter and the measured concentrations are considered to also represent the core $X[H]$ values.

The rapid variations of the plasma density observed in figure 1(b) are not due to the H$_2$ injection but rather due to the transition of the plasma to a modest confinement H-mode state, referred to as M-mode [25]. The impact of increasing the H concentration on the plasma performance is clear: both the plasma stored energy ($f$) and the central electron temperature ($e$) are lower when more H$_2$ is injected with similar amounts of ICRF power applied. The total radiation ($d$) is comparable in the three discharges, being more influenced by the density and/or by the transitions of the plasmas into the M-mode than by the H concentration.

In figure 2, the averaged values of (a) plasma stored energy, (b) central electron temperature, (c) total radiated power and (d) bulk radiated power reached during ICRH are plotted as a function of the H concentration. The data correspond to 0.2 s time averaged values of the measurements taken in a series of L-mode discharges similar to the ones shown in figure 1. The central densities are within $n_0 = 3.5 – 4.0 \times 10^{19} \, \text{m}^{-3}$ and data points with ICRF power between 3.0 MW (circles) and 3.5 MW (squares) were included to have a better statistics. The large error bars on the central electron temperature data (b) are due to the averaging of the $T_e$ time traces over one or more sawtooth periods.

The deleterious effect of increasing the minority concentration on the ICRF heating performance is clear in figures 2(a) and (b). Interestingly, the plasma thermal energies reached for a given amount of RF power are not degraded below $X[H] < 15 \%$, at which point they start to decrease with $X[H]$ reaching about 2/3 of the original values at $X[H] = 30 \%$. The central electron temperatures, on the other hand, show a systematic (linear) reduction with $X[H]$ already from very low H concentrations: values of $T_e = 4.5 \, \text{keV}$ are achieved at low H concentrations and are reduced by a factor of 2–3 when $X[H] = 30 \%$ is reached. This different behaviour comes from the fact that, while both the energies and electron temperatures reached during ICRH are functions of the RF heating efficiency (and transport), the latter also depends on the slowing-down of the fast ions, which is strongly modified when the H concentration is increased, as will be shown later. Hence, the $\sim 30 \%$ decrease of $T_\text{e0}$ observed for $X[H] < 15 \%$ (where the thermal energies are roughly constant) is less strongly related to the RF heating efficiency than to the reduction of the fast ion.

Figure 1. Time traces of various signals for three similar JET discharges: (a) ICRF power, (b) line averaged electron density, (c) hydrogen concentration, (d) total radiated power, (e) central electron temperature and (f) plasma stored energy.
Figure 2. Average values of several quantities as function of the H concentration for two ICRF power levels in similar L-mode JET discharges. (a) Plasma stored energy, (b) central electron temperature, (c) total radiated power and (d) bulk radiated power (inside the last closed flux surface). The measured quantities are averaged over 0.2 s.

tails with $X[H]$ and the consequent re-channelling of a fraction of the RF wave energy to the bulk D ions. Unfortunately, ion temperature measurements were not available in these experiments to corroborate this observation.

In figure 2(c) the total radiated power measured by bolometry is shown as a function of $X[H]$ while in figure 2(d) the fraction radiated in the bulk plasma is depicted. Despite the relatively large spread in the data, one sees that the total radiation is not very sensitive to the H concentration but that the bulk radiation decreases from slightly below 2 MW at low $X[H]$ values to $\sim 1.2$ MW at $X[H] = 20\%$ and starts to increase afterwards. A more detailed analysis revealed that the decrease of the bulk plasma radiation is related to a reduction of the high-Z impurity content (Ni and W) measured in the plasma core when the H concentration is increased [19], despite the higher edge losses which are related to poorer RF wave absorption leading enhanced plasma–wall interaction. Unfortunately the edge properties of these plasmas also changed during the $X[H]$ scan making it difficult to conclude if the lower impurity level observed at moderate H levels is related to a core (RF absorption) or to an edge (plasma–wall interaction) effect. It is worth mentioning that the total radiation in these discharges represents a large fraction of the auxiliary power applied ($P_{rad}/P_{icrf} \approx 60–70\%$). These figures are considerably higher than the ones seen with the carbon wall in similar plasma conditions (30–40%) and as mentioned before, are caused by the additional influx of tungsten in ICRF heated discharges due to RF sheath induced sputtering of W elements in the main chamber and upper parts of the divertor [15, 17, 26]. The same effect was already observed in JET-C discharges but Ni coming from structures near the ICRF antennas was identified as the main metallic impurity at that time [27].

Despite the different radiation losses, the energies achieved per MW of ICRF power in similar conditions in the JET-C and JET-ILW experiments are comparable, provided the edge plasma density is not too low [15]. An example is given in figure 3, where the equilibrium values of the stored plasma energy reached as a function of the ICRF applied power in a series of JET-ILW L-mode discharges with $X[H] < 15\%$ (including a subset of the data shown in figure 2) are compared with the energies reached in similar JET-C plasmas.

The global RF heating performance, defined as $(W_{mhd} - W_{mhd,0})/P_{icrf}$, where $W_{mhd,0} \approx 0.5$ MJ represents the stored energy in the purely ohmically heated phase of the discharges ($P_{ohm} \approx 1.5$ MW for the considered $I_p = 2$ MA plasmas) is about 0.23 MJ MW$^{-1}$ for the JET-ILW pulses,
around 20% lower than the value obtained in JET-C at high ICRF power. Note that this quantity represents the equilibrium energy reached per MW of RF power applied to the plasma and thus includes transport and radiation losses. As discussed in [17, 18], the somewhat lower performance seen in JET-ILW compared to JET-C with $B_0 = 2.7\,\text{T}$, $I_n = 2\,\text{MA}$ and $f = 42\,\text{MHz}$. All the data points correspond to $X[H] < 15\%$.

<table>
<thead>
<tr>
<th>$P_{\text{icrf}} (\text{MW})$</th>
<th>$W_{\text{stored}} (\text{MJ})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>0.3</td>
<td>1.2</td>
</tr>
<tr>
<td>0.4</td>
<td>1.6</td>
</tr>
<tr>
<td>0.5</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Figure 3. Plasma stored energies ($W_{\text{stored}}$) achieved as a function of the ICRF power for similar L-mode discharges in JET-ILW and JET-C with $B_0 = 2.7\,\text{T}$, $I_n = 2\,\text{MA}$ and $f = 42\,\text{MHz}$. All the data points correspond to $X[H] < 15\%$.

In figure 4, the ICRF heating efficiencies $\eta = P_{\text{abs}}/P_{\text{icrf}}$ obtained by break-in-slope (BIS) analysis of the plasma energy response to sharp ICRF power steps [28] applied to the discharges discussed in figure 2 are plotted as a function of the H concentration. Unlike the global RF heating performance discussed earlier, the RF heating efficiency inferred from BIS analysis of the plasma energy response ($P_{\text{abs}} \sim \partial W/\partial t$, $\partial t \to 0$) does not depend on the plasma confinement nor on the radiation losses as long as a short enough time interval is taken for estimating the time derivatives of the energy signal. Thus, it reflects the instantaneous character of the RF wave absorption rather than the fate of the absorbed power after transport and radiation losses take over. Fast ion dynamics is captured to a certain degree by the BIS analysis since the slowing-down time of the minority H ions is typically much shorter than the energy confinement time of the bulk particles in the studied discharges.

Nevertheless, a strict relation between the instantaneous heating efficiency and the plasma energy values achieved as a function of $X[H]$ (figure 2(a)) is clearly observed: the heating efficiency is roughly constant between $\eta = 0.6 - 0.8$ up to $X[H] = 15\%$ and then starts to decrease, reaching $\eta \sim 0.4$ at $X[H] = 30\%$. This suggest that from the RF point of view, it could be beneficial to work at increased H concentrations (∼15%) to profit from the reduced radiation and impurity levels as shown in figure 2(d), at least in dominantly ICRF heated discharges.

The strong correlation between the dependencies of the RF heating efficiency (figure 4) and of the global heating performance (figure 2(a)) with $X[H]$ suggests that the degradation of the ICRF power absorption rather than changes in transport or radiation is the main responsible for the lower heating performance observed at high $X[H]$ in the reported experiments. Transport simulations of these discharges also confirmed that the global transport properties of the plasma are not strongly altered by the change in the H concentration for $X[H] < 25\%$.

The impact of the H concentration on the fast-particle dynamics during ICRF heating was studied with the horizontal neutral particle analyser (NPA) [29]. In figure 5 (left), time traces of various signals in three similar JET discharges with $3\,\text{MW}$ of ICRF heating are shown: (a) H concentration, (b) neutral flux for $200\,\text{keV}$ H ions and (c) central electron temperature. As expected, the number of counts registered by the NPA at high energies decreases when the H concentration is increased indicating a smaller population of supra-thermal ions. This is a well-known phenomenon and is simply related to the fact that for higher $X[H]$ values, more H ions have to share the same amount of RF power that is absorbed in the plasma and hence the power per particle (and thus its acceleration) is reduced. The drop of the fast ion content (effective energy and population) is also confirmed by the reduction of the sawtooth activity for higher $X[H]$ as illustrated by the central $T_e$ signals (c), since larger fast ion pressures within the q = 1 surface tend to stabilize the kink instability leading to longer sawtooth periods in ICRF heated discharges than in non-heated ones (see [30] for more details on this mechanism).

In figure 5(d) the NPA energy spectra of the fast H tails are shown for the three discharges represented on the
right. An additional pulse with $X[H] = 12 - 15\%$ (pulse 83062) is also included. The data correspond to 2 s time averages taken in similar plasmas with $P_{\text{icrf}} = 3$ MW. The high concentration data (pulse 83064) are only plotted for illustrations purposes but cannot be considered for a deeper analysis, since the NPA counts become too scarce and fluxes below $10^9 \text{[1/(keV s m^2 sr)]}$ are within the background level of the measurements. In figure 5(e) the effective temperatures of the H tails with $150 \text{keV} < E < 350 \text{keV}$ estimated from the slopes of the NPA spectra (as shown in figure 4(d)) are plotted as a function of the H concentration. These estimates should be interpreted as the maximum averaged energy the H ions have achieved in the (horizontal) line-of-sight of the detector, namely in the region where the RF power absorption is maximum. The $X[H] > 20\%$ data points were discarded since the NPA statistics is too poor. The $T_{\text{eff}}$ values representing the H ion tail within $150-350 \text{keV}$ decrease by a factor of roughly 3 when $X[H]$ is increased from 10% to 20%. Again, this effect is a combination of the heating efficiency degradation (lower power density values) and the increase of the number of absorbing minority ions (less power per particle), leading to weaker RF acceleration. Furthermore, the fact that the plasma collisionality is higher at large $X[H]$ (lower $T_0$) implies, by itself, a reduction in the minority tail formation ($T_{\text{eff}} \propto T_0^{-3/2}$).

3. RF modelling of the JET discharges

The (H)–D ICRF heating experiments reported here were modelled using various numerical tools. In figure 6, the power absorption profiles for the various plasma species obtained with the 2D full-wave CYRANO code [20, 21] ((a), (b)) are compared with the respective profiles obtained with the 1D TOMCAT wave solver [22] ((c), (d)) for two different H concentration levels. The CYRANO curves represent the actual flux surface averaged absorbed power density profiles (MW m$^{-3}$) normalized to a total absorbed power of 1 MW while the TOMCAT curves represent the local absorbed power (W) in a finite element width for launched power of 1 W. All the simulations were done with RF frequency $f = 42 \text{MHz}$, toroidal wave number $N_\phi = 27$ (dominant mode for dipole-phasing excitation), $B_0 = 2.7 \text{T}$ and main plasma profiles similar to those found in the experiments for the low H

Figure 5. Left: time traces of various signals in three similar JET discharges: (a) H concentration, (b) NPA flux for 200 keV H ions and (c) central electron temperature from ECE radiometer. Right: (d) NPA spectra for different H concentrations and (e) effective temperature of the fast H ions inferred from NPA data slopes as a function of the H concentration. All the data correspond to a similar plasma densities, $n_e dl = (8.5 \pm 1.0) \times 10^{19} \text{m}^{-2}$ and ICRF power, $P_{\text{icrf}} = 3.2 \pm 0.2 \text{MW}$.
concentration cases ($n_0 = 3.5 \times 10^{19} \text{ m}^{-3}$, $T_{e0} = T_{i0} = 4 \text{ keV}$). The effect of the plasma temperature on the RF power absorption (also observed experimentally) will be discussed later. All species are considered Maxwellian—which is a good approximation in the case of fundamental ICRF heating—and the temperature of the minority ions is kept at thermal values. Despite the different models adopted in the two codes and the fact that the 1D TOMCAT code by definition ignores poloidal geometric effects that might be crucial, their results are qualitatively similar: at low $X[H]$, ion-cyclotron absorption of the minority H is by far the dominant process while for higher concentrations this process loses strength and electron Landau damping starts to play an important role in the wave absorption. Note that the TOMCAT simulations start to show a hint of mode conversion to the Bernstein wave in the high concentration case, manifested as a localized electron absorption lobe on the high-field side of the plasma. This effect is not seen in the CYRANO simulations for the numerical grid adopted in these simulations leading to smaller electron power fractions predicted at high $X[H]$. In any case, short wavelength modes excited in the mode conversion region violate the criterion for finite Larmor radius expansion $k_{\perp} \rho_L \ll 1$ (which is used in both codes) and thus have to be interpreted carefully: the actual width of the short wave absorption is probably overestimated but the amount of power absorbed by mode conversion ($\sim 15\%$) is properly accounted for, as indicated by benchmarking with an integro-differential version of the TOMCAT code [31].

Being a 1D wave solver, TOMCAT has the capability of estimating the single-pass absorption (SPA) of the RF wave when it crosses the plasma. In this particular case the high-field side cut-off of the fast wave is inside the plasma so that the waves that are not fully absorbed in the plasma core and reach this point are reflected back towards the low-field side. In these cases, the SPA refers to a full (double) transit of the waves in the plasma and is inferred from the remaining active power (Poynting flux) left with the wave after it is bounced back to the antenna.

As mentioned, the wave absorptivity (or SPA) depends on various plasma parameters and in particular on the plasma temperature. On the other hand, because in the described experiments ICRH was the only auxiliary power source, the actual plasma temperatures reached depend on the wave absorptivity itself and the accurate way of
studying this problem would be to perform self-consistent wave-transport simulations of these discharges. However, since the experimental $T_e$ values are known, we will adopt a simpler approach and compute the single-pass wave absorption as a function of $X[H]$ by correcting the temperatures based on the experimental data. For this, the electron (and ion) temperatures were approximated as a linear function of the form $T = a + b \cdot X[H]$, where $a$ and $b$ are obtained from fitting the experimental $T_e$ data, as shown in figure 2(b). Unfortunately ion temperature measurements were not available in the experiments and the $T_e = T_i$ assumption may be inaccurate in these rather low density plasmas, in particular at high $X[H]$ values for which the collisional relaxation of the minority H is predominantly onto the bulk ions.

The simulation results are illustrated in figure 7(a), where the SPA of the RF waves calculated by TOMCAT are plotted as a function of the H concentration for three fixed temperatures (dotted) and for the linearly corrected temperature values (solid). It can be seen that when the actual temperature drop is included, the SPA for high $X[H]$ values is only about 0.2, about 2 times lower than the value obtained without the $T_e$ correction. In the medium $X[H]$ range ($\sim$15%), the SPA varies from 0.4 to 0.8 depending on the temperature considered while at low concentrations the absorptivity is less sensitive to the plasma temperature.

In reality, the low absorption waves are not ‘reabsorbed’ by the antenna after a double-pass but are again reflected back from the low-field side cut-off and ultimately from the metallic wall, and thus keep sloshing around the plasma until they have damped all their energy. However, on top of the edge losses that occur the first time the launched waves cross the scrape-off layer (also present in the full SPA cases), the low absorptivity waves lose part of their energy every time they come close the evanescence region. By adopting a multi-pass model that accounts for the (a priori unknown) losses per transit, it is possible to estimate the theoretically expected heating efficiency of an ICRF scenario by considering a large enough number of transits for the wave power to be fully damped. This method can also be used the other way around, i.e. to estimate the RF wave losses based on the experimental values of the heating efficiencies and the predicted SPA curves for the experimental plasma conditions. This is illustrated in figure 7(b), where the theoretical heating efficiencies (solid) obtained with a multi-pass model using the temperature dependent SPA curves calculated with TOMCAT (figure 7(a)) are adjusted to the experimental heating efficiency values. The best fit was obtained with 23% losses per transit as seen in the $X[H] \approx 0.05$ data, where the SPA is close to unity. If the plasma would have been kept at $T = 4$ keV by compensating the lower ICRF heating efficiency with other heating method, the expected heating efficiency at high $X[H]$ would increase from 0.4 to approximately 0.6.

As a final modelling exercise, a 1D isotropic Fokker–Planck solver [23] based on the Stix–Karney formalism [32, 33] was used to interpret the dependence of the fast-particle dynamics on the H concentration observed with the NPA during the experiments. For a given H concentration, the maximum value of the power density profile computed by the 2D CYRANO wave code for 3 MW of RF power and normalized according to the heating efficiency estimated experimentally (figure 4) was used as the source term for the FP calculations. This means that the fast H distributions computed reflect the most energetic H ions present in the plasma, namely close to the ion-cyclotron resonance position. In this work no attempt is made to compute the distributions in several plasma radii and try to synthetically mimic the (integrated) NPA measurements. The RF field components and the value of the perpendicular wave vector $k_\perp$ at the surface of maximum power absorption were also imported from the CYRANO calculations. Because the H concentrations reach large values, the self-collisions between the accelerated H ions cannot be neglected and an iterative procedure is used to evolve the accelerated H distributions towards a steady state [23]. The power absorbed by the background plasma species (deuterons and electrons) was neglected and their distributions were

![Figure 7](image-url)

**Figure 7.** (a) SPA calculated by the 1D TOMCAT code as a function of the H concentration for the JET (H)D scenario for fixed temperature values (dotted) and for a linear decay of the plasma temperature (solid) based on the experimental findings. (b) Comparison between the theoretical heating efficiency (using a multi-pass model with 23% losses per wave transit) and the experimental values inferred by BIS analysis of RF transients in the experiments (figure 4).
kept Maxwellian throughout the iterative loop, with linearly decreasing temperatures given by $T = T_0 = a + b \cdot [\text{X[H]}]$, as described before.

In figure 8(a) the hydrogen energy distributions $F_0 \times m_\text{H}V^2/2$ obtained by the Fokker–Planck code for $X[\text{H}] = 7\%$, $X[\text{H}] = 10\%$ and $X[\text{H}] = 15\%$ are plotted in log-scale as a function of the H ion energy. For a qualitative comparison with the NPA data, the effective temperatures of the ion tails in the simulation were defined in terms of the local (logarithmic) slopes of the energy distribution over an energy range comparable to the NPA one (150–350 keV) rather than integrating over the whole slowing-down distribution energies. The effective temperatures obtained by the FP modelling are compared with the experimental values from the NPA in figure 8(b). It is surprising to see that despite the crudeness of the FP model and the fact that no efforts were made to quantitatively mimic the diagnostics characteristics (such as the line-of-sight, the phase-space response, etc) the simulations describe the mitigation of the fast H tail with $X[\text{H}]$ satisfactorily. It has to be said that at lower concentrations (not shown) the simulations give considerably higher effective energy levels than the NPA measurements.

4. Fundamental (H)–^4He ICRH performance in ITER

In this section we extend the numerical modelling validated in the JET experiments to the H minority ICRH scheme in ITER half-field ^4He plasmas. For this, we consider the plasma equilibrium parameters described in [1]: $B_0 = 2.7$ T, $I_\nu = 7.5$ MA, L-mode profiles with $n_0 = 3.5 \times 10^{19}$ m$^{-3}$ and temperatures varying between $T_{\text{hel}} = T_0 = 3$ keV and 8 keV, ITER’s reference being $T_0 = 5$ keV. The RF frequency is $f = 42$ MHz and different antenna phasings available in ITER were considered. The results are summarized in figure 9, where the SPA curves (left) and the corresponding heating efficiencies (right) are shown as a function of the H concentration $X[\text{H}]$ for two cases: (a) different temperatures and $0\% \pi$ ($N_{\phi} = 27$) phasing and for (b) fixed temperature ($T_0 = 5$ keV) but different antenna phasings. For the latter, only the main toroidal mode numbers $N_{\phi}$ of the spectra excited by three dipole-phasing configurations available in ITER as computed by the ANTITER-H code [34] were used: $0\% \pi (N_{\phi} = 27)$, $0\% \pi 0(N_{\phi} = 39)$ and $0\pi 0\pi (N_{\phi} = 63)$. The expected heating efficiencies $\eta_{\text{theo}}$ (c), (d) were estimated using a multi-pass model with the same (23%) wave losses per transit in the plasma as obtained from the analysis of the JET discharges. This choice is obviously a too simplistic approximation and is only based on the fact that the RF settings and the wall materials are similar in the two cases. Mode-conversion effects were negligible throughout the $X[\text{H}]$ range studied.

The beneficial effect of pre-heating the plasma on the wave absorption is clear in figures 8(a) and (c). For the reference ITER value of $T_0 = 5$ keV the heating efficiency remains above $\eta_{\text{theo}} \sim 0.5$ for most of the $X[\text{H}]$ values studied and the RF heating scenario is expected to yield good plasma heating even if high levels of H are present. If the plasma is too cold ($T_0 \leq 3$ keV) and the H concentration too high, the heating efficiency will be reduced. Alternatively, if an antenna phasing that excites a spectrum with higher $k_j = N_{\phi}/R$ power lobes is used, the heating efficiency at large $X[\text{H}]$ can be enhanced. However, higher $k_j$ phasings feature lower antenna loading resistance and a compromise between keeping a good coupling while heating the plasma more efficiently has to be considered for optimizing the ICRH performance [35].

The increase of the RF heating efficiency with $T_0$ and $k_j$ is mainly related to the increased width of the cyclotron absorption region in these conditions (IC width $\propto k_j \nu_T$), leading to enhanced Doppler-shifted power absorption of the minority ions around the cold IC resonance layer. Aside from the plasma temperature and the antenna spectrum, the machine size also plays an important role on the influence of the H concentration on the SPA of the RF waves in the plasma. In larger tokamaks the ratio between the perpendicular wavelength and the width of the ion-cyclotron absorption is typically smaller than in smaller machines and the modification of the RF field polarization caused by changes in the minority fraction tends to have a weaker impact on the wave absorptivity.
5. Summary and conclusions

Recent JET-ILW experiments studied the impact of the minority H concentration on the fundamental (H)–D ICRF heating performance in conditions similar to those expected in ITER’s initial 4He L-mode operation phase. Since JET is now equipped with a full Be/W ITER-like wall and because the RF settings and the plasma parameters (magnetic field, kinetic profiles) could be closely matched to those expected in ITER, these experiments were a suitable test bed for studying the potential of this heating scenario in ITER. The experiments have shown that, in general, the RF heating efficiency of the (H)–D ICRF scenario at $B_0 = 2.7$ T and 42 MHz in JET-ILW remains comparable to the one measured with the C-wall, despite the larger (off-axis) bulk plasma radiation observed in ICRF heated discharges due to the increased levels of W (and Ni) in the plasma, leading to a slightly lower energy content achieved for the same RF power applied. The heating efficiency degrades from 0.7–0.8 at low and medium H concentrations to about 0.4 when $X[H] = n_H/n_e = 30\%$ is reached, but the decay only starts to be significant at moderate $X[H] \sim 15\%$ values. The plasma energy reached per MW of RF power at constant density follows this trend closely and is lower for larger $X[H]$. The central electron temperatures show a linear decay with $X[H]$ from very low H concentrations since on top of their dependence on the heating efficiency, they are also influenced by the change in the fast ion dynamics with $X[H]$ (different slowing-down). NPA results confirm the sharp drop of the fast ion tail energy when increasing the H concentration: The tail energies decrease from 350 keV at low $X[H]$ to below 100 keV at $X[H] = 20\%$. Interestingly, the high-Z impurity levels and thus the bulk plasma radiation exhibits a minimum at moderate H concentrations, but due to changes in the plasma edge properties also observed in the experiments the exact cause of this effect remains unclear.

Encouraged by the very good agreement between the JET results and the numerical modelling performed with RF wave and Fokker–Planck codes, estimates for the heating performance of the (H)–4He ICRF heating scheme for ITER’s half-field parameters were done. The simulations indicate that a good performance of this RF heating scenario can be expected in ITER up to high levels of hydrogen, provided the plasma is kept warm enough (pre-heated by other auxiliary heating scheme) or if high $k_{||}$ spectra (0π00 or 0π0phasing) are used. If assuming the same wave losses per transit as obtained in the JET experiments and the reference ITER temperature of $T_0 = 5$ keV, the expected heating efficiencies never drop below $\eta_{\text{theo}} \sim 0.5$ within $X[H] = 3–50\%$.

The experiments have also shown that the fast-particle population is strongly reduced when the H concentration is
increased. For ITER, where due to its large volume the central RF power density values remain modest even when 10 MW of ICRF power is applied, the simulations suggest that this drop may be even more pronounced. This is likely to have consequences on the central electron temperatures achieved with auxiliary ICRF heating at large H fractions and therefore, if high-Z impurity control is already needed at this stage of ITER’s operation, ensuring sufficient ICRF power being available (on top of the central ECRF heating foreseen) may become vital from early on [34].

Finally, it is important to mention that the 20–25% edge power losses estimated in JET are not necessarily directly extrapolatable to ITER since the ICRF antenna design as well as the SOL characteristics in the two machines is different. However, since these losses are present even when the single-pass wave absorption is unity it is crucial that further progress on understanding the edge RF processes (antenna–plasma coupling, RF sheath rectification effects and parasitic power dissipation) is made for minimizing this deleterious effect in future machines.
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