Quantitative determination of glycopyrrolate in human plasma by liquid chromatography–electrospray ionization mass spectrometry: The use of a volatile ion-pairing agent during both liquid–liquid extraction and liquid chromatography
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1. Introduction

Quaternary ammonium (QA) drugs are widely used as anticholinergic agents. Glycopyrrolate (GLY), as a synthetic QA compound, has been used for decades as a pre-operative antimuscarinic. In addition, it diminishes the volume and free acidity of gastric secretions and controls excessive pharyngeal, tracheal, and bronchial secretions [1–4]. In contrast to the tertiary amines atropine sulfate and hyoscine hydrobromide, which are other well-known anticholinergic agents, the highly polar quaternary ammonium group of GLY limits its passage through the blood–brain barrier. As a consequence, doses which cause these marked anticholinergic actions have little effect on heart rate or pupil size.

Intraoperatively, GLY counteracts drug-induced or vagal traction reflexes with the associated arrhythmias and oral and gastric secretions. Although many anesthesiologists still routinely make use of GLY because of the positive effects, its use has been cut back during the last 20 years, due to the need for painful and anxiety-provoking intramuscular (IM) injection caused by short distribution and elimination half-life [5]. Clifford et al. investigated other administration routes, such as oral and intravenous (IV) routes. As expected by the known variable gastrointestinal absorption of GLY, oral administration was found to be ineffective. IV administration on the other hand proved to be superior to IM administration because of an additional decrease of gastric secretions, not seen by IM administration [1].

The scope of this study, as part of a larger clinical study, was to develop an analysis method for GLY, allowing a pharmacokinetic evaluation of patients treated with Robinul® after IV distribution through an arterial catheter. Past PK studies in normal volunteers, given a single IV infusion of 0.4 mg GLY, already indicated that the drug undergoes a rapid distribution/elimination phase ($t_{1/2} = 1.7$ h). The peak plasma concentrations occur within the minute after infusion and no wide distribution to the tissues takes place [6]. As for all anticholinergics, the duration of action varies, with possi-
ble antisialagogue effects for up to 7 h. Each Robinul® injection vial contains 1 mL of 0.4 mg GLY, USP in water for injection with 9 mg of benzyl alcohol as preservative (Information for health professionals, Robinul data sheet). For IM injection, the onset of reaction is 20–40 min with peak plasma concentrations after approximately 30–45 min and the duration of action ranging from 4 to 6 h.

During the past decades, several studies investigated possible quantitation approaches for GLY and other QA compounds. Due to their cationic character, detection of the latter drugs is still not straightforward. Coverage with immunoassays is limited. Traditionally, GLY was analyzed by using enzyme-linked immunosorbert assay (ELISA) [7,8]. However, cross-reactions are often noted. Methods using gas chromatography–mass spectrometry (GC–MS) on selected QA drugs have been developed but intact QA compounds cannot be analyzed with GC–MS [9–12]. One approach is the hydrolysis of the isolated quaternary compound to cyclopentylmandelic acid which is then amenable to detection and confirmation following derivatization and analysis by GC–MS. A broad range of other chromatographic and spectrometric techniques have been reported for the analysis of QA drugs [13–26]. An inherent disadvantage of most of these analytical methods is the lack of specificity, resulting in identification and quantification issues in complex matrices, e.g., plasma [13]. Only methods using mass spectrometry can unmistakably identify the detected analyte. Consequently, more specific methods like capillary electrophoresis–mass spectrometry (CE–MS) have been optimized for the analysis of QA, however, only in (horse) urine [9].

For QA drugs, indeed, CE seems a better option considering the permanent ionic characteristic of the analyte molecules. Unfortunately, coupling CE to MS is far from routine and does lack some robustness.

Liquid chromatography mass spectrometry (LC–MS) at the other hand, using electrospray ionization (ESI), has become the method of choice in both quantitative and qualitative bioanalytical work due to its speed, sensitivity, specificity and robustness [13]. In reversed phase type of separations, ion-pair chromatography allows the chromatography of ionic analytes. Generally, ion-pair chromatography is performed with high concentrations of non-volatile ion-pair reagents, obviously incompatible with (ESI–)mass spectrometry. Some of these issues can be overcome by phase system switching using an ion-exchange trapping column (2D-LC) but, additional equipment [17,27] is required and the complexity of the analytical method is substantially enhanced. The use of volatile acids as ion-pairing agents was first described by Castro et al. [12], allowing the direct coupling of ion-pair chromatography and mass spectrometry. Heptafluorobutyric acid (HFBA), pentafluoropropionic acid (PFPA) and trifluoroacetic acid (TFA) were selected as possible ion-pairing agents. In their setup, HFBA yielded the most promising results.

In our approach, ion-pairing liquid/liquid extraction with dichloromethane is adjusted to approximate the chemical environment of the ensuing LC–MS analysis by using the same ion-pairing agent as used for the chromatographic separation step. In this way HFBA acts as ion-pairing agent for both the extraction and chromatographic separation step. This report is a detailed presentation of the development, optimization and validation of this method for p oriented quantitative measurements.

2. **Experimental**

2.1. **Chemicals**

Pure reference standard of glycypyrrolate (GLY) was obtained from Boehringer Ingelheim Chemicals Inc. (Petersburg, USA). The internal standard, mepenzolate (Mp) was obtained as mepenzolate bromide from Sigma–Aldrich (Bornem, Belgium). LC–MS grade methanol and acetonitrile were from Biosolve (Valkenswaard, The Netherlands). Ultrapure water was produced by a Synergy 185 system (Millipore Comp., Bedford, MA, USA). Heptafluorobutyric acid, formic acid (p.a. 98%–100%), dichloromethane and ammonium formate were purchased at Sigma–Aldrich (Bornem, Belgium). Drug-free blank plasma (different patient pools) was obtained at the local blood bank and kept frozen until use.

2.2. **Analytical standards**

Individual stock solutions of GLY (1.01 × 10^6 ng/mL) and Mp (1.01 × 10^6 ng/mL) were prepared by accurately weighing the required amounts in separate volumetric flasks and dissolving in appropriate volumes of high purity water. These solutions were appropriately diluted in high purity water by serial dilution using a Hamilton diluter (Hamilton, Bonaduz, Switzerland) to obtain the working standard solutions used to spike plasma calibrators and quality control samples (see Section 2.3). The following standard solutions were prepared: 101 × 10^2; 504 × 10^1; 101 × 10^1; 504 ng/mL: 101; 75.7 and 50.4 ng/mL. Separate weightings, dilutions and volumetric material were used in the preparation of the quality control samples which were also used in the accuracy investigation method. All standards were kept at −20 °C and were used for a maximum of 3 months.

2.3. **Calibrators and quality control samples**

Calibrators in plasma were prepared by adding 20 μL of the relevant working standard solution to 1980 μL of blank plasma. Calibrators over a concentration range of 0.1–100 ng/mL for GLY (101; 50.4: 10.1; 5.04; 1.01; 0.757; 0.504: 0.101 ng/mL) were obtained. Quality control samples at three different levels (QC1 0.252, QC2 2.52, and QC3 25.2 ng/mL), different from the calibration concentrations, were separately prepared in larger pools.

Each calibration curve was acquired in triplicate allowing validation of the calibration curves based upon the Food and Drug Administration bioanalytical method validation guidance protocol [30]. In this context, precision, accuracy, limit of detection (LOD), lower and upper limit of quantification (LLOQ, resp. ULOQ) and selectivity were also determined. To that end, calibration curves were run on 6 different days. The concurrently analyzed (different days, n = 6), quality control samples were also used to calculate total precision and accuracy of the method. Using these samples, accuracy, as percentage error (100 – [concentration(measured- added)/added] × 100), was assessed. Two of the quality control levels (QC1 0.252 and QC3 25.2 ng/mL) were also used for a post-extraction stability study. The samples were repeatedly re-analyzed...
over a 10 h time interval (time frame of 60 samples) and the resulting absolute peak areas were plotted against injection time. Evaluation of the slope of this curve together with the percentage response deviation compared to the time zero injection provides stability data.

2.4. Sample preparation and extraction

To 1 mL of plasma sample, a fixed amount of Mp, as internal standard, was added (50 µL of a 1/2000 dilution of the stock solution; 25.2 ng). Subsequently, 1 mL of 0.2 M ammonium formate (adjusted to pH 3.0 with formic acid) and 4 mL of dichloromethane were added. After 10 min of rotation on a rotatory mixer, the tubes were centrifuged for 20 min at 2254 × g (25 °C). 750 µL was removed from the upper water phase and transferred into new centrifuge tubes. After addition of 1 mL of 0.1 M aqueous HFBA and 4 mL of dichloromethane, samples were rotated again on a rotatory mixer for 10 min. After centrifugation (20 min, 2254 × g, 25 °C), the upper (water) phase was removed as waste. The lower dichloromethane layer was evaporated to dryness under a nitrogen stream at 35 °C (TurboVap LV evaporator, Zymark). Following, dried samples were redissolved in 200 µL of eluent A (15 mM HFBA-20 mM ammonium formate buffer) before injection.

2.5. Mobile phases

LC eluent A consisted of HFBA (15 mM)-ammonium formate buffer (20 mM) adjusted to pH 3.30 with formic acid. Eluent B was pure methanol. Both solvents (A) and (B) were filtered over a 0.45 µm membrane filter before use.

2.6. Liquid chromatography

The Atlantis dC18 (2.1 mm I.D., length 50 mm, particle size 3 µm) used was purchased from Waters (Milford, MA, USA). The chromatographic system consisted of an Alliance 2795 LC system equipped with an analytical autosampler having a 100 µL injection loop installed. Isocratic elution was performed with a fixed composition of 30% eluent A and 70% eluent B at a flow rate of 100 µL/min. After injection of 20 µL of sample, a total run cycle time of 10 min was used.

2.7. Mass spectrometry

The HPLC system was interfaced with a QTOF1 mass spectrometer (Micromass-Waters, Manchester, UK), equipped with an orthogonal electrospray source (Z-spray®) operated in the positive ion mode. The mass spectrometer was operated in the MS/MS mode allowing maximum sensitivity and specificity. Nitrogen acted both as nebulizer (60 L/h) and drying gas (580 L/h) and argon served as collision gas (4.5 × 10⁻³ mbar collision cell pressure). A standard 120 µm capillary was used in the electrospray ionization (ESI) interface. The source was operated at 120 °C and the desolvation temperature was 240 °C. Electrospray capillary and cone voltage were optimized to 3000 and 30 V, respectively. Data were collected and processed using the MassLynx® and Quanlynx® software (Micromass-Waters, Manchester, UK). Collision energy was assessed to 30 eV after infusion experiments with pure GLY (101 ng/mL, m/z 318.4) and Mp standard (101 ng/mL, m/z 340.3) dissolved in the same eluent composition of the isocratic chromatographic system, at 10 µL/min. Quantification, after collision-induced dissociation of the respective precursor ions, m/z 318.4 and m/z 340.3, occurs at m/z 116.2 and m/z 130.2 for GLY and Mp, respectively. In doing so, a sometimes so-called pseudo-MRM method is obtained. The MS/MS spectra and chemical structure of GLY and Mp, as of their corresponding fragment ions are shown in Fig. 1.

3. Results and discussion

3.1. Extraction procedure and its validation

Using the proposed procedure, GLY is extracted using a combination of ion-pairing extraction with HFBA and liquid–liquid extraction. The same agent is also used as the mobile phase addi-

![Fig. 1. MS/MS spectrum (collision energy: 30 eV) and chemical structure of Mp [A] and GLY [B], acquired on a Micromass ESI-QToF 1 mass spectrometer in the positive ion mode. m/z 318.4 (GLY) and m/z 340.3 were selected as precursor ion, m/z 116.2 (GLY) and m/z 130.2 (Mp) were selected for quantification.](image-url)
ative. In both cases, HFBA is added to counteract the highly polar
characteristics of the quaternary ammonium group. During extrac-
tion, a broad range of proteins and lipids is removed in a first step
under acidic conditions using dichloromethane. A major part of
the upper water layer is separated from the dichloromethane layer
by transferring 750 μL to a new centrifugation tube. Nearly half of
the water phase, composed of 1 mL of plasma sample and 1 mL
of 0.2 M ammonium formate is as such thrown away as waste.
This proved inevitable, due to the formation of a white diffuse
ring between the two phases, mainly made up of plasma proteins.
Following, the HFBA solution is added and a second liquid–liquid
extraction step with dichloromethane occurs. In contrast to the
first step QA, like GLY and Mp, are now surrounded by the anionic
counter-ions, becoming less polar as a whole and moving towards
the dichloromethane phase. The total water layer is then thrown
away and the resulting dichloromethane phase is now a highly pure
extract of cationic substances like QA.

Thus, by the use of 2 consecutive liquid–liquid extraction steps,
one with and one without the addition of the counter-ion HFBA to
neutralize the permanent cationic nature of QA drugs, only minor
plasma effects, a critical issue in the validation of the assay accuracy
and reliability, are expected. Indeed, in bioanalytical mass spec-
trometry, absolute matrix effects are almost inescapable. However,
much more important is the demonstrable lack of relative matrix
effects, i.e., variance between patient results brought about by the
inter-individual differences in the constitution of their plasma.
Standard validation efforts, based on pooled blank biological flu-
lids do not reveal this possibility peculiar to (ESI)-LC–MS. In fact,
the assessment of matrix effect during development and valida-
tion of HPLC–MS(/MS) methods is also recommended by the U.S.
Food and Drug Administration (FDA) “to ensure that precision,
selectivity, and sensitivity will not be compromised” [30]. To that
end, matrix (plasma) effects were evaluated based on the sugges-
tions of Matuszewski et al. [31]. Thus, absolute matrix effect was
assessed by spiking a quantity of target (GLY and Mp) into blank
plasma extract and comparing the area to the same quantity spiked
into the solvent. The same solvent composition (30/70 (v/v) elu-
ent A/eluont B) as during the isotropic chromatographic separation
step was used. This was done at all three of the QC concentration
levels (0.252; 2.52 and 25.2 ng/mL) and in three-fold. Moreover,
the experiment was repeated for four plasma lots, originating from
different individuals, allowing the evaluation of relative matrix
effects too. Using the aforementioned method, the matrix effect was
110% ± 20.1 (mean ± SD; n = 3) for QC1; 133% ± 9.59% for QC2
and 120% ± 6.84% for QC3. As can be seen, some ionization enhance-
ment (matrix effect >100%) is present.

The assessment of the relative matrix effect was based on the
variability of the peak area ratio GLY/Mp (n = 3) spiked into
blank extracts of 4 different plasma lots [31]. In doing so, the rela-
tive matrix effect was 10.1% ± 3.34 (mean ± SD; n = 4) for QC1;
5.47% ± 0.585 for QC2 and 10.9% ± 1.45 for QC3. This variability
seems to be comparable to or only slightly higher than the precision
of determination of standards injected directly in the mobile phase
(9.64% ± 0.776 (mean ± SD; n = 3); 5.13% ± 1.43 and 6.72% ± 0.491,
respectively). These data confirm that the relative matrix effect has
practically no effect on the quantification of GLY.

The extraction efficiency was equally determined for the three
levels of quality control samples, based on the recommendations
by Matuszewski et al. as the concentration ratio of spiked plasma
extract to blank plasma extract fortified with the same amount of
compound [31]. In doing so, absolute extraction recovery was
41.6% ± 2.22 (mean ± SD; n = 3); 45.3% ± 1.55 and 42.1% ± 4.27 for
QC1, QC2 and QC3. The latter extraction recoveries seem to be low.
However, taking into account that approximately half of the water
layer is discarded during the first liquid–liquid extraction step,
Fig. 2. Typical mass chromatograms of Mp (upper trace m/z 340.3 to 130.2) and GLY (lower trace m/z 318.4 to 116.2) for a blank plasma sample [A]; a spiked plasma sample at the LLOQ concentration level [B]; and for a real patient sample [C].
Post-extraction stability was evaluated at the QC1 and QC3 concentration levels. The abovementioned validation parameters are summarized in Table 1. All of the data were further evaluated using the 3 different quality control levels. A plot of the resulting absolute peak areas against concentration was confirmed by the absence of signal in at least 6 blank plasma extracts of different patient origins.

### Table 1

| Concentration (ng/mL) | Accuracy (mean% ± SD; n = 6) | Precision (total) (mean% ± SD; n = 6) | Accuracy (mean% ± SD; n = 4) | Precision (within-day) (mean% ± SD; n = 4) | Absolute matrix effect (mean% ± SD; n = 3) | Inter-subject variability (mean% ± SD; n = 3) | Absolute recovery (mean% ± SD; n = 3) | Process efficiency (mean% ± SD; n = 3)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LLOQ 0.101</td>
<td>88.9 ± 5.27</td>
<td>18.0 ± 4.82</td>
<td>10.9 ± 4.15</td>
<td>4.08 ± 10.3</td>
<td>5.74 ± 5.85</td>
<td>41.8 ± 2.22</td>
<td>45.2 ± 5.74</td>
<td>49.2 ± 2.00</td>
</tr>
<tr>
<td>QC1 0.252</td>
<td>112 ± 3.93</td>
<td>13.9 ± 5.74</td>
<td>111 ± 20.1</td>
<td>7.22 ± 13.9</td>
<td>5.47 ± 0.58</td>
<td>45.3 ± 5.55</td>
<td>56.9 ± 6.41</td>
<td></td>
</tr>
<tr>
<td>QC2 2.52</td>
<td>105 ± 2.00</td>
<td>9.32 ± 5.74</td>
<td>133 ± 5.74</td>
<td>8.43 ± 5.74</td>
<td>1.33 ± 5.85</td>
<td>5.74 ± 5.55</td>
<td>45.3 ± 5.55</td>
<td></td>
</tr>
<tr>
<td>QC3 25.2</td>
<td>88.1 ± 2.00</td>
<td>8.63 ± 5.74</td>
<td>120 ± 6.84</td>
<td>7.50 ± 5.74</td>
<td>10.9 ± 1.45</td>
<td>41.2 ± 4.27</td>
<td>49.2 ± 2.00</td>
<td></td>
</tr>
</tbody>
</table>

The mean values (±SD, n = 6) of the quadratic equation coefficients were: y = −2.21 × 10⁻⁴ ± (3.93 × 10⁻³) × x² + 5.85 × 10⁻² ± (5.27 × 10⁻³) × x + 4.08 × 10⁻³ ± (4.82 × 10⁻⁴). The mean coefficient of determination (R²) was 0.9995 (n = 6, RSD% 0.0216). ANOVA analysis always revealed a statistically significant calibration relationship at the 0.05% confidence level. The 95% confidence interval for intercept always included zero, statistically indicating that the calibration curve passes through zero. The lower limit of quantification (LLOQ) was established at the level of the lowest calibrator, i.e., 0.101 ng/mL, provided that an acceptable level of precision and accuracy is achieved. At this concentration, a signal to noise ratio of 5.2, total precision (RSD%, n = 6) of 18.0% and accuracy (n = 6) of 88.9% was noted. These data are well within the generally accepted validation criteria limits (precision <20% and accuracy between 80 and 120%). Accordingly, the ULOQ was established at the highest calibrator, being 101 ng/mL. The less informative, limit of detection (LOD) was defined at a signal to noise ratio equal to 3 and approximated from the lowest calibrator. In doing so, an LOD for GLY of nearly 0.050 ng/mL is achieved. Accuracy and precision (within-day or repeatability and total precision) of the LC–MS/MS method were further evaluated using the 3 different quality control levels. Within-day precision or repeatability remained below 9%, total precision below 14.0%. Inaccuracy was at every QC concentration level below 15%. Again, these data are well within the generally required validation criteria limits, being maximum inaccuracy of 15% (20% at LLOQ) and precision below 15% (20% at LLOQ). All of the abovementioned validation parameters are summarized in Table 1.

### 3.4. Study samples

The development and validation of the analytical method was performed as part of a clinical study for the pharmacokinetic evaluation of GLY concentrations after a single intravenous bolus injection of Robinul®. Patient samples are sent to us by the Ghent University Hospital (Department of Anesthesia). Informed consent is obtained from all participants of the study, refusal to sign an informed consent means exclusion from the study. In a preliminary proof-of-concept trial, one female patient was selected (height: 159 cm; weight: 73 kg). The patient had been treated pre-operatively with tamoxifen for 7 days. Before the operation, one bolus injection of Robinul®, containing 0.4 mg GLY, had been given and a blood sample was taken (T0). Following, a second and third sample were taken after 5 and 10 min (T5 and T10), respectively. All the samples were collected through an arterial line, plasma was separated from the blood and stored at −80°C. The study samples were analyzed in batch in a sequence consisting of 2 separate calibration sample sets with the study samples in between and the required quality control samples interspersed within the sequence. In doing so, the measured concentration of GLY was 12.9 and 4.93 ng/mL for T5 (see chromatogram in Fig. 2C) and T10, respectively. For T0, no GLY concentration was measurable nor detectable. The actual study will allow, among other clinical study objectives, full evaluation of the pharmacokinetic characteristics of GLY after a single bolus injection with Robinul® based on an extended number of study patients. This study phase is in a preliminary stage.

### 4. Conclusion

A fully validated LC–MS/MS method was developed for the determination of GLY in human plasma. Method evaluation was performed in accordance to the widely accepted international validation standards as proposed by the US FDA. To obtain a reliable LC–MS procedure, adequate sample clean-up proved necessary. This was achieved by a simple and relatively fast two step liquid–liquid extraction procedure, a part with and without the use of the counter-ion HFBA to neutralize the permanently positive charge state of QA drugs. In doing so, during validation relative and absolute matrix effects were found to be of insignificant influence on the quantitation procedure. Other mandatory validation results were also in concordance with internationally accepted performance criteria. The same counter-ion was also used during the chromatographic separation step using a standard C18 phase. The isocratic eluent LC–MS/MS method takes only 10 min allowing the quantification of GLY over a concentration range of 3 decades with a fast sample turnover time.
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