Dust-acoustic shocks in strongly coupled dusty plasmas
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Electrostatic dust-acoustic shock waves are investigated in a viscous, complex plasma consisting of dust particles, electrons, and ions. The system is modelled using the generalized hydrodynamic equations, with strong coupling between the dust particles being accounted for by employing the effective electrostatic temperature approach. Using a reductive perturbation method, it is demonstrated that this model predicts the existence of weakly nonlinear dust-acoustic shock waves, arising as solutions to Burgers’ equation, in which the nonlinear forces are balanced by dissipative forces, in this case, associated with viscosity. The evolution and stability of dust-acoustic shocks is investigated via a series of numerical simulations, which confirm our analytical predictions on the shock characteristics.
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I. INTRODUCTION

At small amplitude, waves in plasmas may often be treated as linear phenomena, but as the amplitude of these waves increases, various processes occur which may not be described by linear theory. An important nonlinear effect is that the higher-amplitude parts of a wave travel faster than the lower-amplitude parts, leading to a steepening of the wave front. Wave steepening is not the only mechanism to affect waves in a plasma, and its effects may be mitigated, or even balanced, by other processes. An example of one such effect is dispersion, by which various frequency components in the wave travel at different speeds, causing the wave to be stretched over time. When the effect of wave steepening is balanced by dispersion, wave structures known as solitary waves, or solitons, may be produced. Another process is energy dissipation or damping of the waves in the medium. This involves the transfer of energy from the wave, and a balance between wave steepening and dissipation results in the formation of shock waves. Various techniques have been developed to analytically model nonlinear waves, such as the Sagdeev pseudopotential approach [1] for solitons, and the reductive perturbation method [2], which may be employed whenever the amplitude of the nonlinear wave is small.

A very common type of plasma, and one which is of particular interest to this paper, is a complex or dusty plasma, which consists of massive dust particles in addition to the usual electron and ion components [3]. The dust particles may attain a large net negative charge, since the electrons typically have a larger thermal speed than the ions. Initially, the electrons collide with the dust particles more frequently than the ions. As the dust grains become more negatively charged, electrons are increasingly repelled, reducing the electron flux, while at the same time the ion flux increases, until the equilibrium dust charge is reached when the electron and ion fluxes are equal and the charging process is complete. An understanding of dusty plasma physics is necessary to explain various astrophysical phenomena [4] and is important for many industrial and manufacturing applications [5]. The introduction of a massive, charged dust component is found to greatly affect the dynamics of a usual electron-ion plasma. This includes both a modification to existing linear wave modes, and the introduction of new ones, such as the dust-acoustic wave (DAW), in which the pressures of the relatively inertialless electrons and ions provide the restoring force for the inertial dust [6,7]. It is interesting that the large size of the dust particles, as well as their low velocities, allow scientists to view the propagation of dust-acoustic waves in the laboratory in real time [8].

Another interesting aspect of dusty plasma physics is that the dust particles may experience significant electrostatic forces from their neighbors. The coupling parameter \( \Gamma = Z^2 e^2/4\pi \epsilon_0 k_B T_d n_d^{-1/3} \) is the ratio between the Coulomb potential energy and the thermal energy of the dust and is used as a measure of the relative importance of these electrostatic forces on the motion of the dust particles. Here \( Z de, k_B T_d, \) and \( n_d \) are the charge, kinetic temperature, and number density of the dust particles, respectively. The high charge number and low kinetic temperature of dust particles often leads to coupling parameters that are greater than unity. In such plasmas the electrostatic forces are of great importance and we class the dust particles as being strongly coupled [9]. When the coupling parameter gets sufficiently large, crystallization can occur, and so dusty plasmas provide an excellent opportunity to study phase transitions, which is another very active topic of research. In a strongly coupled dusty plasma, viscosity often plays an important role in the dynamics of the dust particles and of the properties of the wave modes. Of particular relevance to this study is that the dissipation of energy through viscous forces may provide a balance for nonlinear forces that drive the steepening of the wave front and allow stable dust-acoustic shocks to form.

Gozadinos et al. [10] presented a model for strongly coupled crystalline dusty plasmas, whereby the effects of strong
coupling are accounted for via an electrostatic “pressure”. This model, although originally developed for crystalline plasma structures, has recently been applied as an approximation to the equation of state for strongly coupled plasmas near to the liquid-crystal phase transition. This has included the study of Bohm sheaths [11], double-layer formation [12,13], the linear DAW mode [14], and nonlinear solitary wave structures [15,16]. Yaroshenko et al. [14] found that, by interpreting the strongly coupled interactions as a consequence of an electrostatic “temperature”, the transition to a thermal mode at high wave numbers for dispersion curves obtained in previous experimental studies [17] may be accurately predicted.

In Ref. [18] we theoretically investigated weakly nonlinear dust-acoustic solitary waves in a complex plasma in which the dust particles are strongly coupled, with the effects of strong coupling being accounted for by the electrostatic temperature approach. To account for local variations in electrostatic temperature in the vicinity of a wave, we introduced the concept of electrostatic temperature perturbations. In doing so, we noted that including the electrostatic temperature perturbations predicts modifications to the sound speed in the plasma, as well as the amplitude and width of solitary waves.

In this paper, we extend this model to study dust-acoustic shock waves in a dusty plasma in which the dust particles are in a strongly coupled, but still fluid, state. In particular, since we use the electrostatic pressure approach of Gozadinos et al. [10], our results are applicable in the vicinity of the liquid-crystal phase transition. This state is often observed in the laboratory, signified by a coexistence of crystalline structures alongside a viscous fluidlike plasma [19]. A detailed description of the model, along with the key assumptions made, is presented in Sec. II. We use the reductive perturbation method [2], described in Sec. III, to derive both the linear dispersion relation and Burgers’ equation for this system in Sec. IV. In addition to this, we then present a discussion on dust-acoustic shocks, as they arise as solutions to the derived Burgers’ equation, for the plasma parameters given by Rosenberg et al. [20]. In Sec. V, we present a numerical simulation for dust-acoustic shocks propagating in a plasma system for which they are not a solution to Burgers’ equation. This numerical study is based on the parameters presented in Ref. [20] and employs a Runge-Kutta iteration method to integrate Burgers’s equation using a specified shock potential profile as an initial condition. Finally, in Sec. VI we discuss the key findings of this approach.

II. MODEL SYSTEM

In this section, we present a fluid model for dust-acoustic waves in a one-dimensional, three-component plasma consisting of dust particles, electrons, and ions. This will include a brief discussion on the key assumptions we make in the model and the equations that result from them.

In any particular dusty plasma system the dust particles may have a range of sizes, with charge numbers varying both spatially and temporally. In this paper, we take a simplified case such that the dust particles each have a constant mass \( m_d \) and a fixed charge number \( Z_d \). The latter means that we do not include charge exchange processes, which might result in the dust particles gaining or losing charges, in our analysis. This commonly used assumption implies that the study is restricted to plasmas in which the typical (dust-acoustic) time scale differs significantly from (and, in fact, much larger than) the dust grain charging time. We note, for completeness, that in some situations (where the grain charging time scale is comparable with the excited wave time scale) grain charging processes do have effects on the dynamics of the system [21]. The dust number density, \( n_d \), is thus conserved, and this is reflected in the continuity equation,

\[
\frac{\partial n_d}{\partial t} + \frac{\partial}{\partial x}(n_d u_d) = 0,
\]

where \( u_d \) is the dust fluid velocity.

We consider three forces on the dust particles. The first is the electrostatic force caused by separation of charges in the plasma. We assume that there are no external electric fields applied to the system, and so this charge separation is caused solely by the plasma being perturbed by a passing wave. We express this force as the gradient of the electrostatic potential \( \Phi \).

The second force we consider is due to the mutual electrostatic repulsion of similarly charged dust particles. We model a fluid plasma that is close to the liquid-crystal phase transition, and so to obtain a first approximation for this force, we use the equation of state derived by Gozadinos et al. [10] for dust particles in a crystalline structure. In this model, the coupling energy per particle, \( \xi_0 \), is assumed to be of the isotropic screened Coulomb (Debye-Hückel or Yukawa) form between the particle and its nearest neighbors, such that

\[
\xi_0 \approx N_{nn} Z_d^2 e^2 \frac{\exp(-\kappa)}{4\pi \epsilon_0 a},
\]

where \( N_{nn} \) is the number of nearest neighbors, determined by the crystalline plasma structure, and \( \kappa = a/\lambda_D \) is the normalized interparticle distance, defined as the ratio between the dust interparticle distance \( a = n_d^{-1/3} \) and the Debye screening length in the plasma, \( \lambda_D = \sqrt{\epsilon_0 k T_i / e^2 (n_i T_i + n_d T_d)} \). By assuming that the coupling energy is the dominant source of free energy, \( F \), in the system such that \( F \approx N_d \xi_0 \), where \( N_d \) is the number of dust particles, Gozadinos et al. [10] determined the pressure via the thermodynamic relation \( P_r = -\langle \partial F / \partial V \rangle_T \approx n_d^2 (\partial \xi_0 / \partial n_d) T_d \). Here \( V \) denotes the volume of the plasma, such that \( V = N_d / n_d \). The force exerted on the dust particles is then the gradient of this electrostatic pressure, \( \partial P_r / \partial x \). Following the work of Yaroshenko et al. [14], we define the electrostatic temperature via the equation \( P_r = n_d k_B T_s \), which yields

\[
k_B T_s = \frac{N_{nn} Z_d^2 e^2}{12 \pi \epsilon_0} \sqrt[3]{n_d (1 + \kappa) \exp(-\kappa)}.
\]

For the purposes of this paper, we take \( N_{nn} = 12 \), which is the value for a face-centered cubic lattice. Since we model a fluid plasma, this value of \( N_{nn} \) is used only for the sake of analytical tractability, to proceed with numerical computations, and should be taken as an approximation for the system.

We note that we have employed the Debye-Hückel (or Yukawa) model in the derivation of the electrostatic pressure. This is commonly used in the literature [19,22] and has, for
instance, proven to be useful in providing results that are supported by experiments [23]. For the idealized dusty plasma we describe in this paper, the Debye-Hückel model is therefore used as an approximation to the interaction potential of the dust particles.

Third, we introduce a dissipative force, representing momentum transfer in the system. In principle, energy dissipation in our model is not due to collisions with neutrals but rather is associated with the intrinsic longitudinal viscosity, \( \eta_l \), of the dust fluid. This transport coefficient (\( \eta_l \)) is connected to the shear \( \eta_s \) and bulk, \( \eta_b \) viscosities via the relation \( \eta_l = (4 \eta_s/3) + \eta_b \). Obtaining these quantities is not a straightforward task and, in general, they must be found empirically by either experimental measurement or molecular dynamic (MD) simulations [24], in conjunction with, for example, the Green-Kubo relations [25]. Such simulations are generally based on the Debye-Hückel model and are applicable in a broad range of physical systems. A number of papers provide tabular and graphical results obtained via these methods [26–30].

For this study, we note that the bulk viscosity is typically three orders of magnitude smaller than the shear viscosity [29], and so we will only consider the shear component in this paper, such that \( \eta_l \approx \eta_s \). We obtain this value of \( \eta_l \) from the work of Sanbonmatsu and Murillo [28], who spatially modulated the ionization becomes important for ion-acoustic and plasma equilibrium. Furthermore, we note that at low gas pressures, and recombine on their surfaces, and so ionization must be quantified for a range of values of the shear viscosity from the relaxation time of the modulation profile for a range of values of \( \Gamma \) and \( \kappa \).

The net force on the dust particles is thus a combination of these three forces, and this is reflected in the momentum equation,

\[
m_{d}n_{d} \left( \frac{\partial u_{d}}{\partial t} + u_{d} \frac{\partial u_{d}}{\partial x} \right) = Z_{d}e n_{d} \frac{\partial \Phi}{\partial x} - \frac{\partial P_{e}}{\partial x} + \eta_{l} \frac{\partial^{2}u_{d}}{\partial x^{2}}.
\]

Finally, Poisson’s equation gives the electrostatic potential generated from a given distribution of charges,

\[
\frac{\partial^{2} \Phi}{\partial x^{2}} = -\frac{e}{\epsilon_{0}} (n_{e} - n_{i} - Z_{d} n_{d}),
\]

where we have assumed that the ions have a charge number \( Z_i = 1 \) for simplicity. Since the mass of the electrons and ions is much less than that of the dust particles, we assume that, when the dust particles are perturbed due to the passing of the wave, the electrons and ions instantaneously redistribute themselves according to the Maxwell-Boltzmann distribution, such that \( n_{e} = n_{e0} \exp(e \Phi/k_{B} T_{e}) \) and \( n_{i} = n_{i0} \exp(-e \Phi/k_{B} T_{i}) \).

We note that though we do not include ionization of neutral particles in our model, the physical reality is that electrons and ions continuously arrive at the dust particles and recombine on their surfaces, and so ionization must be taking place somewhere in the system to maintain this dynamic equilibrium. Furthermore, we note that at low gas pressures, plasma ionization becomes important for ion-acoustic and dust-acoustic waves as demonstrated by D’Angelo [31,32]. This effect is omitted here for simplicity and analytical tractability.

For notational clarity, we normalize the dynamic variables appearing in Eqs. (1), (4), and (5). The effective electrostatic temperature is scaled such that \( d = T_{e}/T_{0} \), where \( T_{0} = Z_{d} n_{d0} T_{e}/(n_{i0} T_{e} + n_{e0} T_{i}) \). The dust density, dust velocity, and electrostatic potential are then scaled as \( n = n_{d}/n_{d0}, u = u_{d}/\sqrt{k_{B} T_{0}/m_{d}} \), and \( \Phi = \Phi/(k_{B} T_{0}/Z_{d} e) \), respectively. The spacelike and timelike variables are scaled by the Debye length, \( \lambda_{D0} = \sqrt{\epsilon_{0} k_{B} T_{0}/n_{d0} Z_{d}^{2} e^{2}} \), and plasma period \( \omega_{p0}^{-1} = \sqrt{\epsilon_{0} m_{d}/n_{d0} Z_{d}^{2} e^{2}} \), respectively, and the normalized version of these quantities is denoted with a tilde. The longitudinal viscosity is normalized such that \( \eta_{l} = \eta_{l}/m_{d} n_{d0} \omega_{p0} \lambda_{D0}^{2} \).

Equations (1), (4), and (5) thus become

\[
\frac{\partial n}{\partial t} + \frac{\partial (nu)}{\partial x} = 0,
\]

\[
n \left( \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} \right) = n \frac{\partial \Phi}{\partial x} - \frac{\partial (nd)}{\partial x} + \eta_{s} \frac{\partial^{2}u}{\partial x^{2}},
\]

and

\[
\frac{\partial^{2} \Phi}{\partial x^{2}} = n \left( -1 - c_{1} \phi + c_{2} \phi^{2} + O(\phi^{3}) \right),
\]

where

\[
c_{1} = 1, \quad c_{2} = -\frac{(1 - \mu)(1 - \mu \theta^{2})}{2(1 + \mu \theta^{2})}.
\]

III. REDUCTIVE PERTURBATION METHOD

Since we are dealing with weak nonlinearities, we may linearize the equations using the reductive perturbation method, whereby we expand the dynamical quantities in terms of a small parameter \( \epsilon \). We then expand the dust density \( n \), the dust fluid velocity \( u \), and the electrostatic potential \( \phi \) such that

\[
n = 1 + \epsilon n_{1} + \epsilon^{2} n_{2} + \cdots,
\]

\[
u = \epsilon u_{1} + \epsilon^{2} u_{2} + \cdots,
\]

and

\[
\phi = \epsilon \phi_{1} + \epsilon^{2} \phi_{2} + \cdots.
\]

As mentioned in Sec. I, \( T_{e} \) is also a dynamically varying quantity, depending on both \( \Phi \) and \( n_{d} \). For notational clarity, we expand the normalized electrostatic temperature, \( d = T_{e}/T_{0} \) separately, such that

\[
d = d_{0} + \epsilon d_{1} + \epsilon^{2} d_{2} + \cdots.
\]
with the perturbations $d_1$ and $d_2$ being

$$d_1 = d_{11} n_1 + d_{12} \phi_1$$

and

$$d_2 = d_{21} n_2 + d_{22} \phi_2 + d_{23} n_1^2 + d_{24} n_1 \phi_1 + d_{25} \phi_1^2.$$  \(16\)

The expressions for $d_{ij}$ are presented in the Appendix, and a derivation of these quantities is given in Ref. [18].

For the sake of rigor, it may be noted that, since the viscosity coefficient is a function of both $\kappa$ and $\Gamma$ (see, e.g., Ref. [24]), its value may in principle be perturbed by the passing shock. Therefore, one might consider $\eta \approx \eta_0 + \epsilon n_1 + \epsilon^2 n_2 + \cdots$. However, in deriving Burgers’ equation in Sec. IV below, we only require orders up to $\epsilon^2$ for the viscosity term in the momentum equation. Given our choice of stretched coordinates, only the equilibrium term of the viscosity contributes to terms of this order, so all higher-order perturbations of $\eta$ are not required for the present study, hence, from this point forward we take $\eta \approx \eta_0$.

IV. RESULTS

A. Linear

To obtain the linear dispersion relation for this system, we expand the state variables in Eqs. (6), (7), and (9) in a power series of $\epsilon$, as described above, with terms $\epsilon^2$ or higher neglected. By then assuming oscillatory solutions to the perturbed quantities, such that $\partial / \partial t \rightarrow -i \omega$ and $\partial / \partial x \rightarrow i k$, we obtain the linear dispersion relation

$$\tilde{\omega}^2 + i \tilde{\omega} k^2 \eta = \frac{\kappa k^2}{1 + k^2} + \beta k^2,$$  \(17\)

in which we have

$$\alpha = 1 - d_{12}, \quad \beta = d_0 + d_{11}. \quad \(18\)$$

It may be deduced from their form in the Appendix that the electrostatic temperature coefficients $d_{11}$ and $d_{12}$ are positive numbers for dusty plasmas for which both $\mu$ and $\theta$ are less than unity. For the parameters considered in this paper, these two conditions are satisfied. From this observation, we see that in this case $\alpha < 1$ and $\beta > 0$. For weakly coupled dusty plasmas (for which $\kappa_0 \gg 1$ and $\Gamma \ll 1$) the electrostatic temperature terms tend to zero, in which case $\alpha = 1$ and $\beta = 0$.

For the purposes of the following discussion, we separate the dispersion relation into its real and imaginary components by first setting $\tilde{\omega} = \omega_R + i \omega_I$. Thus, by Eq. (17), we obtain

$$\omega_R^2 - \omega_I^2 - \omega_I \kappa = \alpha k^2/(1 + k^2) + \beta k^2$$

and

$$\omega_R(2 \omega_I + k^2) = 0$$

as the real and imaginary components, respectively. For nonzero real frequency, the imaginary component reduces to $\omega_I = -k^2 \eta/2$. This reflects the energy dissipation associated with the viscosity.

We first consider the nondissipative case ($\eta = 0$), which leads to the dispersion relation $\omega^2 = \alpha k^2/(1 + k^2) + \beta k^2 \approx \omega_0^2$. From this, it is found immediately that for both weak and strong-coupling models an acoustic mode is obtained for small $k$, with the real frequency being proportional to $k^2$, such that $\omega_R \approx (\alpha + \beta) k$. While in the strongly coupled case $\omega_R$ remains proportional to $k$ for large $k$, with $\omega_R \approx \beta k$, in the weakly coupled model the frequency saturates at $\omega = \omega_{pd}$, the dust plasma frequency for the weakly coupled mode.

The introduction of finite dissipation leads to $\tilde{\omega}_R^2 = \omega_0^2(\bar{k}) - \eta^2 k^2/4$, and so for $k \ll 1$ this is seen to have only a small effect on the dispersion, which is still described by an acoustic curve of slightly lower value. However, an interesting feature of the damped case ($\eta > 0$) is that it follows directly from Eq. (16) that for $k$ greater than some critical value $k_{cr}$, the real frequency $\omega_R = 0$. This is given by

$$\tilde{k}_{cr} = \frac{-(\eta^2 - 4 \beta) + \sqrt{(\eta^2 + 4 \beta)^2 + 16 \eta^2 \alpha}}{2 \eta^2} \quad \(19\)$$

and applies to both the weakly and strongly coupled cases. Further, for both cases, the damping ($\tilde{\omega}_I$) increases as $k^2$ (viz. $\tilde{\omega}_I = -\eta k^2/2$) for $k < k_{cr}$. Physically, this corresponds to a nonpropagating damped mode (further algebraic details omitted here). Note that the limit of the above expression for vanishing $\eta$ is infinity, thus the condition for the nonpropagating mode to occur ($\tilde{k} > \tilde{k}_{cr}$) is never satisfied in this case, as expected.

As $k$ is increased through $\tilde{k}_{cr}$, two zero-frequency, strongly damped modes appear. Both the phase and group velocities vanish for such zero-frequency modes, and no energy is transmitted. They do not appear to have any physical significance. In particular, as they occur for short wavelengths, they have no effect on the Burgers’ discussion that follows, as that assumes small $k$. We note that the zero-frequency modes arise from the imaginary term in the dispersion relation and thus also occur in the case of other dissipation mechanisms such as dust-neutral collisions.

This behavior of the wave modes is illustrated in Fig. 1, in which we present the real and imaginary parts of the dispersion as functions of wave number, both with and without the dissipative term. Figure 1(a) shows the weakly coupled case, with $\alpha = 1$ and $\beta = 0$, while in Fig. 1(b) we have included the effects of strong coupling. The parameters used are taken from Rosenberg et al. [20] and yield values $\alpha = 0.79$ and $\beta = 1.2$. Note that, contrary to Ref. [20], we do not assume that the dust particles are characterized by high kinetic temperatures of $T_d \sim 10$–$80$ eV but use a standard assumption that the dust is in thermal equilibrium with ions, $T_d \sim T_i$. The value of the viscosity was obtained by first calculating the equilibrium coupling parameter, $\Gamma$, and the normalized interparticle distance, $k_0$, for this system. These values were then compared to Figs. 1 and 2 in Ref. [28] to obtain a value for the normalized shear viscosity. Multiplying this value by $4/3$, and assuming that the bulk viscosity is negligible, we then obtain the normalized longitudinal viscosity, $\eta$.

The nondissipative case is represented by the dashed blue curves in the two figures, which confirm the discussion of the undamped acoustic wave outlined above for the two models under consideration. The continuous red curves show the dispersion in the presence of viscosity. One notes that the dissipation has a minimal effect on the long-wavelength dispersion of the wave in both figures. We also see that both the strongly and weakly coupled models have dispersion curves of similar shape, with an acoustic mode for small $\tilde{k}$, and then a flattening of the curve, followed by a reduction in real frequency as $\tilde{k}$ is increased, until the zero-frequency mode is found for all $\tilde{k} > \tilde{k}_{cr}$. However, it is seen that the critical wave number $\tilde{k}_{cr}$ is significantly larger for the strongly coupled
model than for the weakly coupled case in Fig. 1(a), that is, the finite frequency mode can be found over a wider wavelength range, although it is increasingly damped as ˜k is increased (dotted red curves).

B. Nonlinear shocks

To obtain Burgers’s equation, we use the moving and stretched reference frame such that

\[ \xi = \epsilon (x - v t), \quad \tilde{\tau} = \epsilon^2 \tilde{\tau}, \]

where \( v \) is the linear phase velocity of the DAW or the sound speed of the plasma. Then, to lowest order, the expansion of Eqs. (6)–(9) leads to the relations

\[ v = \sqrt{1 + d_0 + d_{11} - d_{12}}, \]

\[ n_1 = -\phi_1, \quad u_1 = -v \phi_1. \]

To next order, one may obtain Burgers’s equation for this system such that

\[ \frac{\partial \phi_1}{\partial \tilde{\tau}} + \tilde{\Lambda} \phi_1 \frac{\partial \phi_1}{\partial \xi} = \tilde{C} \frac{\partial^2 \phi_1}{\partial \xi^2}, \]

in which we have

\[ \tilde{\Lambda} = -\frac{(1 + 2v^2 + 2\alpha c_2 + 2\gamma)}{2v}, \quad \tilde{C} = \frac{\eta}{2}, \]

where \( \alpha \) is defined in Eq. (18) and \( \gamma \) is defined as

\[ \gamma = d_{11} - d_{12} + d_{23} - d_{24} + d_{25}. \]

Equation (23) admits shock solutions of the form

\[ \phi_1(\tilde{\xi}, \tilde{\tau}) = \phi_m \left[ 1 - \tanh \left( \frac{\tilde{\xi}}{\Delta} \right) \right], \]

where \( \tilde{\xi} = \xi - \tilde{U} \tilde{\tau}, \) \( \phi_m = \tilde{U} / \tilde{\Lambda} \) is the amplitude of the shock, \( \Delta = 2\tilde{C} / \tilde{U} \) is the normalized width, and \( \tilde{U} \) is the normalized speed of the nonlinear wave in the moving reference frame.

Given the form of Eq. (26), it is clear that both the amplitudes and widths of the shocks are dependent on \( \tilde{U} \), the speed of the shock relative to the sound speed. In particular, in any specified plasma system, faster shocks will have larger amplitudes and narrower widths than slower shocks. Also, it is interesting to note that the quantity \( \phi_m \Delta \) is independent of the speed of the shock in any particular system.

In a laboratory situation, one is likely to measure both the sound speed and the shock speed directly. However, from a theoretical perspective, an underestimation of the sound speed in a dusty plasma may occur if one does not account for the effects of strong coupling in the model. For example, for the normalization we have chosen, the sound speed in a weakly coupled dusty plasma system, that is, without including the electrostatic temperature terms, is scaled to unity. Using the typical plasma parameters displayed in Table I in Sec. V (System A), the sound speed in our strongly coupled model is predicted to be \( v \approx 1.41 \). This then has to be taken into account when choosing the value of \( \tilde{U} \) for the shocks. Furthermore, since the lower bound for the speed of shock waves in the laboratory frame is \( v \), this model predicts that shocks do not occur with a laboratory speed \( V \) such that \( 1 \leq V \leq v \), which are predicted in a weakly coupled plasma.

In addition to \( \tilde{U} \), the amplitude of a shock wave is dependent on the \( \tilde{A} \) coefficient in Burgers’s equation. In this paper, we take a dynamical form of the electrostatic temperature, and by using this we obtain the value of \( \tilde{A} \) as defined in Eq. (24). This is the same coefficient that was found in Ref. [18], in which solitons were studied. If we instead had neglected the perturbations and assumed \( T_e = T_{e0} \), we would obtain

\[ \tilde{A} = -\frac{3 + 2c_2 + 2d_0}{2\sqrt{1 + d_0}}, \]

FIG. 2. (Color online) Shock solution to Burgers’s equation for the three different models. Here we have \( n_{i0} = 5 \times 10^{14} \text{ m}^{-3}, n_{o0} = 3.3 \times 10^{14} \text{ m}^{-3}, n_{i0} = 1 \times 10^{11} \text{ m}^{-3}, Z_d = 1700, k_B T_e = 0.05 \text{ eV}, k_B T_i = 2.5 \text{ eV}, \eta \approx 0.23, \) and \( \tilde{U} = 0.1. \)
and if we neglect the electrostatic temperature terms completely, we obtain
\[
\tilde{A} = -\frac{3 + 2c_2}{2}.
\]
(28)

For the typical dusty plasma parameters we have used, there is a significant difference in the amplitude of the shocks between the three models, as shown in Fig. 2.

The normalized widths of the shocks are only dependent on the normalized viscosity coefficient \( \eta \), such that higher viscosities lead to wider shocks, which is consistent across all three models. Shock solutions for typical plasma parameters and various values for \( \eta \) are shown in Fig. 3. This suggests that measuring the thickness of shocks in a plasma may be a possible method of determining the viscosity of the plasma.

V. NUMERICAL INVESTIGATION

In this section, we present a simple numerical investigation of the evolution of dust-acoustic shocks propagating in plasma conditions that are different to those in which they formed. Physically, these changing conditions may occur as the shock propagates along the discharge chamber, for example.

Again, we use the parameters presented by Rosenberg et al. [20], but we also have an additional region of higher dust density. For notational convenience, we denote the set of parameters from Rosenberg et al. [20] Region A and the region of greater dust density Region B. We then use a Runge-Kutta method to numerically integrate Burgers’s equation for Region B using the shock solution of Region A as an initial condition and vice versa. The parameters for these two regions, as well as the initial conditions used in the simulations, are presented in Table I. The normalized longitudinal viscosity, \( \eta \), was determined for each system using the method described in Sec. IV A. The various scaling parameters, \( \lambda_{D0} \) and \( \omega_{pd} \), for example, differ for each region since the plasma parameters

### Table I. Parameters for the two regions in this numerical study.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Region A</th>
<th>Region B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasma parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Z_d )</td>
<td>1700</td>
<td>1400</td>
</tr>
<tr>
<td>( m_d ) (kg)</td>
<td>( 1 \times 10^{-15} )</td>
<td>( 1 \times 10^{-15} )</td>
</tr>
<tr>
<td>( n_{i0} ) (m(^{-3}))</td>
<td>( 1 \times 10^{14} )</td>
<td>( 1 \times 10^{14} )</td>
</tr>
<tr>
<td>( n_{e0} ) (m(^{-3}))</td>
<td>( 2.625 \times 10^{14} )</td>
<td>( 2.625 \times 10^{14} )</td>
</tr>
<tr>
<td>( n_{d0} ) (m(^{-3}))</td>
<td>( 9.45 \times 10^{13} )</td>
<td>( 9.45 \times 10^{13} )</td>
</tr>
<tr>
<td>( k_B T_i ) (eV)</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>( k_B T_e ) (eV)</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Viscosity calculations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>390</td>
<td>280</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>2.92</td>
<td>1.98</td>
</tr>
<tr>
<td>( \eta )</td>
<td>0.23</td>
<td>0.31</td>
</tr>
<tr>
<td>Burgers’s equation coefficients</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( A )</td>
<td>-1.82</td>
<td>-1.51</td>
</tr>
<tr>
<td>( C )</td>
<td>0.11</td>
<td>0.16</td>
</tr>
<tr>
<td>Initial conditions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tilde{U} )</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>( \phi_m )</td>
<td>-0.055</td>
<td>-0.066</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>2.27</td>
<td>3.15</td>
</tr>
</tbody>
</table>

FIG. 5. (Color online) Contour plots of a shock which is a solution to Burgers’s equation for Region A. Plot (a) shows that the shock is stable in Region A, whereas plot (b) shows that if this shock is propagating in Region B its width increases with time.
have been modified. To directly compare the shocks arising from these two sets of parameters, it is more convenient to first convert them to the same normalizations. For the simulations in this section, we have converted the relevant parameters for Region B into the scaling of Region A, such that the shock parameters for Region B become $\phi_m \approx -0.13$ and $\Delta \approx 4.35$, while its Burgers’s coefficients become $\tilde{A} \approx -1.00$ and $\tilde{C} \approx 0.27$.

First, we consider the propagation of a dust-acoustic shock that is initially a solution to the Burgers’s equation of Region A, propagating in Region B. The increase in the number density of dust particles in the plasma for Region B has the effect of reducing $\kappa_0$ due to both a decrease in the interparticle spacing and an increase in the screening length since both the electron and ion densities are reduced. For the calculated value of $\Gamma_1$ for each region, this reduction of $\kappa_0$ results in a significant increase in the viscosity of the plasma and thus also an increase in the width of the shock solutions.

Figure 4 shows the result of this numerical experiment, showing an increase in the width of the shock over time. The speed of the shock is also reduced, which may be seen by a comparison of Figs. 5(a) and 5(b).

Conversely, a shock that is a solution to Region B propagating in Region A is found to experience a reduction in its width over time, as illustrated in Fig. 6. Furthermore, the speed of the shock increases when it propagates in Region A. This is shown in Figs. 7(a) and 7(b).

VI. CONCLUSION

To summarize, we have theoretically investigated dust-acoustic shocks in a dusty plasma using the phenomenological approach of Gozadinos et al. [10], which was originally developed for crystalline plasmas but has since been applied successfully in the study of strongly coupled plasmas near the liquid-crystal phase transition. For analytical tractability, we have assumed weak-amplitude excitations and proceeded by adopting a perturbative technique. Although technically limited to small amplitudes, the qualitative results obtained in our investigation can be extended to larger amplitudes (e.g., as initial conditions for numerical investigations) and may thus provide insight on the salient features of shock structures in strongly coupled dusty plasmas. Based on the linear dispersion relation and the weakly nonlinear Burgers’s equation, which includes dissipative effects associated with viscosity, for the typical parameter values that we have used, the results from this model suggest the following, in comparison to the weakly coupled model:

Linear dust-acoustic waves:
(i) Strong coupling mitigates the effects of dissipation in the dusty plasma such that larger wave numbers and higher-frequency waves may exist.
(ii) In the long-wavelength limit, strong coupling leads to an increase of the sound speed in the plasma.

Weakly nonlinear dust-acoustic shocks:
(i) The increase in the sound speed due to strong coupling implies a larger minimum velocity for observable dust-acoustic shocks.
(ii) For a specified shock speed in the laboratory frame, the sound speed excess, $\tilde{U}$, is reduced due to the increase in predicted sound speed.
(iii) For a specified sound speed excess, $\tilde{U}$, strong coupling reduces the amplitude of the predicted shocks due to an increase in the magnitude of the nonlinearity coefficient, $\tilde{A}$.
(iv) In this model, the width of the shocks is not altered by strong-coupling effects. The width of the shocks is, however, directly proportional to the viscosity coefficient, $\eta$. This suggests that measurements of the shock thickness, together with the simulations, may be employed to obtain more accurate values of the viscosity of a dusty plasma.

Note added in proof. Recently, we were alerted to a related article, namely, M. Shahmansouri and M. Rezaei [36]. Although the article is based on a similar model to ours, we note that the similarity is limited to the algebraic structures. Neither the way that article proceeds, nor the actual research outcomes, overlap our work here. In addition, we note that they have apparently used an alternative definition of the viscosity.
coefficient $\eta$, which has different dimensions to those of the viscosity used here and elsewhere, e.g., Refs. [15,33–35].
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APPENDIX: ELECTROSTATIC TEMPERATURE COEFFICIENTS

We take the expansion of the normalized electrostatic temperature up to second order, such that

$$d = d_0 + \epsilon d_1 + \epsilon^2 d_2,$$

where the equilibrium electrostatic temperature, in normalized units, is given as

$$d_0 = T_{e0}/T_0,$$

with

$$k_B T_{e0} = \frac{N_{nn} Z_d^2 e^2}{12\pi \epsilon_0} \sqrt{n_{d0}(1 + \kappa_0)} \exp(-\kappa_0),$$

where $\kappa_0 = 1/\sqrt{n_{d0} \lambda_{d0}}$.

The perturbations $d_1$ and $d_2$ are

$$d_1 = d_{11} n_1 + d_{12} \phi_1$$

and

$$d_2 = d_{21} n_2 + d_{22} \phi_2 + d_{23} n_1^2 + d_{24} n_1 \phi_1 + d_{25} \phi_1^2,$$

where $n_1 = n_{d1}$ and $n_2 = n_{d2}$.

The equations for the coefficients $d_{11}$, $d_{12}$, $d_{23}$, $d_{24}$, and $d_{25}$ are given by

$$d_{11} = d_{21} = \frac{d_0 + \kappa_0 + \kappa_0^2}{3 \left(1 + \kappa_0\right)},$$

$$d_{12} = d_{22} = -\frac{\kappa_0^2}{1 + \kappa_0},$$

$$d_{23} = \frac{d_0 \kappa_0^3 - 3 \kappa_0^2 - 2 \kappa_0 - 2}{18 \left(1 + \kappa_0\right)},$$

$$d_{24} = -\frac{d_0}{3} \kappa_0 \left(\frac{1}{1 + \kappa_0}\right),$$

$$d_{25} = -\frac{d_0}{2} \left(\frac{3c_3 - c_2 \kappa_0}{1 + \kappa_0}\right),$$

where $c_2$ is defined by Eq. (10), and

$$c_3 = \frac{1 - \mu^2(1 + \mu \theta^3)^2}{6(1 + \mu \theta^3)^2}.$$
