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English summary

Nederlandstalige samenvatting
The work presented in this dissertation is situated in the field of nuclear medicine, specifically in Positron Emission Tomography and the combination of PET with Magnetic Resonance Imaging (MRI). Emission Tomography is based on the tracer principle which states that a molecule labeled with a radioactive isotope participates in the metabolic activity of the human body in a similar way as the non-radioactive molecule. The tracer is injected in the patient and the distribution of this tracer is reconstructed by detecting the radiation that originates from the radioactive isotopes. In PET, positron emitting isotopes are used. After emission, the positron travels a short distance until a positronium is formed. Almost immediately an annihilation with an electron occurs and two gamma photons are emitted in opposite direction. The two gamma photons are detected with a polynomial ring of PET detectors surrounding the patient and the coincidence electronics register the photon-pair in a list-mode or sinogram data format. Subsequently, the tracer distribution or PET image is reconstructed with an analytical or iterative method. Advances in detector technology allow current systems to measure the difference in arrival times of two photons in coincidence. Although this Time-Of-Flight (TOF) information is not exact, the reconstruction can be improved significantly, yielding more accurate PET images in a shorter time span.

Absolute quantification in PET is difficult to obtain due to the physical properties of positron emission, inefficiencies at the detection level and interactions of the radiation with the subject being investigated. One of the major image degrading effects is photon attenuation. To correct for attenuation, the distribution of the tissue-dependent attenuation coefficients at 511 keV within the Field Of View (FOV) needs to be determined. This information is stored in an attenuation map and can be used during reconstruction to correct the PET data for attenuation.

PET imaging has evolved into multimodal imaging techniques where func-
tional PET is combined with anatomical imaging techniques such as Computed Tomography (CT) and MRI. PET/CT is widely used in clinical practice for the diagnosis and follow-up of various diseases. CT provides anatomical landmarks which improves the interpretation and diagnostic accuracy of the PET images. The detectors measure the average linear attenuation of the X-rays between the tube and the detectors. Hence, CT-images can easily be transformed into attenuation maps at 511 keV using scaling techniques. In the last decade, there is a growing interest in combining PET with MRI. PET/MRI is expected to be a promising imaging technique for applications where a high soft-tissue contrast is desired such as in brain imaging or imaging of parenchymal abdominal organs. Additionally, MRI can provide functional information complementary to functional PET through the use of techniques such as MR spectroscopy, diffusion weighted imaging or functional MRI (fMRI). From a hardware perspective, most issues related to combining PET and MRI are solved and fully integrated PET/MRI systems exist today. On the software side, attenuation correction (AC) remains a major issue. MRI signals correlate with proton densities and relaxation properties of tissue. Contrary to CT, a direct conversion from MRI intensity values to attenuation coefficients is not applicable. Hence MR-based attenuation correction relies on segmentation and atlas registration techniques to derive an estimate of the attenuation map. These methods have some major drawbacks related to lung/bone imaging, inter and intra-patient variability of attenuation coefficients, imaging of flexible MRI coils and truncation of the arms. Alternative approaches exist: in stand-alone PET, transmission scans with orbiting rot sources were used to derive the attenuation coefficients at 511 keV. Additionally, complex algorithms allow the use of the emission data to derive the attenuation coefficients.

In this work a new MR-compatible method to derive the attenuation map in a TOF PET scanner is proposed. The technique works as follows: a transmission source containing a positron emitter is placed inside the FOV of the PET scanner. First a blank reference scan is acquired. During this scan neither the patient table nor the patient are inside the FOV and the photons originating from the transmission source are only attenuated by air. Subsequently, the patient is positioned on the table and moved inside the FOV of the PET scanner. A transmission scan (TX-scan) is acquired. During this scan, the photons will be attenuated by any object inside the FOV. By comparing the data acquired during the blank scan and the transmission scan in an iterative algorithm, an attenuation map can be derived. Additionally, when the transmission data and emission data are acquired simultaneously (TEX scan), the TOF capabilities of the PET scanner can
be used to extract the transmission data. Hence, no acquisition time of the PET or MRI scanner is lost for the purpose of attenuation correction. The method was evaluated in three steps: first with simulation studies, second with experimental data acquired on state-of-the-art PET/MRI and PET/CT systems and finally, with clinical data acquired on the sequential Ingenuity TF PET/MRI from Philips Healthcare.

In the simulation study, the accuracy of the transmission-based technique was evaluated with simultaneous transmission/emission scans of the human torso region. For this purpose a model of the Gemini TF PET scanner (Philips Healthcare) and an annulus-shaped transmission source were designed in GATE. A digital torso was generated with the NCAT software. Both the attenuation map and the tracer distribution map were generated. The results obtained from the simulation study indicate that accurate attenuation coefficients (below 4% relative error in all tissues) can be obtained with a 3 minute TEX-scan using an annulus shaped transmission source filled with 18 MBq of $^{18}$F-FDG. Subsequently, the attenuation map is used to correct the PET data for attenuation. The reconstructed PET image was compared to the actual tracer distribution and the following quantification errors were obtained: below 9% inside the lungs and bone tissue, 4.3% in a lesion inside the lungs and below 3% in the myocardium and soft tissue.

Further validation was done with phantom studies on state-of-the-art TOF PET/CT and TOF PET/MRI scanners. Contrary to simulation studies, working with experimental data does not allow any simplification of the PET acquisition process. Image degrading effects will influence the accuracy of the reconstructed attenuation maps and the PET images. Correction methods were proposed to compensate for these effects. In all studies random coincidences were compensated with the delayed window method. The mismatch between the count rate performance of the blank and transmission scan was corrected with a global correction factor and noise was regulated during reconstruction by minimizing the total variation in the attenuation map. For the compensation of scattered transmission events, two methods were proposed. The first method suppresses coincidences in which the energy of the photons are low compared to a given threshold. In the second method the scatter was estimated with a fast simulation technique, called Single Scatter Simulation. Results show that better results are obtained when the scattered transmission events are corrected using the SSS method. In total six phantom studies were presented into four groups: stand-alone TX scanning, simultaneous TEX scanning, bone imaging and thoracic imaging. In the first group two transmission studies were done: a TX scan of a cylindrical water phantom and a TX scan of a MRI head...
coil. For the second group an anthropomorphic torso phantom was used. We made a comparison between the TX-based and the TEX-based attenuation map. Next, we evaluated how well our method is able to recover bone structures with a TX scan of the head of a pig and the Alderson torso phantom. Finally, two thorax phantoms containing tissue recovered from a cow and pig were presented. In the last study we compared our TEX-based AC method with a standard CT-based AC method and the MR-based AC method installed in the Ingenuity TF PET/MRI scanner. Four major conclusions were drawn from the phantom studies. First, all phantom studies indicate that correction methods for image degrading effects are required in order to obtain accurate attenuation coefficients at 511 keV. Second, when the transmission and emission data are acquired simultaneously, scattered and true emission data might contaminate the extracted transmission data yielding inaccurate attenuation coefficients. This was observed with the second and the fourth group of phantom studies. Improvements can be made by increasing the activity inside the transmission source. Thirdly, the TX and TEX-based methods are able to visualize any object inside the FOV. Finally, to achieve absolute PET quantification, correcting for the attenuation of gamma rays in bone tissue is mandatory. This was illustrated with the third group of studies. Large bone structures were visible in the attenuation maps. Smaller bone structures or soft bone tissue characterized by a lower attenuation coefficients are more difficult to distinguish from the surrounding tissue.

Subsequently, an evaluation on clinical data was performed. In total 6 patient studies were investigated on the sequential Ingenuity TF PET/MRI scanner and Brilliance CT scanner (Philips Healthcare) available at Mount Sinai Hospital in New York, USA. The patients studies included one brain study and 5 studies of the head/neck and upper torso region. In the brain study, the accuracy of the TEX-based AC PET image obtained from the TEX scan was compared with the CT-based AC PET image obtained from the same data set. A relative error of 6.5% to 13% was obtained in VOIs defined in the thalamus, cerebellum, frontal lobe, occipital lobe and white matter. For the thoracic studies, TEX-based AC was compared with a standard CT-based and the three-segment MR-based AC method. Results show that for bone, the relative error of the TEX-based AC PET images compared the CT-based AC PET images was 18.7% lower than the error obtained in the MR-based AC PET image. For the lungs and soft tissue, an improvement below 5% was reported. Overall, a better performance was obtained with the TEX-based methods. However, these results were only possible when a $\mu$-value scaling method was applied to the attenuation
maps to compensate for the inaccuracy due to the scatter and emission contamination in the transmission data.

Finally, we improved the transmission-based technique by replacing the annulus-shaped transmission source with a fixed number of stationary line sources. Similar to the annulus-based method, the attenuation maps are derived with an iterative gradient ascent algorithm using a blank reference scan and a simultaneous transmission and emission scan. Because only a fixed number of line sources are used, the extraction of transmission data can be improved by rejecting those Lines-Of-Responses (LORs) which do not pass close to at least one line source. Additionally, TOF information can be used the reject unwanted data. The method was first evaluated with a simulation study in GATE. For this purpose we build a model of a LaBr$_3$ TOF PET scanner and generated a digital torso phantom from the NCAT software. First we compared the LOR-based extraction of the transmission data with the TOF-based method that was used in the annulus-based studies. Simulation studies show that for a setup with 24 line sources, the Emission Rejection Rate (ECR) improves from 1.13% to 0.45%. The fraction of scattered emission data misclassified as transmission data decreases from 4.32% to 2.29%. A quantitative improvement of the attenuation coefficients of 10-25% was obtained in all tissue types. Only random correction and count rate correction was applied. Finally, the method was evaluated with a phantom study on the LaBr$_3$ TOF PET scanner installed at the radiology department at the University of Pennsylvania (UPENN), Philadelphia. A TX and TEX scan of an anthropomorphic torso phantom was acquired. The relative error of the reconstructed attenuation coefficients in both the TX-based and the TEX-based attenuation map was less than 10% in all tissues. The best results where obtained for bone tissue with a relative error below 5%. In this study scattered transmission and emission events were not compensated.
Nederlandstalige samenvatting

De technieken beschreven in dit proefschrift zijn van toepassing op beeldvorming binnen de nucleaire geneeskunde, meer specifiek, voor de combinatie van positronemissietomografie (Positron Emission Tomography, PET) met magnetische resonantiebeeldvorming (Magnetic Resonance Imaging, MRI). Emissietomografie is gebaseerd op het speurstof-principe, waarbij een radioactief isotoop wordt ingebouwd in een molecule zonder de fysiologische eigenschappen ervan te wijzigen. De speurstof wordt toegediend aan de patiënt, de straling afkomstig van de radioactieve isotopen wordt gedetecteerd door de PET-scanner en de verdeling van de stof wordt vervolgens gereconstrueerd. In PET maakt men gebruik van isotopen die positronen produceren bij verval. Het positron zal na emissie een korte afstand afleggen en vervolgens na interactie met een elektron een positronium vormen. Bijna onmiddellijk zal een annihilatie plaatsvinden waarbij een paar gammapotonen worden geproduceerd die in tegengestelde richting uitgezonden worden. Deze gammastralen worden gedetecteerd door een ring van PET-detectoren. Met behulp van analytische of iteratieve methoden kan men vervolgens de verdeling van de speurstof in het lichaam reconstrueren. Huidige PET-detectoren laten toe om het tijdsverschil (Time-Of-Flight, TOF) tussen de aankomsttijden van de twee fotonen te meten. Ook al is deze informatie niet exact, door deze tijdsinformatie te includeren in de reconstructie kan men in een kortere tijdspanne een betere beeldkwaliteit verkrijgen.

Het verkrijgen van kwantitatieve PET-beelden wordt bemoeilijkt door een aantal effecten die eigen zijn aan het verval van de isotopen, ontstaan bij de detectie of registratie van het fotonpaar of afhankelijk zijn van eigenschappen van de objecten of patiënten die worden onderzocht. Eén van de belangrijkste effecten is fotonattenuatie. Om hiervoor te corrigeren, dient de verdeling van attenuatiecoëfficiënten binnen het beeldvolume gekend te
zijn. Deze verdeling wordt opgeslagen in een attenuatiemap en kan gebruikt worden tijdens de reconstructie om te corrigeren voor attenuatie.

PET-beeldvorming is gedurende de laatste tien jaar geëvolueerd tot multimodale beeldvorming, waarbij functionele PET gecombineerd wordt met anatomische beeldvormingstechnieken zoals computertomografie (Computed Tomography, CT) of MRI. PET/CT is een veel gebruikte techniek in klinische praktijk voor de diagnose en opvolging van verschillende aandoeningen. De meeste toepassingen situeren zich binnen de oncologie, neuropsychologie en cardiologie. Anatomische beeldvorming met CT biedt de mogelijkheid om de interpretatie en de diagnostische nauwkeurigheid van de PET-beelden te verbeteren. De detectoren meten de attenuatie van de X-stralen uitgezonden door een röntgenbron. Bijgevolg kunnen CT-beelden gemakkelijk herschaald worden om zo een attenuatiemap voor 511 keV-fotonen te bekomen. Recent wordt veel onderzoek verricht naar de combinatie van PET met MRI. Er wordt verwacht dat PET/MRI een interessante techniek kan zijn voor toepassingen waarbij contrast in zachte weefsels een belangrijke rol speelt, zoals in de hersenen of het abdomen. Bovendien kan de MRI-scanner worden gebruikt voor functionele beeldvorming zoals MRI-spectroscopie, diffusie gewogen beeldvorming of functionele MRI (fMRI). Recente detectortechnologie laat reeds toe om beide modaliteiten te combineren. Wat de beeldreconstructie betreft, vormt attenuatiecorrectie nog steeds een groot probleem. MR-signalen zijn gerelateerd aan de protondensiteit en relaxatie-eigenschappen van weefsels. In tegenstelling tot CT, kan men de MR-beelden niet op eenvoudige wijze transformeren naar een attenuatiemap. Bijgevolg wordt er bij MR-gebaseerde methodes vaak gebruik gemaakt van segmentatie of atlas-gebaseerde technieken. Deze methodes vertonen echter problemen bij de segmentatie van botweefsel en de longen of het in beeld brengen van de MRI-coils. Verder houdt men geen rekening met de hoge inter- en intra-variabiliteit van de attenuatiecoëfficiënten in weefsels. Bovendien kan men met MRI vaak slechts een beperkt beeldvolume reconstructeren. Transmissiebeeldvorming vormt een alternatieve methode om de attenuatiemap te bepalen in PET/MRI. Toen PET nog niet gecombineerd werd met CT, werd meestal een roterende transmissiebron gebruikt. Bovendien kan de emissiedata zelf gebruikt worden om via complexe algoritmes de verdeling van de attenuatiecoëfficiënten te schatten.

In dit onderzoek werd een nieuwe MR-compatibele methode ontwikkeld om de verdeling van de attenuatiecoëfficiënten van de patiënt in een TOF-PET-opname te bepalen. De methode werkt als volgt: een speurstof wordt geïnjecteerd in een transmissiebron die vervolgens in de PET-scanner wordt geplaatst. Vooreerst wordt een referentie-scan opgenomen. Tijdens deze
scan worden enkel gammaphotonen afkomstig van de transmissiebron opge- meten, zowel de patiënt als het bed bevinden zich buiten het beeldvolume. Bijgevolg worden de fotonen enkel door de lucht geattenueerd. Vervolgens wordt de patiënt op het bed geplaatst en binnen het beeldvolume gebracht. Een transmissie-scan (TX-scan) wordt opgenomen. Tijdens deze scan zullen de fotonen afkomstig van de transmissiebron door de patiënt en het bed ge- attenueerd worden. Door de PET-data gemeten tijdens de transmissie-scan te vergelijken met de data opgenomen tijdens de referentie-scan kan de verdeling van de attenuatiecoëfficiënten bepaald worden. Indien de transmissie- en emissiedata simultaan opgemeten worden (TEX-scan), kan de tijdsinformatie (TOF) aangewend worden om de transmissiedata van de emissiedata te scheiden. Hierdoor hoeft men geen PET- of MRI-acquisitietijd te verliezen voor het afleiden van de attenuatiemap. De methode werd geëvalueerd in drie fasen: in de eerste plaats met simulatiestudies, vervolgens met experimentele data opgenomen met de Gemini TF PET/CT en de Ingenuity TF PET/MRI-scanners en finaal met patiëntensstudies opgenomen met de Ingenuity TF PET/MRI-scanner.


In een tweede fase werd experimentele data opgemeten met state-of-the-art TOF-PET/CT- en TOF-PET/MRI-scanners. Hiervoor werden fantomen gebruikt. In tegenstelling tot simulatiestudies, kan men bij reële studies de PET-opname niet vereenvoudigen. Beelddegraderende effecten zullen onvermijdelijk de kwaliteit van de attenuatiemappen en de uiteindelijke PET-
voor de attenuatie van fotonen in botstructuren. Dit werd geillustreerd met de studies uit de derde groep. Visuele inspectie toont aan dat verschillende grotere botstructuren herkenbaar zijn in de attenuatiemappen. Kleine structuren of botweefsel gekenmerkt door een lagere attenuatiecoëfficiënt zijn moeilijker te onderscheiden van de omgevende weefsels.

Vervolgens werd de methode getest op humane data. In totaal werden zes patiëntestudies opgemeten met de sequentiële Ingenuity TF PET/MRI-scanner en de Brilliance CT-scanner. Beide toestellen zijn beschikbaar in het Mount Sinai ziekenhuis in New York. Er werd een onderscheid gemaakt tussen één studie van de hersenen en vijf studies van de thorax. In de eerste studie onderzochten we de verschillen tussen de TEX-gebaseerde AC en de CT-gebaseerde AC door PET-beelden te vergelijken in de voornaamste regio’s in de hersenen. Een kwantitatief verschil van 6.5% tot 13% werd verkregen in de thalamus, het cerebellum, de frontale kwabben, de occipitale kwabben en de witte materie. Voor de studies van de humane thorax, werd de TEX-gebaseerde methode vergeleken met zowel de CT-gebaseerde alsook de MR-gebaseerde methode. Voor botweefsel was het kwantitatief verschil tussen de TEX-gebaseerde AC PET-beelden en de CT-gebaseerde AC PET-beelden 18.7% minder dan het kwantitatief verschil tussen de MR-gebaseerde AC PET-beelden met de CT-gebaseerde AC PET-beelden. Voor de longen en het zachte weefsel was dit verschil 5%. Deze goede resultaten kon men echter enkel bekomen door de TEX-gebaseerde attenuatiemappen te herschalen met de histogramgebaseerde schalingstechniek.

Tenslotte werd de transmissiegebaseerde techniek verbeterd door de annulus-vorm te vervangen door een vast aantal stationaire lijnbronnen. Net als bij de annulus-transmissie-methode, wordt een attenuatiemap bekomen door een referentie-scan te vergelijken met een transmissie-scan in een iteratief algoritme. Omdat nu lijnbronnen worden gebruikt kan men echter de scheiding van de transmissiedata in een TEX-scan op basis van tijdsinformatie (TOF-gebaseerde methode) verbeteren door ook die LORs te verwijderen die geen enkele lijnbron doorkruisen (de LOR-gebaseerde methode).

De methode werd eerst geëvalueerd met een simulatiestudie in GATE. Hiervoor werd een model van een prototype LaBr₃ TOF-PET-scanner gedefinieerd, alsook de lijnbronnen die dienst doen als transmissiebron. Vervolgens werd een gedigitaliseerd humaan torsofantoom verkregen met behulp van het NCAT-softwarepakket. Eerst werd de LOR-gebaseerde methode voor de extractie van de transmissiedata vergeleken met de TOF-gebaseerde methode. Resultaten tonen aan hoe bij een configuratie van 24 lijnbron-
nen de misclassificatie van de emissiedata (*Emission Rejection Rate, ECR*) verbetert van 1.13% tot 0.45%. Voor de misclassificatie van de verstrooide emissiedata werd een vermindering van 4.32% tot 2.29% bekomen. Een kwantitatieve verbetering tussen 10% en 25% werd gezien in de attenuatiecoëfficiënten van botweefsel, de longen en zachte weefsels. Hierbij werd enkel gecorrigeerd voor willekeurige coincidenties en *count rate* effecten.

Verder werd de methode toegepast op een fantoomstudie met de LaBr₃ TOF-PET-scanner, beschikbaar in de afdeling radiologie van de Universiteit van Pennsylvania (UPENN), Philadelphia. Hiervoor werd een antropomorf tossofantoom gebruikt. Er werd een TX- en TEX-scan opgemeten. De relative fout van de attenuatiecoëfficiënten in zowel de TX- als de TEX-gebaseerde attenuatiemappen was minder dan 10% in alle weefsels. De beste resultaten werden bekomen in het botweefsel, waar een relative fout onder de 5% werd gezien. Ook hier werd niet gecorrigeerd voor de verstrooide coïncidenties.
Chapter 1

Introduction

1.1 Context

The work presented in this dissertation is situated in the field of nuclear medicine. In our research we mainly focus on Positron Emission Tomography (PET). PET imaging is based on the tracer principle which states that a molecule labeled with a radioactive isotope participates in the metabolic activity of the human body in a similar way as the non radioactive molecule. In PET imaging, radioisotopes that undergo positron emission decay are used. The tracer is injected in the patient and the radiation is detected by a PET scanner. Subsequently, an analytical or iterative algorithm is applied to reconstruct the tracer distribution. PET is a functional imaging technique characterized by a very high sensitivity and low spatial resolution. Additionally, PET image degrading effects compromise the diagnostic accuracy. One of the major effects is photon attenuation. In order to improve the diagnostic accuracy, PET imaging has evolved into multi-modality imaging were PET scanners are combined with anatomical imaging techniques such as Computed Tomography (CT) or Magnetic Resonance Imaging (MRI). Today, PET/CT has been the method-of-choice for hybrid imaging in clinical practice. CT-images provide anatomical landmarks which improve the interpretation of the PET images and the CT-image can be converted easily into attenuation maps using a bilinear scaling technique. Lately, there is also a growing interest in combining PET and MRI. MRI has several advantages over CT. MRI exhibits an excellent soft tissue contrast and provides complementary functional information through the use of techniques such as MR spectroscopy, diffusion weighted imaging or functional MRI (fMRI). Finally, MRI does not impose additional radiation exposure to the patient and fully
simultaneous PET/MRI is feasible. To obtain comparable PET image quality in PET/MRI as in PET/CT, one of the major difficulties that needs to be addressed is the correction of the PET image for photon attenuation. The probability of photon attenuation depends on the electron density of tissues while the MRI signals are related to proton densities and relaxation properties. A direct conversion is therefore not possible. Most research groups rely on segmentation and/or atlas registration techniques to derive attenuation maps with acceptable quality. However, for the MR-based methods the notion of prior knowledge about the attenuation coefficients or anatomical properties of the patients remain.

Other methods can be used to obtain an attenuation map. In stand-alone PET, a transmission scan was used to derive the attenuation map. For this purpose, orbiting pin sources or ring source of a long-live positron emitter were used. Later single sources like $^{137}\text{Cs}$ were used. These sources are characterized by higher energies which improves tissue penetration and single photon methods allow higher collection rates and therefore shorter scan times.

In this work we propose to derive the attenuation map from a transmission scan using an annulus-shaped source or a fixed number of stationary line sources. The transmission source is filled with a solution containing a positron emitter and is positioned inside the FOV of the PET scanner. First a blank reference scan is acquired. Subsequently, the patient in placed on the table and moved inside the bore of the PET scanner and a transmission scan is acquired. By using Time-Of-Flight (TOF) information the transmission scan can be acquired simultaneously with the emission data reducing the total acquisition time. Additionally, no MRI scanning time is needed for the purpose of attenuation correction.

1.2 Outline

The PET imaging technique is presented in chapter 2. We start with a brief history, followed by a detailed explanation of the physics of positron emission and the PET scanner as a coincidence detection device. Subsequently, the PET image degrading effects and simulation methodology are discussed and finally the primary clinical applications of PET are presented. Next we show how PET evolved into hybrid imaging techniques such as PET/CT and PET/MRI. Thirdly, we present how the acquired PET data can be reconstructed into a PET image. Finally, we discuss the major goal of this work, namely, how the attenuation map can be derived in a TOF PET/MRI.
system in order to correct the PET data for attenuation.

In chapter 3 we introduce a transmission-based attenuation correction technique using a positron emitting source. First the basic concepts of the method are described. Next, we give an overview of the simulation models that were used to validate the method followed by the results obtained. Additionally, the transmission radiation dose delivered to the patient is discussed.

In the next chapter the method is evaluated with experimental data on the Gemini TF PET/CT and Ingenuity TF PET/MR scanners. First we discuss how to compensate for the image degrading effects compromising the accuracy of the reconstructed attenuation coefficients. Next an overview of all the phantom studies is given. Subsequently, each phantom study is discussed in detail and a quantitative evaluation of the reconstructed attenuation maps as well as PET images are presented. Finally, we discuss the results and draw the most important conclusions.

Further validation is presented in chapter 5 with clinical data of 6 patients. One human brain study and 5 thoracic studies are presented. First we give an overview of the PET/MR and CT data acquisitions as well as the image co-registration and the methods that were used to derive the attenuation maps from all three modalities. Subsequently, for both the brain and thoracic studies, a quantitative evaluation of the reconstructed attenuation maps and PET images is presented. In the brain study, the transmission-based attenuation maps were compared with the CT-based attenuation map while in the thoracic studies we also include a comparison to the MR-based attenuation maps obtained from the software installed on the sequential TOF PET/MRI scanner.

In chapter 6 we introduce a different approach by replacing the annulus shaped transmission source with a fixed number of positron emitting line-sources. First we discuss how the data is acquired and the transmission data is extracted. Next we present a simulation study in GATE using an NCAT torso phantom. This simulation study was used to validate the method and compare the reconstructed attenuation maps to results obtained from the annulus-based approach. Finally, the method was evaluated with a phantom study on the LaBr₃ PET scanner available in the radiology department at the University of Pennsylvania (UPENN), Philadelphia, USA. For this purpose an anthropomorphic torso phantom was used. The results obtained from the transmission experiments are presented and discussed at the end of the chapter.

A general overview of the most important results obtained during this
thesis, along with a conclusion and future research possibilities is given in the final chapter.
Chapter 2

Positron Emission Tomography

2.1 Introduction

In this chapter we will provide an overview of the scientific background relevant to this work. First the basic concepts of Positron Emission Tomography (PET) and its use in nuclear medicine are described. We will show how Time-Of-Flight (TOF) technology has improved PET as a diagnostic tool and give an overview of the physical limitations of a PET acquisition system. In the next section, we will introduce multimodal imaging, in particular we will show how advances in technology and biomedical science have led to the integration of functional PET imaging with other imaging modalities such as Computed Tomography (CT) or Magnetic Resonance Imaging (MRI). The basic principles of PET image reconstruction are introduced in the third section. The final section is dedicated to attenuation correction in PET, the core subject of this work.

2.2 PET imaging

2.2.1 Short history

A timeline of the most important events that have led to the development of the first PET scanner can be found in figure 2.1. Emission tomography (ET) is based on the tracer principle, proposed by George de Hevesy in 1911 [10]. This principle states that an atom in a molecule which takes part in
the metabolism of an organism can be replaced by one of its radioactive isotopes. By detecting the radiation from these isotopes, the distribution of the tracer can be reconstructed. ET encompasses two main imaging techniques: Positron Emission Tomography (PET) and Single Photon Emission Computed Tomography (SPECT). Both techniques use radioactive isotopes to image physiological processes in the body. In the earliest research, naturally occurring radioisotopes were used. New tracers became available in the 1930s with the development of the first cyclotron by Lawrence and colleagues in Berkeley, California [11]. Although World War II temporarily halted the production of radioactive isotopes, progress resurged partially due to the development of the nuclear reactor during the Manhattan project. Later, two important inventions in the 1950s contributed to the origin of body organ imaging in nuclear medicine: the rectilinear radioisotope scanner by Benedict Cassen and colleagues at UCLA [12] and the gamma camera.
2.2 PET imaging

by Hal Anger and colleagues in Berkeley, California [13]. Cassen assembled the first automated scanning system to image thyroid gland after administration of radioiodine ($^{131}$I). The scanner was widely used in the late 50s until the early 70s when organ-specific radiopharmaceuticals were developed. The development of the Anger camera led to the design of the first SPECT system and might be regarded as the most important milestone in the development of ET. Later in 1959, coincidence imaging capabilities were added to the camera [14]. Finally, in 1976 the first PET scanner, the PETT III, was developed by Michael E. Phelps and his team with the support of the Department of Energy and NIH [15]. In the late 1970s, the tracer Fluorodeoxyglucose (FDG) labeled with $^{18}$F was first synthesized by Tatsuo Ido and Al Wolf at the Brookhaven National Laboratory [16]. $^{18}$F-FDG PET had a significant clinical impact, especially in oncology. During the late 90s and early 2000, PET scanners were combined with Computed Tomography (CT) and widely spread in hospitals around the world.

2.2.2 Positron emission

The tracer principle is based on the insight that a molecule in which an atom is replaced by one of its radioactive isotopes participates in the physiological processes of organs in the same way as the non-radioactive molecule. The distribution of the tracer can be reconstructed by detecting the emission of gamma rays, caused by the decay of the radioactive compound. This concept offers two major benefits when imaging the biological activity in the body: the measurements are non-invasive and picomolar concentrations of substances can be measured due to the high sensitivity.

In PET imaging, the radiopharmaceutical does not emit gamma rays directly. Positron emission is a form of $\beta$-decay by which a proton $p$ in an unstable nucleus is converted into a neutron $n$ involving the emission of a positron $e^+$ and an electron neutrino $\nu_e$:

$$\begin{align*}
p &\rightarrow n + e^+ + \nu_e + E_k \text{ MeV} \quad (2.1)
\end{align*}$$

After emission, the positron possesses a certain amount of kinetic energy ($E_k$), depending on the isotope used. The emitted particle will travel freely, colliding with other atoms and thereby lose energy. When thermal energies are reached, the positron will interact with an electron and form a positronium. At that instance, an annihilation occurs. The combined mass of the positron and the electron is transformed in high-energy gamma rays that travel in (almost) opposite directions. According to Einstein’s $E=mc^2$
Figure 2.2: Positron emission and annihilation, involving the emission of two 511-keV gamma rays in (almost) opposite directions.

Each gamma photon has an energy of 511 keV. The process is illustrated in Figure 2.2.

Examples of the important positron emitters, their half-life and production method are shown in Table 2.1. Because of their relatively short half-lives, a cyclotron has to be available on site for some isotopes. Other isotopes require a specific generator (\(^{68}\text{Ga}\), \(^{82}\text{Rb}\)). An overview of their applications can be found in section 2.2.6.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Half-life</th>
<th>Production Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{15}\text{O})</td>
<td>2 min</td>
<td>Cyclotron</td>
</tr>
<tr>
<td>(^{13}\text{N})</td>
<td>11 min</td>
<td>Cyclotron</td>
</tr>
<tr>
<td>(^{11}\text{C})</td>
<td>20 min</td>
<td>On-site</td>
</tr>
<tr>
<td>(^{18}\text{F})</td>
<td>110 min</td>
<td>Cyclotron</td>
</tr>
<tr>
<td>(^{82}\text{Rb})</td>
<td>75 sec</td>
<td>Generator</td>
</tr>
<tr>
<td>(^{68}\text{Ga})</td>
<td>68 min</td>
<td>Generator</td>
</tr>
</tbody>
</table>

Table 2.1: Abbreviated list of positron-emitting isotopes with their half-life and production method.
2.2 PET imaging

2.2.3 The PET scanner

2.2.3.1 Gamma detection

PET systems generate images of the distribution of tracers by detection of gamma photons produced after positron annihilation. The gamma rays are detected by a ring of detectors surrounding the patient. Although PET detectors can be organized in different ways (see figure 2.3), today most clinical systems have a polygonal configuration with multiple rings covering an axial extent in the range of 15 to 25 cm. The fundamental components of a conventional PET detector are illustrated in figure 2.4. When gamma photons hit the scintillation crystals they transfer some of their energy through the process of Compton scatter and/or the photoelectric effect. The energy deposited in the crystal is converted to visible or ultraviolet (UV) light. Scintillation materials have a number of properties that are important to PET imaging. To increase the probability of absorption, the crystals should have a high density, ensuring high stopping power. Second, high light output is desirable to achieve both high energy resolution and high detection efficiency. A third important property of scintillation crystals is the shape of the scintillation pulse. A short rise time of the light pulse and the absence of afterglow is needed to allow operation at high gamma count rates. Common scintillation crystals used in PET today have these characteristics [17, 18]. Most of them are inorganic single-crystal scintillators, such as Sodium Iodide doped with Thallium (NaI:Tl), Bismuth Germinate (BGO), Lutetium Orthosilicate (LSO), Lutetium-yttrium oxyorthosilicate (LYSO) or Lanthanum halide (LaBr₃:Ce).

A light guide then spreads the scintillation light to the photomultiplier
Figure 2.4: Components of a conventional gamma camera. The detector block consists of scintillation crystals, a light guide and an array of photomultiplier tubes.

Photomultipliers (PMTs) which convert the optical photons to electric signals. Because of their size (typically 2-3 inches), PMTs are not directly coupled to one crystal but generally cover multiple scintillation crystals. The relative proportion of light on each PMT allows identification of the crystal where the scintillation occurred ([13, 19–21]). The energy and incidence time are also estimated from the PMT pulse. Although PMTs are commonly used in emission tomography because of their high gain, fast response and low noise, PMTs are sensitive to magnetic fields and the size of the PMTs does not allow one-to-one coupling of one crystal to one PMT thereby limiting the ability to manufacture high spatial resolution detectors. With the development of fully integrated PET/MRI in mind, these drawbacks have led to the investigation of alternatives to the PMTs such as the avalanche photodiodes (APDs) and more recently, the silicon photomultiplier (SiPM) [22–28]. An overview of the characteristics of these photon detectors is shown in table 2.2.

2.2.3.2 Coincidence detection

The detection of the two gamma photons within a short time frame is registered as a coincidence. The concept of coincidence detection is illustrated in figure 2.5. Once a gamma photon is detected a coincidence circuitry is
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<table>
<thead>
<tr>
<th>Temperature sensitive</th>
<th>MR-sensitive</th>
<th>Timing resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMT</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>APD</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>SiPM</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 2.2: PET detectors.

activated. A coincidence is registered if a second photon is detected within a predefined time window (typically 5 - 20 ns). The coincidence is assigned to the line connecting the two detectors triggered by the incident gamma rays. This line is called the Line Of Response (LOR). Today most clinical systems operate in 3D mode, allowing coincidence detection between detectors lying in any ring combination. Some PET detectors will also register the difference in arrival time of the two photons in coincidence. This Time-Of-Flight (TOF) difference can provide extra information on the location of the electron-positron annihilation (see section 2.2.3.3).

2.2.3.3 Time-Of-Flight PET

In conventional PET the location of the annihilation on the LOR can not be determined. In the reconstruction an equal probability for all positions along the LOR is assumed. In TOF PET, the difference in arrival time of the two photons is also registered. This time-of-flight difference $\Delta t$ is directly related to the distance $d(= c \frac{\Delta t}{2})$ from the center of the LOR to the annihilation as shown in Figure 2.6. However, the measured time difference is not known with infinite precision and therefore the exact location of photon

![Figure 2.5: Coincidence detection: when two photons hit a PET detector within a predefined time window, a coincidence is registered.](image-url)
Figure 2.6: The TOF PET principle. The time-of-flight difference $\Delta t$ is related to the distance $d(= \frac{c \Delta t}{2})$ from the center of the LOR to the annihilation.

emission is not known. This limitation is characterized by the timing resolution $\Delta \tau$ which is determined by the FWHM (Full Width at Half Maximum) of the distribution of $\Delta t$ given emission point $p$ (figure 2.6):

$$\Delta x (= FWHM) = c \frac{\Delta \tau}{2} \quad (2.2)$$

In the early 1980s, the feasibility of TOF PET was introduced [29–31]. Although timing resolutions between 470 and 750 ps were reached with CsF and BaF$_2$ scintillators, poor spatial resolution and sensitivity caused by the low density, low light output and low photoelectric fraction of the scintillators limited the use of TOF PET to research systems. Since the development of new scintillators in the 1990s, such as LSO, a new generation of TOF PET scanners was designed [32, 33]. The first commercial TOF PET scanner was introduced in 2006 by Philips [34]. Current TOF PET systems are characterized by a TOF resolution of 500 to 600 ps. Recently, a TOF resolution below 400 ps was obtained with a prototype TOF PET scanner equipped with cerium-doped lanthanum bromide (LaBr$_3$) scintilla-
It has been shown in a number of studies that TOF leads to a significant improvement of the PET image quality, particularly for oncology applications [1, 38, 39]. A significant improvement in signal-to-noise (SNR) and contrast recovery in both phantom studies, as well as in patients has been reported. In patient studies, the best improvement was obtained for larger patients with lower contrast lesions [39]. The use of TOF allows faster and more uniform convergence during reconstruction while good image quality is achieved for shorter acquisition times. This implies that TOF is desirable in routine clinical practice where the reconstruction time is often limited or in situations were fewer counts are collected such as respiratory gating or dynamic imaging. The clinical benefit of TOF PET is illustrated in figure 2.7 which shows a patient with non-Hodgkin’s lymphoma. The higher uptake value in the TOF-based image reconstruction illustrates the superiority of TOF over non-TOF PET.

2.2.4 Image degrading effects

The accuracy of PET imaging is affected by a number of image degrading effects. Some of these effects depend on the physical properties of positron emission and determine the physical limitation of PET imaging. Others are system dependent and occur at the detection level. Most of these can be reduced to some degree by improving the detector technology or adapting the system design parameters. A final type of effects will depend on the subject being imaged. Additional knowledge such as anatomy might be required to correct for these effects. A detailed overview of all effects and their correction methods are discussed here.

2.2.4.1 Effects related to positron emission physics

**Positron range and acollinearity**

Positron emitters have physical characteristics that limit the spatial resolution of the PET system. Before annihilation, positrons travel a certain distance from the emission point. This finite positron range defines an inherent spatial limitation which is not present in conventional single photon emission techniques. Examples of the positron range in water for different isotopes is shown in table 2.3. The positron range has a limited effect on the resolution in human studies. Additionally, acollinearity of the emitted gamma photons results in an angular uncertainty (\(\sim 0.23^\circ\)) which also affects the PET resolution, especially when the diameter of the scanner is
Figure 2.7: Patient with non-Hodgkins lymphoma (140 kg, BMI = 46). Representative transverse, sagittal, and coronal images (not triangulated) for non-TOF reconstruction (top) and the same cross-sectional images for TOF reconstruction (bottom). In each image, the different lesions are seen more clearly in TOF reconstruction than in non-TOF reconstruction. Reprinted with permission [1].

large: a resolution blur close to 2 mm for a diameter of 90 cm.

Poisson noise
Radioactive decay and consequently the emission of positrons is a randomly occurring process and is therefore subject to statistical fluctuations. Literature shows how radioactive decay can best be described with Poisson

<table>
<thead>
<tr>
<th>Isotope</th>
<th>$^{15}$O</th>
<th>$^{13}$N</th>
<th>$^{11}$C</th>
<th>$^{18}$F</th>
<th>$^{82}$Rb</th>
<th>$^{68}$Ga</th>
</tr>
</thead>
<tbody>
<tr>
<td>FWHM in mm</td>
<td>1.5</td>
<td>1.4</td>
<td>1.1</td>
<td>1.0</td>
<td>1.7</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Table 2.3: Positron range in water (FWHM in mm) for commonly used positron emitting radio-isotopes [8, 9].
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statistics [40, 41]. The Poisson nature of radioactive decay, causes noise in reconstructed PET images which is hard to avoid. Post smoothing techniques can be applied, although this could hide important small lesions and thereby influence the diagnostic accuracy. More complex reconstructions include prior information in the algorithm to regulate noise.

2.2.4.2 Effects at detection level

Intrinsic resolution and parallax error
The physical size of the crystals plays a dominant role on the intrinsic resolution of the PET detector due to the fact that the position of interaction within the crystal is not determined. Another resolution limiting effect is the parallax error which worsens the resolution of the reconstructed PET image when a larger fractions of the gamma photons enter the crystals at oblique angles. The resolution of current clinical PET scanners is in the range of 4-6 mm. To avoid resolution broadening, the depth of interaction (DOI) of the gamma photons needs to be accurately determined and the crystal size can be reduced. The physical effects limiting the resolution can also be modeled in the image reconstruction to improve the resolution of the PET images.

Dead-time effects
The performance of PET detectors is limited by the rate at which incoming hits can be processed. Multiple photon interactions can cause a pulse pile up in the PMTs when light pulses overlap significantly. Additionally, electronic devices will need a minimum amount of time to process incoming events and define their energy and timing. As a result, some events will be missed. The amount of missing events is related to the probability that some events will occur within a certain time frame. This probability increases at higher count-rates. The time for which a detector is unavailable for photon detection is called the dead time. Dead times are typically in the order of 50 to 900 ns, depending on the detector technology used.

A detection system can be classified as paralysable or non-paralysable. In a non-paralysable system, if a hit is registered then the detector ignores all hits during deadtime $\tau$. A paralysable detector registers every hit and only accepts coincidences if all previous dead times are expired. Subsequently, paralysable systems can be subdivided in type I or type II systems. The difference between the three categories is shown in figure 2.8. Suppose that $\tau$ represents the dead time of the system. As $\tau$ seconds are needed to process pulse 1, pulse 2 will not be detected by a non-paralysable nor
Figure 2.8: A coincidence detection system is classified as paralysable or non-paralysable. Paralysable systems can be subdivided in type I and type II systems. Each hit will cause a dead time of the system. In a non-paralysable system a hit is detected only if previous dead times are expired. In a paralysable system all hits are detected, but a coincidence is only accepted if all previous dead times are expired. Additionally, in a type II paralysable system, energy pile-up can cause a rejection of hits.

by a paralysable system. A type II paralysable system will not detect pulse 1 because the energies of pulse 1 and 2 are added and the total energy falls out of the energy window. This pile-up is ignored in a paralysable type I system. When pulse 4 is initiated, a dead time is only initiated in a paralysable system, whereas the pulse is ignored in the non-paralysable system. Pulse 5 will therefore only be detected on the non-paralysable system. Dead time effects should be considered during reconstruction in order to obtain absolute quantification.
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2.2.4.3 Subject dependent effects

Random and scattered coincidences

Coincidence events can be classified in 3 categories: true, scattered and random events. A random coincidence is one where the two gamma photons arise from two distinct annihilations. While both the true and scattered coincidence type arise from one annihilation, a scattered event is registered when at least one photon has undergone at least one Compton scattering prior to detection. Since a photon changes its direction and loses energy during Compton scattering, it is likely that the scattered coincidence is assigned to the wrong LOR. The three coincidence types are illustrated in figure 2.9.

Random events add unwanted coincidences to the measured data causing a degradation of the quantitative accuracy and contrast recovery in the...
reconstructed PET image. The amount of random coincidences can be estimated from the singles rate on the PET detectors. The random coincidence rate \( r_{ij} \) on the LOR \((L_{ij})\) defined by crystal pair \( \{i, j\} \) can be calculated by:

\[
r_{ij} = 2\tau s_is_j, \tag{2.3}
\]

where \( 2\tau \) is the coincidence time window and \( s_i \) and \( s_j \) the singles rate on crystal \( i \) and \( j \) respectively. More commonly, the random fraction is estimated using the delayed window technique [42]. When the first photon is detected a delayed window is opened in parallel with the normal coincidence window. The delayed window has the same length but is shifted in time to ensure only photon pairs emitted from two different annihilations are detected within it. The estimated random fraction can then be used to pre-correct the data before reconstruction. Although this method removes bias it will amplify the noise if no additional smoothing is applied.

Scattered coincidences adversely affect PET image quality by introducing a quantification bias as well as reducing spatial resolution. The quantification bias is typically removed by estimating the scatter and subtracting it from the measured data. Most clinical systems apply algorithms based on theoretical models using the Klein-Nishina formula [43]. This method is called Single Scatter Simulation (SSS) and only gives an estimate of the single scatter along each LOR. Multiple scatter is then also included by multiplying the single scatter estimation with a correction factor. As the scatter distribution is object dependent, information about the anatomy of the patient as well as the emission distribution is required.

**Attenuation**

After annihilation, the 511 keV photons will travel through tissue before the detectors are reached. During their path, there is a possibility that the photons will interact with matter through the process of Compton scatter or the photoelectric effect. Only a fraction of the emitted photon pairs will therefore hit the detector. This effect is known as attenuation. The fraction of photons that will be transmitted through a slice of homogeneous tissue of thickness \( L \) is given by the attenuation factor (AF):

\[
AF = e^{-\mu L} \tag{2.4}
\]

Where \( \mu \) represents the tissue-dependent attenuation coefficient. The attenuation coefficient is related to the electron density of the tissue and the energy of the photon. An overview of the attenuation coefficients at 511
### Table 2.4:
Overview of the attenuation coefficients at 511 keV of the most relevant tissues.

<table>
<thead>
<tr>
<th>Tissue type</th>
<th>$\mu$ cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung</td>
<td>0.0267</td>
</tr>
<tr>
<td>Adipose tissue</td>
<td>0.0927</td>
</tr>
<tr>
<td>Soft tissue</td>
<td>0.0968</td>
</tr>
<tr>
<td>Liver</td>
<td>0.0977</td>
</tr>
<tr>
<td>Spongious bone</td>
<td>0.1100</td>
</tr>
<tr>
<td>Cortical bone</td>
<td>0.1300</td>
</tr>
</tbody>
</table>

When two photons in coincidence, emitted from annihilation point $a$ travel through a path of continuous attenuation before hitting detectors $d_1$ and $d_2$ respectively, the line integral is taken:

$$AF = e^{-\int_{d_1}^{a} \mu(s)ds} - e^{-\int_{a}^{d_2} \mu(s)ds} = e^{-\int_{d_1}^{d_2} \mu(s)ds}$$  \hspace{1cm} (2.5)

The attenuation factor is the product of the probability of attenuation of the two photons in coincidence. Attenuation influences the quantitative accuracy of the PET image. Figure 2.10 depicts the difference between a PET image which is not corrected for attenuation with the same PET data, reconstructed with attenuation correction applied. Attenuation correction is implemented in the reconstruction process. For this purpose the attenuation map, defining the attenuation coefficient at 511 keV for each voxel inside the PET image is used. More details on how the attenuation map can be derived are discussed in section 2.5.

**Motion**

Motion of the patient or physiological motion of the organs can reduce the PET image quality. For example, respiratory and cardiac motion causes significant motion blur and artifacts in thoracic PET imaging. Typically, motion correction is done by gated imaging [44–46]. For each gate, only data within a specific time frame will be used for reconstruction. The gates are set according to the respiratory or cardiac cycle. Other techniques for tracking motion have also been investigated and proven to be very useful in brain imaging [47].
2.2.5 Simulation methodology

Simulation methods provide a useful way of evaluating new PET instrumentation or imaging methods without the need to perform time consuming, costly and complicated experiments with real systems. Dedicated simulation packages with accurate and fast emulation of underlying physical processes have therefore become indispensable for instrument designers.

2.2.5.1 Principle of Monte Carlo Simulation

Monte Carlo methods try to solve statistical problems by numerical calculation based on random variable sampling. The use of random sampling to simulate complex systems is not new and has been applied to many fields. In the field of particle physics, interactions between particles were interpreted using cross sections as probabilities. The name “Monte Carlo” refers to a casino in Monaco, which was famous for the random nature of their games offered [48]. H. O. Anger was the first designer to use Monte Carlo techniques in nuclear medicine for the simulation of the physical response of his new scintillation camera [49].

In a Monte Carlo simulation a solution is determined by random sampling of the physical interactions involved in a stochastic process through the use
of a pseudo-random number generator. This mechanism involves repetitive calculations, and probability density functions describing each process are required. Depending on the variety of interactions considered, different degrees of realism can be obtained. In the context of positron emission tomography these interactions are positron emission, positron-electron annihilation, Compton scatter, photoelectric effect, photon detection, etc. Sometimes the less important interactions are simplified or neglected to reduce computational complexity. As an example, the process of annihilation could be simplified by only simulating back-to-back gamma photons thereby ignoring positron range and acollinearity. The method generates simulated data close to the data we would obtain in a real situation. Because of the random nature, each outcome will be different if a different seed for the random number generator is chosen.

2.2.5.2 GATE : Geant Application for Tomographic Emission

A well known and validated Monte Carlo simulator for emission tomography is GATE [50]. The software package is based on the physics library GEANT4 developed at the European Organization for Nuclear Research (CERN). In this dissertation we intensively used the simulator to evaluate PET system design and new methods in PET. The major limitation of the software is the high computational cost. Recently, acceleration methods have become available [51]. In our work, simulations were mostly used to illustrate or prove the feasibility of a PET imaging method. Therefore, the models were simplified to allow relatively fast emulation of the PET acquisition process. For example, positron range and acollinearity were neglected. Figure 2.11 shows an acquisition of a cylindrical water phantom of 30 cm diameter and 70 cm length injected with 250 MBq of $^{18}$F-FDG. In this simulation a model of the Gemini TF PET scanner from Philips Healthcare was used.

In order to evaluate the performance of a new PET design or imaging method in terms of spatial and temporal resolution, sensitivity, analytical phantoms such as cylinders, spheres or point sources are used. To mimic a clinically relevant situation more complex phantoms are required. GATE allows including anthropomorphic phantoms in the simulation. The first digital anthropomorphic phantoms were derived from high resolution CT data [52]. Later, the MCAT and NCAT phantoms were developed [2, 53]. Recently a new version of the phantom, called the XCAT phantom was introduced [54]. In Figure 2.12 the XCAT male and female phantom is shown. The phantom can be generated using a software package. Many detailed structures can be included to tune the phantom for a particular
2.2.6 Clinical PET imaging

PET is a functional imaging technique that provides information about the biochemical and physiological processes in the human body. Typically, a change in these processes precedes structural changes when the body is in a disease state. Therefore, PET imaging could permit an earlier diagnosis. The information can also be useful for prognosis and therapy follow up. Non-invasive PET imaging started as a research tool in the late 1970s. Because of technological advances and the production of a wide range of tracers, PET became an important clinical tool for the diagnosis, staging and monitoring of disease in patients. A short list of PET tracers involved in these applications is shown in table 2.5. In this section some of the important clinical applications of PET are discussed. The interested reader is referred to following papers covering more detail: [3, 55, 56].
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2.2.6.1 Oncology

In clinical oncology, PET imaging is used for tumor detection and differentiation between benign and malignant tumors, tumor staging, restaging and detection of recurrent disease. Clear benefit is obtained with $^{18}$F-FDG PET in the assessment of patients with lung, lymphoma, colon, and melanoma cancer. $^{18}$F-FDG uptake has been shown in tumors of the head and neck, ovary, breast, musculoskeletal system, and neuroendocrine system as well [57]. Figure 2.13 shows the maximum intensity projections of a FDG-PET scan of a patient with melanoma. Metastases are detected in the left axilla, skin, retrosternal region, liver and spleen.

Other than $^{18}$F-FDG, $^{18}$F-FMISO can be used for imaging tumor hypoxia, $^{18}$NaF for bone metastases, $^{11}$C-Acetate and $^{11}$C-choline for prostate cancer, etc. For a complete overview the reader is referred to [56].

2.2.6.2 Cardiology

PET imaging has become a useful diagnostic tool to determine the vascular condition of the heart. Cardiac PET imaging provides accurate assessment of the blood flow and metabolism of the myocardium as well as the risk of developing cardiac disorders such as coronary artery disease and myocardial viability [55, 58]. In conventional cardiac PET imaging $^{82}$Rb and $^{13}$N-
ammonia are used for myocardium perfusion imaging and $^{18}$F-FDG PET can be used to visualize ischaemic heart disease in the myocardium.

### 2.2.6.3 Neurology

Brain activity can be imaged by measuring the amount of oxygen-rich blood flowing to various regions inside the brain. For this purpose dihydrogen oxide labeled with the $^{15}$O isotope can be administered to the patient. Because of the short half-life (2.03 min) a cyclotron has to be available on site. A more practical approach is to use $^{18}$F-FDG, as brain utilizes glucose in its metabolism. Measuring the brain activity can be useful for a number of applications. An early diagnosis of the Alzheimer disease can be detected by a decrement in cerebral blood flow, oxygen utilization and glucose metabolism in the parietal and temporal lobes [59]. An early diagnosis may help identify individuals at risk, and allow initiation of therapy to slow down disease progress. Parkinsons disease is the result of loss of dopamin-
2.3 Hybrid imaging

Hybrid imaging involves combining multiple imaging modalities to improve the diagnostic accuracy and/or to introduce new applications. The last decade a lot of research has focused on combining functional imaging techniques, such as PET and SPECT, with anatomical imaging techniques, such as CT and MRI. Initially, the imaging modalities were combined by acquiring...
both images separately, followed by co-registration with software. Today, almost perfect registration is achieved by developing sequential designs or fully integrated systems. In this section we will discuss state-of-the-art PET/CT and PET/MRI hybrid imaging.

2.3.1 PET and Computed Tomography

The usefulness of PET as a diagnostic tool is limited by its poor spatial resolution and the absence of clear anatomical landmarks. Correlating PET images with structural images derived from CT significantly improves diagnostic accuracy [61–63]. As an additional advantage, CT images can easily be scaled to attenuation maps at 511 keV to correct the PET data for attenuation, hereby replacing the lengthy transmission scans which were acquired prior to the emission scan in stand-alone PET. Today, most PET centers have a sequential PET/CT scanner installed. Numerous studies have shown the benefit of PET/CT hybrid imaging. Bar-Sholam et al. assessed the additional value of hybrid PET/CT over stand-alone PET and stand-alone CT with a study of 204 cancer patients with 586 sites suspicious of disease [64]. An improved diagnostic interpretation of 49% of cancer patients and 30% of sites was reported. The additional value includes precise lesion characterization, lesion localization and lesion detection. In 14% of cancer patients, combined PET/CT had an impact on the patient management which included referral and planning of surgery, chemotherapy, radiotherapy, exclusion of cancer and guidance in invasive diagnostic procedures. In another study which involved 91 patients with histologically proven malignancy and 190 suspected sites of disease, Israel et al. reported improvements in accuracy using PET/CT [63]. They conclude that hybrid PET/CT provides new diagnostic opportunities and both structural changes as increased cell metabolism should be considered in PET imaging. All systems nowadays are combined PET/CT systems.

2.3.2 PET and Magnetic Resonance Imaging

Magnetic Resonance Imaging (MRI) can also be used as an anatomical imaging technique in combination with functional PET. MRI has a high anatomical resolution and its soft-tissue contrast is superior to CT [65–67]. Therefore MRI is expected to be the method-of-choice for diagnostic problems in oncology associated with soft-tissue regions (e.g., tumors in the pelvis, the head-and-neck region, or the brain.) [66, 68–70]. Secondly, while CT delivers a significant amount of radiation dose to the patient,
radiation exposure will be limited in a combined PET/MRI system. This is especially important in pediatric studies where radiation dose is a matter of great concern. Thirdly, PET and MR systems can be fully integrated enabling simultaneous acquisition, creating an opportunity for motion correction, multi-modal tracers, etc. [71]. Additionally, MRI is more than an anatomical imaging technique and true value may therefore be found in simultaneous acquisition of PET with functional MRI imaging techniques (e.g., Diffusion Weighted Imaging (DWI), Dynamic contrast-enhanced MRI, fMRI and MR spectroscopy).

Despite the great potential of PET/MRI, three major issues have prolonged the implementation of fully integrated PET/MRI systems into clinical practice. The first is adapting the PET detectors to make them MR-compatible; second, choosing a proper design for the integration of the PET and the MRI scanner, and finally, creating attenuation maps for accurate PET imaging. These issues will be discussed in the remainder of this section.

2.3.2.1 MR-compatible PET detector design

Traditional PET detectors, based on PMTs, are sensitive to magnetic fields. Optical fibers can be used to guide the light outside the magnetic field for detection with PMTs [72, 73] or the PMTs are replaced with avalanche photodiodes (APDs) [74–76]. The disadvantage of the APDs is that these detectors have bad timing characteristics and their performance is temperature dependent. Lately, Silicon Photon Multipliers (SiPM) have been proposed which allows the integration of fast PET detectors in a MR environment [77–79] and enable TOF measurement. At the crystal level, Lutetium oxyorthosilicate (LSO) and Bismuth germinate (BGO) have been shown to have similar and the lowest magnetic susceptibility showing no significant artifacts on the MRI images [80].

2.3.2.2 System design

The method-of-choice for combining PET and MRI depends on a trade-off between the cost and the clinical usage of the system. Today, three models of system design are considered (see figure 2.14): first, a sequential setup similar to the current PET/CT systems, second, a removable PET insert placed inside the bore of the MR system, third, a fully integrated PET/MRI system allowing simultaneous acquisition.

A sequential design is the most straightforward and least challenging way to combine a PET and a MRI system. The patient is placed on a table
that moves through the MRI and PET FOV. From a hardware perspective, no magnetic field-insensitive PET detectors are required and most interference can be solved with limited shielding. On the software side, limited adaptation will be needed to allow interaction between both systems and automate the co-registration process. The major disadvantage of this construct is the inability to perform simultaneous PET/MRI imaging which can lead to longer acquisition times and co-registration errors due to patient motion.

Simultaneous PET/MRI can be achieved by placing a PET insert inside the bore of the MRI scanner. However, because of space limitations this approach is limited to brain imaging. An even more challenging approach is to fully integrate the PET detector and electronics within the MRI system. Different approaches have been investigated. The first approach relies on the use of a split superconducting magnet. The magnet is split in two elements leaving a gap in which a PET scintillator ring can be inserted. In a field-cycled PET/MRI system, the PET acquisition takes place during certain temporal frames free of magnetic field. Therefore two separate and dynamically controllable magnets are used. Subsequently, the PET detector ring can also be integrated between the gradient and the body coil of the MR. Most issues with this design option are related to the limited space available leading to significant constraints on the PET system.

2.3.2.3 Attenuation correction

Attenuation correction remains one of the major issues in PET/MRI. Contrary to CT, the attenuation map can not directly be derived from the MRI image, due to the fact that MR signals correlate with proton densities and relaxation properties of tissue. Possible solutions to this problem rely on segmentation or atlas registration techniques, transmission-based techniques or on the emission data itself. The reader is referred to section 2.5 for more details.

2.3.2.4 Prototypes and clinical systems

Pre-Clinical systems

The first MR-compatible PET detectors were developed by Cherry’s group at UCLA [81]. An 38-mm diameter LSO ring was constructed and installed within a 0.2-T MRI scanner [72]. 4-m long optical fibers were used to guide the light from the scintillator to the PMTs located outside the magnet where the magnetic field was below 10 mT. A similar system was used by Carson et
Figure 2.14: Three models for combining PET and MRI systems: sequential (a), a PET insert (b) or fully integrated (c).
al. (1998), who reported the first simultaneously acquired PET/MRI images for small animals [82] and Raylman et al. where 20-layered crystal blocks were inserted into a 1.5T clinical MRI scanner [83]. A major drawback of these PET inserts is the signal loss due to the long light guides [84, 85]. In addition, a lot of space is consumed by the optical fibers. In the work of Pichler and Catana et al., APDs have been used to replace the magnetic-sensitive PMTs [85, 86]. Later, Schlyer et al. mounted an APD-based PET detector, called the RatCap, on the animal head and acquired simultaneous PET/MRI data [87].

The introduction of fully integrated systems started with the split magnet approach applied by Lucas et al. on a 1 T actively shielded superconducting magnet [75]. A 8-cm gap in the radial direction was used to house 24 12x12 LYSO block detectors. A field-cycled small animal PET/MRI was demonstrated at the 2007 Society of Nuclear Medicine Meeting [88].

Clinical systems

The first clinical system was based on a removable APD-based brain PET scanner that fits into a 3 T clinical Magnetom Trio MRI scanner (Siemens Medical Solutions) [85, 89, 90]. Recently, more research has been done on the development of whole body PET/MRI systems. Two commercial whole-body PET/MRI systems are currently available: the Ingenuity sequential TOF PET/MRI (Philips Healthcare) and the Biograph mMR fully integrated PET/MRI from Siemens (figure 2.15). The Ingenuity combines a Gemini TOF PET scanner with an Achieva 3T X-series MRI system in a sequential setup. A rotating patient table is installed in between both scanners to switch from one modality to the other. The Biograph mMR is the first fully integrated PET/MRI system. The PET detectors are APD-
based allowing operation in a high magnetic field. Hence, truly simultaneous acquisition of PET and MRI data is possible. A downside of the APD technology is that the detectors are not TOF capable. Despite all issues related to hybrid PET/MRI imaging, a study of Drzezga et al. [91] demonstrates the feasibility of PET/MRI in clinical practice. 32 patients with different oncologic diagnoses underwent a PET/CT and subsequent PET/MRI scan. Quantitative analysis showed a high correlation between the mean Standardized Uptake Value (SUV) measured with both systems in lesions and background tissue. Although some studies indicate the superiority of combined PET/MRI over PET/CT for specific applications, evidence in literature is limited and evaluation of the benefits of PET/MRI is still ongoing [4, 70, 92]. An example demonstrating the advantage of combined MR and PET over PET/CT is depicted in figure 2.16: a transverse slice of the torso of a 55-y-old patient with metastatic breast carcinoma is shown.

Figure 2.16: A 55-y-old patient with metastatic breast carcinoma. Unremarkable sclerotic lesion (arrow) of left femoral bone on axial CT (A) was diagnosed as metastasis only because it was strongly 18F-FDG-avid on PET/CT (B). Whole-body MRI using T1- weighted fat-suppressed sequence (C) clearly depicts metastasis as contrast enhancing mass (arrowhead). Corresponding PET/MRI image (D) demonstrates precise metabolic-anatomic correlation of this technique for bone imaging. Reprinted with permission [4].
2.4 Image reconstruction
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**Figure 2.17:** Overview of section 2.4: different steps involved in the reconstruction of the PET images.

In this section we will describe the different steps that are needed to obtain a PET image from the acquired PET data. First we will describe how the PET data can be organized. Secondly, an overview of the most common reconstruction algorithms are presented as well as the corrections that are required to improve image quality. An overview of the reconstruction process is shown in figure 2.17. The derivation of the attenuation map, required for the purpose of attenuation correction, is discussed in section 2.5.

2.4.1 Data representation

The acquired PET data can be organized in different ways before the reconstruction takes place. Two classes of data representations are commonly used in practice: sinogram projection data and list-mode event data. The method-of-choice highly depends on the amount of information we want to preserve for each detection and determines the reconstruction method.
2.4 Image reconstruction

2.4.1.1 Sinogram data

The detected coincidences can be histogrammed into a 4D matrix where each element represents a Line-Of-Response. An LOR is uniquely defined by its angles of orientation \( \{ \phi, \theta \} \) and the shortest distances between the LOR and the center of the FOV (coordinates \( \{ x_r, y_r \} \)) (see figure 2.18). Given the end point coordinates \( P_1 (x_1, y_1, z_1) \) and \( P_2 (x_2, y_2, z_2) \) of the LOR, the parameters can be calculated as follows:

\[
\phi = \tan^{-1} \left( \frac{x_1 - x_2}{y_2 - y_1} \right)
\]
\[
x_r = x_1 \cos \phi + y_1 \sin \phi
\]
\[
\theta = \tan^{-1} \left( \frac{(x_1 - x_2) \sin \phi - (y_1 - y_2) \cos \phi}{z_2 - z_1} \right)
\]
\[
y_r = x_1 \cos \theta \cos \phi - y_1 \cos \theta \sin \phi + z_1 \sin \theta
\]

(2.6)

Sinograms provide a useful way to interpret and view raw PET data. A row in one slice of a 2D sinogram represents parallel projections along a given angle. Conversely, a particular voxel \( j \) in image space corresponds to a sinusoidal path in the sinogram, representing each LOR passing through voxel \( j \). For example, figure 2.19 illustrates how a small hot spot inside the left lung is translated into a sinusoidal wave in a 2D sinogram.
Sinograms are also an easy way to process the projection data prior to reconstruction. Interpolation techniques can be used to estimate missing data (due to gaps in the detectors) or random correction can easily be done by subtracting the delayed sinogram from the prompt sinogram. Sinograms become very large when data is acquired in 3D mode. Additionally, for short scanning times, this data representation is very inefficient as many sinogram bins will contain zeros.

2.4.1.2 List-mode data

The detected coincidences can also be stored as events in a list-mode data file. This allows more flexibility as additional information such as photon energy and timing can be included. Secondly, list-mode processing is efficient for sparse datasets because empty LOR bins are neither stored nor processed. The major disadvantage of list-mode data is that it is not amenable to analytical methods without first binning the events into a standard sinogram data format. Additionally, some correction methods such as scatter and random correction might require conversion to sinogram format.

2.4.2 PET image reconstruction

PET image reconstruction is performed to obtain a three-dimensional (3D) image of the tracer distribution. PET scanners count the number of coincident events $p_{ij}$ between crystal pairs \{i, j\}, modeled as a Poisson variable.
with mean value:

\[
< p_{ij} > = \int_{\text{FOV}} f(x, y, z) \Omega_{ij}(x, y, z) \, dx \, dy \, dz
\] (2.7)

where \( f(\cdot) \) denotes the tracer distribution. The probability of detecting an emission originated from a point \((x, y, z)\) in the FOV on detector pair \(\{i, j\}\) is modeled through the sensitivity function \(\Omega(\cdot)\). We assume a stationary tracer concentration which is negligible outside the FOV. The reconstruction problem consist of recovering \(f(\cdot)\) from the measured data \(p_{ij}\). If each LOR is modeled as a line connecting the center of the front faces of the two crystals, eq. 2.7 can be modified using line integrals along \(L_{ij}\) connecting detector pair \(\{i, j\}\):

\[
< p_{ij} > = \int_{L_{ij}} f(x(s), y(s), z(s)) \, ds
\] (2.8)

In the remainder of this chapter we will present methods to solve the problem analytically or with an iterative algorithm.

### 2.4.2.1 Analytical reconstruction

An estimate of the tracer distribution can be obtained by a process called back-projection, which is the adjoint to eq. 2.8 and is defined by :

\[
f(x, y, z) = \int_{-\theta}^{\theta} \int_{0}^{\pi} p(x_r, y_r, \phi, \theta) \, d\phi \, \cos \theta \, d\theta,
\] (2.9)

with

\[
x_r = x \cos \phi + y \sin \phi
\]
\[
y_r = (x \cos \phi - y \sin \phi) \cos \theta + z \sin \theta
\]

Practically, back-projection is performed by placing a constant value of \(p(x_r, y_r, \phi, \theta)\) into the voxels along the appropriate LOR:

\[
f^{*}(x, y, z) = p(x_r, y_r, \phi, \theta), \forall \{x, y, z\} \in L_{ij}
\] (2.10)

This process is repeated for all possible orientations and radial distances (see figure 2.20).
Figure 2.20: Back-projection of projection data $p(\cdot)$ into image space.

The problem with simple back-projection is that the reconstructed image shows star-shaped artifacts. To solve this issue, a method called Filtered Back Projection (FBP) was proposed [93]. FBP was based on the insight that the Fourier transform of the two-dimensional projection $p(x_r, y_r; \phi, \theta)$ is equivalent to a slice of the three-dimensional Fourier transform of $f(\cdot)$:

$$F^*(v_x, v_y, \phi; \theta) = P(v_x x_r, v_y y_r; \phi, \theta) \delta(v_{2r})$$  \hspace{1cm} (2.11)

This results is know as the back-projection or Fourier slice theorem. If we now consider a continuous sampling in $\phi$ and $\theta$ we have:

$$f(r) = \int_{-\theta}^{\theta} \int_{0}^{\pi} F^{-1}\{F^*(v_x, v_y, v_z; \phi, \theta)\} d\phi \cos \theta \, d\theta$$  \hspace{1cm} (2.12)

with $r = (x, y, z)$. Image distortion can then easily be avoided by including a filter before the back-projection:

$$f(r) = \int_{-\theta}^{\theta} \int_{0}^{\pi} F^{-1}\{G(v_x, v_y, \phi, \theta) F\{p(x_r, y_r, \phi, \theta)\}\} d\phi \cos \theta \, d\theta$$  \hspace{1cm} (2.13)

Back projection methods require continuous sampling of the projection data $p(\cdot)$. Additionally, analytical methods assume that the data are pre-corrected for various image degrading effects such as random coincidences, scatter and attenuation. For these reasons, iterative methods are more
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attractive (see next section). However, Filtered back-projection (FBP) re-
mains important because of its linear nature allowing control of the spatial
resolution and noise correlations in the reconstruction, which is an advan-
tage for quantitative data analysis.

2.4.2.2 Iterative reconstruction

Because the data measured with the PET scanner represents a sampled
version of the continuous domain definition, eq. (2.8) can be approximated
with a system of linear equations:

\[ < p >= Hf \]  

(2.14)

Where each element \( f_j, j = 1, \cdots, N \) of \( f \) represents a voxel in image space,
\( p_i \) the number of counts detected on LOR \( i, i = 1, \cdots, M \) and \( H \) the
\( M \times N \) system matrix. The reconstruction problem can be stated as follows:
Find the tracer distribution \( f(\cdot) \), given the measured projection data \( p(\cdot) \),
information about the PET acquisition system (the system matrix \( H \)) and,
possibly, a statistical model of the data and the tracer distribution.

Many approaches exist to solve Eq. (2.14). All of them provide criteria
to indicate which image, among all possible solutions, is to be considered as
the best candidate to represent the true tracer distribution. These criteria
then determine which computational technique is best suited. In general,
the solution is found using an iterative approach as follows (see figure 2.21):

- An initial estimate of the tracer distribution is generated. FBP could
  be used, but usually all voxels are set to the same value.

- An estimate of the projection data on each LOR is made by a pro-
  cess called forward projection. The projection simulates the PET
  acquisition system.

- The forward projected data is then compared to the measured data.

- Finally the error, measured in the previous step is back-projected
  into image space and the current estimate of the tracer distribution
  is updated.

- The previous three steps are repeated until convergence is reached.

With the introduction of more computational power, iterative reconstruc-
tion algorithms have become more popular. Compared to analytical meth-
ods, iterative reconstruction improves the overall image quality by allowing
more accurate modeling of the PET acquisition system. Additionally, statistical techniques can be used to control noise.

**Maximum Likelihood - Expectation Maximization (ML-EM)**

Because of the Poisson nature of radioactive decay, the photon detections obey the Poisson distribution, provided that no corrections have been applied to the data. The probability of detecting $p_i$ counts on LOR $i$, given the tracer distribution $f$ is given by:

$$P\{p_i; f\} = \frac{\bar{f}_i^{p_i} \exp(-\bar{f}_i)}{p_i!}$$  \hspace{1cm} (2.15)

where $\bar{f}_i = \sum_{j=1}^{N} h_{ij} f_j$. The combined probability can be described as:

$$P\{p; f\} = \prod_{i=1}^{M} \frac{\bar{f}_i^{p_i} \exp(-\bar{f}_i)}{p_i!}$$  \hspace{1cm} (2.16)

The maximum likelihood (ML) formulation, propose by R. A. Fisher (1921) gives an indication of which solution $\hat{f}$ has greatest statistical consistency with the observed data by maximizing the likelihood $L(f) = P\{p; f\}$:

$$\hat{f} = \arg \max_f P\{p; f\}$$  \hspace{1cm} (2.17)
By taking the logarithm of the object function, and omitting \((p_i!\) the maximum likelihood criterion can be simplified:

\[
\log \mathcal{L}(f) = \arg \max_f \left[ \sum_{i=1}^{M} p_i \log \bar{f}_i - \bar{f}_i \right]
\]  

(2.18)

The solution can be found using the following ML-EM algorithm:

\[
\hat{f}_j^{(k+1)} = \sum_m h_{mj} \sum_i p_i \sum_n h_{in} \hat{f}_n^{(k)}
\]  

(2.19)

With \(k\) the iteration number, \(i\) the LOR index and \(j, m\) and \(n\) the voxel indices. The different steps depicted in figure 2.21 can be recognized in the algorithm:

- **The forward projection** gives an estimate of the measured data \(p_i\):
  \[
  \sum_n h_{in} \hat{f}_n^{(k)}
  \]  
  (2.20)

- The estimated projections and measured data are then compared by calculating the ratio:
  \[
  \frac{p_i}{\sum_n h_{in} \hat{f}_n^{(k)}}
  \]  
  (2.21)

- The error ratio is then back-projected into image space:
  \[
  \sum_i h_{ij} \frac{p_i}{\sum_n h_{in} \hat{f}_n^{(k)}}
  \]  
  (2.22)

- Finally, the back-projected data is normalized:
  \[
  \frac{1}{\sum_m h_{mj} \sum_i h_{ij} \sum_n h_{in} \hat{f}_n^{(k)}}
  \]  
  (2.23)
LOR-dependent correction factors, such as attenuation, scatter fraction, detector efficiency can be modeled in \( H \). The reader is referred [94] for more information about the derivation of this algorithm. The ML-EM algorithm is widely used in clinical practice and research because of its simplicity and easy implementation. Additionally, non negative values are enforced by the multiplicative error and update step. Although convergence is predictable and consistent, a usable solution may require 30 to 100 iterations. A second shortcoming is that the ML criterium yields noisy reconstructed images for high iteration numbers.

**Accelerated algorithms**

The iterative approach described above can be very computation-intensive. Typically many iterations are required to obtain good image quality. Additionally, each iteration requires many forward and back-projection operations. One approach to significantly accelerate the reconstruction algorithm is the use of ordered subsets. This technique divides the data into \( O \) subsets following a certain order. Eq. 2.19 is then applied to each subset:

\[
\hat{f}_j^{(k+1)} = \frac{\hat{f}_j^{(k)}}{\sum_{m \in S_o} h_{mj} \sum_{i \in S_o} h_{ij} \sum_{n} \rho_i f_n^{(k)}}
\]

Were back-projection is only performed for the projection data belonging to subset \( S_o \). At each update, a different subset is selected. Ordered Subset Expectation Maximization (OS-EM) significantly improves speed as fewer iterations are required compared to ML-EM. However, care should be taken when defining the subset. The solution must be shared by all subsets to ensure convergence.

**Bayesian methods**

The ML formulation does not consider any prior knowledge about the probability of a particular solution to exist. Because finding \( f \) given the measured data \( p_i \) is an ill-posed inverse problem, many images can provide a valuable solution. Among those solutions, we might want to find the one with the lowest noise possible. A Bayesian approach might help in achieving this goal. The maximum a posteriori (MAP) criterion can be expressed as:

\[
\hat{f} = \arg \max_f P\{f; p\} = \arg \max_f \frac{P\{p; f\} \cdot P\{f\}}{P\{p\}}
\]
By taking the logarithm and ignoring $\mathcal{P}\{p\}$ (not a function of $f$) the MAP criterion is modified:

$$\hat{f} = \arg \max_f [\log \mathcal{P}\{p; f\} + \log \mathcal{P}\{f\}] \quad (2.26)$$

An energy function $U(f) = \log \mathcal{P}\{f\}$ can now be utilized to penalize image solutions that do not possess expected properties. The solution can be found using the following MAP algorithm:

$$\hat{f}_j^{(k+1)} = \frac{\hat{f}_j^{(k)}}{\sum_m h_{mj} + \beta \frac{\partial U(f)}{\partial f_j}|_{f_j = \hat{f}_j^{(k)}}} \sum_i h_{ij} \frac{p_i}{\sum_n h_{in} \hat{f}_n^{(k)}}, \quad (2.27)$$

with $\beta$ a positive weighting parameter which controls the influence of the penalty.

### 2.4.2.3 Time-of-flight List-mode reconstruction

In section 2.4.2.2 we described how the PET image can be reconstructed given the projection data $p$ and the system matrix $H$. When TOF is used, each event contains information about the difference in arrival time of the two photons in coincidence, which allows a more precise localization of the positron annihilation. This additional information introduces an additional dimension in the sinogram format. As a consequence, TOF PET systems mostly use a list-mode format to organize the projection data and each event is processed individually during reconstruction. To include TOF information in the reconstruction, the ML-EM algorithm (eq. 2.19) is modified as follows:

$$\hat{f}_j^{(k+1)} = \sum_m h_{mj} \sum_e h_{ij} g_e(j) \frac{1}{\sum_n h_{in} g_e(n) \hat{f}_n^{(k)}} \quad (2.28)$$

Where $i_e$ represents the LOR index for the $e$th list-mode event. For each event $e$, both within the back- and forward projection operations, the coefficients of the system matrix $H$ are multiplied by a TOF kernel $g_e(\cdot)$ centered at the TOF difference $\Delta t_e$ along the LOR and defined by:

$$g_e(j) = \frac{1}{\sqrt{2\pi}\sigma} \exp \left(- \frac{(d_{ij} - \Delta x_e)^2}{2\sigma^2} \right) \quad (2.29)$$
with $\Delta x_e = c\frac{\Delta t}{c^2}$ and $d_{i,j}$ the distance from the center of LOR $i_e$ to the center of voxel $j$. $\sigma$ is related to the TOF resolution $\Delta t$ (FWHM) by:

$$c \Delta t^2 = 2\sigma^2 (4 \ln 2)$$

In analytical reconstruction methods a technique called Confidence Weighting (CW) is mostly used. It has been shown that CW has good noise properties compared to other TOF reconstruction kernels [95]. However, better results are obtained when adaptive, object dependent weighting kernels are used [96].

2.4.2.4 Random and scatter compensation

During a PET acquisition, all types of coincidences are stored. In order to achieve absolute quantification, scattered and random coincidences need to be removed from the data. However, the limited energy resolution does not allow to exactly classify the scattered events and there is no way to determine if two photons originated from different annihilation events. Therefore correction methods which try to estimate the scattered and random coincidences are used.

Random compensation

Random events can be estimated using a delayed window method [97]. The delayed events are included and marked in the list-mode data. Random compensation can be done by subtracting the back-projection from the update factor each time a delayed event is processed:

$$\hat{f}_j^{(k+1)} = \hat{f}_j^{(k)} - \frac{w_{i_e}}{\sum_i h_{n,m} g_{e}(j) \sum_n h_{n,m} g_{e}(n) \hat{f}_n^{(k)}}$$

Where $w_{i_e}$ equals $-1$ if the event is marked as a delayed event and $w_{i_e} = 1$ otherwise. Additive methods are easy to implement as they do not require any binning of the data into a sinogram. However, Poisson noise will be amplified and special care is needed to regulate the noise to ensure sufficient image quality. Additionally, this approach might introduce negative values in the reconstructed images. A better approach is to bin the delayed coincidences in a sinogram and pre-process the sinogram to suppress noise. Subsequently, the sinogram can be used as an estimate during the forward
projection of the estimated emission data:

\[
\hat{f}_j^{(k+1)} = \sum_m h_{mj} \sum_e \frac{1}{h_{ej}} \hat{f}_j^{(k)} \sum_n h_{ne} \hat{f}_n^{(k)} + r_i
\]

(2.32)

Where \( r_i \) represents the random estimate for LOR \( i \).

**Scatter compensation**

In 3D PET imaging the fraction of scattered events can become very large [98, 99]. Compensating for scatter is therefore mandatory. Scatter correction is typically done by modeling the scatter process [100, 101]. For this purpose the Klein-Nishina formula is used:

\[
\frac{d\sigma}{d\Omega} = \frac{Ze^2}{2} \left[ \frac{1 + \cos^2 \theta}{[1 + \gamma(1 - \cos \theta)]^2} \right] \left[ 1 + \frac{\gamma^2(1 - \cos \theta)^2}{(1 + \cos^2 \theta)(1 + \gamma(1 - \cos \theta))} \right]
\]

with \( \gamma = \frac{E}{m_0c^2} \), \( E \) the energy of the incident photon, \( m_0c^2 \) the rest mass of the electron, \( r_0 \) the classical electron radius and \( Z \) the atomic number of the scattering atom. The formula gives the probability of scattering through angle \( \Omega \), from which the single scatter distribution can be estimated. A major drawback of this approach is that the model requires an estimate of the true tracer and object density distributions. Because only an estimate of the true emission is available at the time of reconstruction, and the estimate is contaminated by scatter, the scatter distribution is estimated using an iterative algorithm. A technique that is commonly used in practice, easy to implement and computationally efficient is the Single Scatter Simulation method [100]. The algorithm works as follows: first the object density distribution or attenuation map is sampled to derive a scatter point. Subsequently, the line integrals through the activity distribution and density distribution connecting the scatter point to each detector of the PET scanner is calculated. Finally the scatter fraction on each LOR is calculated using eq. 2.33 and the line-integrals are added to a single scatter sinogram. This process is repeated for each sampled scatter point. Figure 2.22 illustrates the simulation model. The method is fast as the line integrals through the activity and density distributions only needs to be calculated once. When TOF is used, the simulation process becomes more complicated as the scattered fraction on a particular LOR depends on the distance from the emission point to the center of the total path from \( D_1 \) through \( S \) to \( D_2 \). In [95] Watson et al. propose to extend the model to
include TOF and estimate the scatter distribution for multiple time bins.

Finally the estimated scatter sinogram can be used in the reconstruction as follows:

$$\hat{f}_{j}^{(k+1)} = \sum_{m} h_{mj} \sum_{e} h_{i,j} g_{e}(j) \frac{1}{\sum_{n} h_{i,n} g_{e}(n) f_{n}^{(k)} + r_{i} + s_{i}(\Delta t_{e})}$$

(2.33)

Where $s_{i}(\Delta t_{e})$ represents the TOF-dependent scatter estimate on LOR $i_{e}$.

Other methods than the analytical SSS method include energy-based methods [102–104] and function fitting [105–107]. Energy-based methods commonly use two energy windows during the PET acquisition, one over the scatter region (lower energies) and one over the photon peak (511 keV). The scatter fraction can be estimated from the data acquired in the first energy window. Subtraction from the prompt data will provide proper scatter correction. In another approach a smooth estimate of the scatter sinogram is estimated by fitting a function to the data measured outside the contour of the patient after random correction. This method assumes
that the events outside the patient are due to scatter. The major drawback of this method is that local variations of the activity distribution and object density are not considered.
2.5 Derivation of the attenuation map in PET/MRI

In order to correct the PET image for attenuation and scatter, an attenuation map needs to be generated. Since the advent of PET/CT, the attenuation map can be derived from the CT-images [61, 108, 109]. Contrary to PET transmission data, CT images contain less noise, have higher resolution and can be acquired in a short time span, at the expense of a higher radiation dose. In a combined PET/MRI scanner, no CT is available. Hence, the attenuation map should be derived using a different method. In this section we will summarize the different methods that have been proposed so far. These approaches can be divided into three categories: emission-based, transmission-based and MR-based methods.

The attenuation correction technique must fulfill some requirements to achieve adequate PET quantification. First, the reconstructed attenuation coefficients should be accurate and the attenuation map should be free of artifacts. Second, the method should be MR compatible and the acquisition time of the PET or MRI scanner for the purpose of attenuation correction should be limited. Finally, the method should be able to visualize any object inside the FOV. As we will see throughout this section, it is difficult to develop a method that meets all these requirements.

2.5.1 Emission-based techniques

One way to address the problem is to derive the attenuation map from the emission data itself. For this, three classes of methods have been proposed. The first approach is to use segmentation techniques to cluster the voxels of the uncorrected emission map into regions of approximately constant attenuation. For each region a tissue-depend attenuation coefficient at 511 keV is assigned [110, 111]. For this purpose an active contour finding algorithm is typically used. As non-attenuation corrected images show high contrast between the skin and the rest of the body, the body contour can be extracted easily. To improve classification a very short transmission scan can be included. The second class of techniques attempts to derive quantitative attenuation coefficients from the emission projections using simultaneous reconstruction of the activity and attenuation distribution. The last class of methods tries to reconstruct the attenuation independently using consistency conditions. In the remainder of this section we will discuss the latter two approaches.
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2.5.1.1 Simultaneous statistical reconstruction

Emission-based reconstruction of attenuation coefficients started with the work of Censor et al. [112] in which the PET image and the attenuation map were reconstructed by alternating iterations using only the emission projections. In Nuyts et al. [5] this idea was improved to a constrained maximum likelihood (ML) approach which takes into account the Poisson nature of the data and enables the use of a-priori knowledge about the attenuation of human tissue. This method is referred to as MLAA, which stands for Maximum Likelihood reconstruction of Attenuation and Activity. Results of an abdominal PET study are depicted in figure 2.23. The absolute difference between the emission distributions reconstructed using MLAA and ML-EM with measured attenuation correction mainly contains noise with a mean squared error of 28% of the mean or 6.5% of the maximum from the ML-EM image. Although these approaches would eliminate the use of transmission scanning, it has been shown that the emission data alone does not determine the attenuation correction factors [113]. The success is limited by the inherent crosstalk between the two unknown variables [5, 114]. This can easily be seen if we consider a tracer distribution and an attenuation medium which are both radially symmetrical. However, it is known that TOF reconstruction is more robust than non-TOF reconstruction when attenuation correction is not accurate or not applied at all [115] and recent research shows that by including TOF information, one can determine the attenuation sinogram by the emission data up to a constant scaling factor [6]. This was illustrated with an analytical method using simulated 2D PET data (see figure 2.24).

2.5.1.2 Methods based on consistency conditions criteria

To avoid the cross-talk, the attenuation map can also be reconstructed without the need to reconstruct the activity distribution. This can be done by applying a set of mathematical conditions which the attenuation corrected data should satisfy. Most of these conditions were derived from X-ray CT and are valid for the Radon transform. For example, the zeroth condition (zeroth moment) states that the sum of the data in each projection of a 2D sinogram should be constant, independent of the projection angle. A more complex condition is defined by the first moment which is the sum of the data in each bin multiplied by the distance of that bin from the
origin. It has been shown that the consistency conditions can be used to estimate the parameters for a uniform elliptical attenuation distribution for two-dimensional PET data [116]. This work was later extended to three-dimensional correction using a single template [117].

However, certain difficulties may appear when the measured data are not in the range of the imaging operator because of noise, discretization errors or other physical factors, which is certainly the case with 3D PET data. Additionally, instability of the solution can be caused by the ill-posedness of the problem. Therefore these techniques are mostly used in situations where either it is impractical to acquire transmission data or there is significant misalignment between the transmission data and emission data.

In 2000, Bronnikov et al. [118] presented an approach that strengthened the paradigm of the consistency conditions by discretization of the problem. This approach ensures natural regularization of the problem and it can easily be applied in various scanner configurations, including 3D PET acquisition. Additionally, the discretization allows the method to take into account the influence of physical factors, such as scattered coincidences, a finite detector resolution and the system response.

Later, in 2007, the consistency formulations were revised and modified in order to take into account the characteristics of the PET imaging operator [119]. Results indicate that some consistency conditions can be violated
at the 10% level. However, these modified conditions have not yet been applied for the purpose of attenuation correction of real PET data.

2.5.2 Transmission-based techniques

Photon attenuation can also be measured by inserting a positron-emitting source inside the field-of-view of the PET scanner. The emitted photons will travel through tissue and only a fraction will be transmitted depending on the electron density of the tissue. The amount of attenuation is then calculated by comparing the number of transmitted photons with the number we would detect when the photons only travel through air (blank scan). More specific, the attenuation $a_i$ on LOR $i$ relates the measured signal $t_i$
with the signal \( b_i \) that would be measured in absence of attenuation:

\[
t_i = a_i b_i, \quad \text{with} \quad a_i = e^{(-\sum_j \mu_j l_j)}
\]  

(2.34)

Where \( \mu_j \) is the attenuation coefficient of tissue \( j \) and \( l_j \) the intersection length of LOR \( i \) with tissue \( j \). The measurements \( b_i \) are often referred to as the blank scan while \( t_i \) are the number of events collected during the transmission scan.

The use of an external radionuclide source was first proposed in 1952 by Mayneord [120]. Later this method was refined which enabled its use in conjunction with conventional emission scanning [121]. At that time, transmission images were used to match anatomical contours to the radionuclide distribution measured by the scanner. Only in the 1970s, when the first PET systems were developed, transmission scanning was adapted for the purpose of attenuation correction. Different transmission scanning geometries were proposed in literature (figure 2.25). The first PET systems used a ring source of \(^{68}\text{Ga} / ^{68}\text{Ge} \) with a half-life of 68 min and 270.8 days respectively. The ring was mechanically moved into the FOV and photons were collected in coincidence mode. This design was later replaced by continuously rotating rod sources, which could be collimated and therefore reduce scatter contaminating the transmission data. Additionally, rotating sources facilitate separation of emission and transmission data enabling post-injection transmission or even simultaneous emission/transmission scanning. The positron emitters were then replaced with single-photon sources like \(^{137}\text{Cs} \) with a half-life of 30.2 years and energy of 662-keV. The higher energy of \(^{137}\text{Cs} \)-sources improves tissue penetration and single photons can be recorded at a higher collection rate.

Depending on the choice of geometry and source type, the transmission data can be acquired before (pre-injection [122]), during (simultaneous [123, 124]), or after (post-injection [125]) the emission scan. Simultaneous scanning is highly desirable in clinical practice, it reduces scanning time and improves the spatial co-registration between the attenuation map and emission map. The disadvantage is the crosstalk between the transmission and emission data, leading to less accurate attenuation coefficients.

### 2.5.3 MR-based techniques

When PET and MRI are combined in a fully integrated system, no CT will be available for accurate attenuation correction. Although a transmission scan could be used, many research groups focus on the derivation of the
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Figure 2.25: Different transmission scanning methods for PET. Transmission measured in coincidence mode using ring sources of positron-emitting radionuclide (a) or rotating positron-emitting rods (b). Rotating single-photon source producing LORs between source position and photons detected on opposing side of detector ring (c).

attenuation map based on the MRI data. However, a number of difficulties are encountered with MRI-based attenuation correction. First, MRI signals correlate with proton densities and relaxation properties of tissue. Hence, a direct conversion from a MRI image to the electron density of tissue is not possible. Secondly, some specific tissue types, such as lung and cortical bone have almost no signal on conventional MRI images due to the very short transverse relaxation time \( T_2 \). Therefore it is hard to distinguish these tissues from air, although their relative attenuation coefficients differ significantly. Finally, during an MRI acquisition, the RF coils may cause significant photon attenuation and should be included in the attenuation map. A template can be used when working with fixed coils, but special considerations need to be taken when working with flexible coils. Perhaps complex deformation methods can be used in combination with fiducial markers to obtain a deformed template of the coil attenuation.

2.5.3.1 Segmentation techniques

One way to address the problem of MR-based attenuation correction is to segment an MRI image in different tissue classes and assign predefined attenuation coefficients. Here we present the voxel-based segmentation approaches that are used today, all based on different MR images. The first method uses conventional T1 weighted MR images for the segmentation of air, soft tissue, skull and lung tissue. Brain PET was the earlier application in which direct segmentation was used to derive the attenuation map.
Zaidi et al. developed a Fuzzy c-means clustering algorithm applied to T1-weighted spin-echo images for the classification of air, brain tissue, skull, nasal sinuses and scalp [126]. Unfortunately, manual intervention was required for the segmentation of the skull. A more sophisticated method was proposed by Wagenknecht et al. [127]. Prior knowledge about the relative position of the regions was used to improve the segmentation. Later, direct segmentation was also used in whole body PET/MRI imaging [128, 129]. However, most of these methods do not consider bone, since air, bone and lung tissue are not distinguishable in conventional T1-weighted MRI. This issue was solved when Ultrashort echo time (UTE) sequences were utilized to visualize regions with very short spin-spin relaxation times T2 [130–133]. These methods show promising results on brain studies. Keereman et al. acquired five human brain PET/CT and MRI datasets and an average error on the resulting PET images of 5% was obtained. Berker et al. used a UTE triple echo sequence, combining UTE for the detection of bone and Dixon gradient echoes for water-fat separation [133, 134]. In their study a maximum classification error in the segmented attenuation maps of 18.9% was obtained [133].

2.5.3.2 Template- and atlas-based techniques

The attenuation map can be derived by first registering the patient specific MRI image to a template MRI image. The inverse transformation is then applied to a template attenuation map. This idea of template matching, initially proposed by Montandon and Zaidi in 2004 [135], was first applied to brain PET/MRI by Rota Kops et al. in 2007 [136]. In this work, T1-weighted MRI images were used. The method was tested with 4 subjects in their first study and 30 subjects in a follow-up study [136, 137]. An average error of less than 5% in 3 cortical and 3 subcortical regions of interest and a maximum error of 10% in a region of interest were reported. Later, a more advanced method was developed by Hoffmann et al. [138]. First an atlas of MR-CT data sets was created. The patient specific T1-weighted MRI image is then co-registered to all MRI images from the atlas, the same transformations are applied to the CT images. Finally, in each voxel, a pseudo CT value is derived by taking a weighted average of all co-registered CT images. The weighting factors are derived from the regional image information. The method was evaluated on both brain and whole-body data [138, 139]. An average error in PET quantification of 3.2% was obtained in 10 clinically relevant volumes of interest in the brain. The method performed better than segmentation techniques on whole body data, but still showed
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Figure 2.26: Iterative reconstruction scheme. Reprinted with permission [7] ©2011 IEEE.

large quantification errors of 10% or more, especially in lung tissue. In the work of Johannson et al. MR-CT correspondences were trained to generate pseudo CT images. For this purpose two different UTE and one T2-weighted MR image were used. They validated their method with brain scans of 5 patients. A mean absolute error of 137 Hu was reported for the CT value in the pseudo CT images.

2.5.3.3 Emission-based techniques in TOF PET-MRI

In a TOF PET/MRI system emission-based techniques could be combined with MR imaging to improve the accuracy of the attenuation map. Salomon et al. investigated how emission based techniques can be used to reconstruct attenuation coefficients of previously defined connected anatomical regions [7]. In their method, they attempt to simultaneously reconstruct the attenuation and activity distribution where only the connected regions are adapted instead of reconstructing on a voxel-by-voxel basis. A general scheme is given in figure 2.26. This approach leads to increased robustness as the number of possible outcomes is significantly reduced. Furthermore, no additional anatomical a priori information such as organ models is included. This way, the method is not affected by the inter-patient variability of the anatomical structure of the tissues. The method was evaluated with five patient studies from data acquired on the sequential Ingenuity TF PET/MR scanner (Philips Healthcare). The reconstructed attenuation map and emission distribution of one patient study is shown in figure 2.27.
Figure 2.27: Attenuation map and reconstructed activity distributions. Upper row: Initial estimation, second row: estimation after 11 iterations, third row: CT-based reference attenuation and corresponding reconstructed activity, and last row: difference between 11th iteration and CT-based reference. White arrows point to region averaged $\mu$ coefficients. (from left to right: transverse, coronal, and sagittal transection). Reprinted with permission [7]. ©2011 IEEE.

The reconstructed attenuation coefficients were compared to the CT-based attenuation and an absolute mean difference of $0.005 \text{ cm}^{-1}$ (<20%) in the lungs, $0.0009 \text{ cm}^{-1}$ (<2%) in fatty tissue and $0.0015 \text{ cm}^{-1}$ (<2%) in blood and muscles was obtained. The averaged deviations between the estimated activity using the reconstructed and the CT-based attenuation are as follows: bony tissue -10.3%, blood and muscles: -2.9%, fatty tissue: -2.0%.

Some problems occur when using conventional MR images as anatomical information. Different tissue classes show a reduced region homogeneity especially in the ribs and the lungs as well as backbone and the surrounding tissue. This could be avoided if the reconstruction algorithm allows to update the segmented MR-image based on the PET emission data. Additionally, in the study of Salomon et al. misalignment between the PET and MR images was observed which is avoided in a simultaneous PET/MRI scan. Another problem was caused by the limited FOV of the MRI scanner. This issue was solved by estimating the body contour using only PET emission data.
2.6 Conclusion

The proposed method provides a robust attenuation correction method derived from TOF PET data and segmented MR images without the use of additional anatomical information or prior knowledge about the attenuation coefficients. Further research needs to focus on the use of novel techniques such as UTE to improve the tissue classification to avoid segmentation artifacts in the reconstructed attenuation and activity distribution.

2.6 Conclusion

In this chapter we introduced the medical imaging modalities that are used throughout this work. The main topic of this work was covered in the last section. In this section we reviewed the different methods that can be used to derive the attenuation map in a PET/MRI system. MR-based methods were discussed as well as methods based on PET transmission and emission data. Despite the progress made so far, some major challenges remain. First, the use of predefined information about the attenuation coefficients of tissues or the anatomy of the patient should be avoided. Second, all relevant tissues and materials, such as air, soft tissue, lung, bone, MRI coils and patient bed should be considered. Finally, the method should be robust, fast and fully automated to allow its use in clinical practice. Today, there is still no method which solves all these issues. In the next chapters we will present a transmission-based approach which addresses most of these problems. The method is MR-compatible, does not require additional PET/MRI acquisition time for the purpose of attenuation correction, the technique is able to visualize any object inside the FOV of the scanner and the attenuation coefficients at 511 keV are measured directly, avoiding the use of predefined attenuation coefficients or segmentation techniques.
Chapter 3

Transmission scanning using an annulus shaped source

3.1 Introduction

In the previous chapter we gave an overview of the current approaches to correct for attenuation in a (TOF) PET/MRI system. Emission-based, transmission-based and MR-based methods were discussed. In this chapter a new transmission-based approach to derive the attenuation map is proposed. First we give a general overview of the method and its application to current TOF PET systems with moderate TOF resolution. Next, the iterative algorithm, used to reconstruct the attenuation map is derived. Finally, the concept is evaluated with simulation studies using GATE. This chapter should be regarded as a proof of concept, demonstrating the potential of this method in ideal circumstances. In the next chapters, the method will be evaluated with experimental and clinical data.

3.2 Proposed method

In order to measure the transmission of 511 keV photons through tissue, a transmission source is installed inside the bore of a TOF PET scanner. Conventionally transmission scanning was performed using a rotating positron emitting source in coincidence mode (e.g. $^{68}$Ge; $^{68}$Ga) or a rotating single-photon source (e.g. $^{137}$Cs)[140, 141]. Although these methods have proven to give accurate attenuation maps, using rotating sources in future PET/MRI systems is difficult because of the reduced bore size and
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Figure 3.1: Annulus shaped transmission source inserted in a TOF PET scanner.

the presence of the strong magnetic field. In this work we propose to use an annulus shaped source with a thickness of less than 3 mm covering the whole axial FOV of the scanner. The source is filled with a water solution of $^{18}$F-FDG, the same radio-pharmaceutical as administered to the patient. In future systems other sources with a long half-life like $^{68}$Ge may be considered. Figure 3.1 shows the setup of a typical PET scanner equipped with an annulus shaped transmission source.

The acquisition protocol works as follows: First a blank reference scan is acquired. During this initial scan, 511 keV photons originating from the annulus will only be attenuated by air and the annulus itself. Secondly, the patient is positioned inside the PET scanner. A transmission scan is acquired and photons coming from the annulus will be attenuated by the patient. By comparing the data acquired from the transmission scan and the blank scan, an attenuation map can be derived. Depending on whether the transmission scan was performed prior or after tracer administration the transmission scan is called a cold transmission scan (TX-scan) or a simultaneous transmission and emission scan (TEX-scan) respectively. An overview of the three types of scans is shown in figure 3.2.

3.2.1 Extraction of transmission data

During a TEX-scan 511 keV photons originating from the patient (emission data) as well as photons coming from the transmission source (transmission data) are detected. For the purpose of reconstruction of the attenuation
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Figure 3.2: A blank reference scan (BX-scan) with nothing inside the FOV (a), a cold transmission scan (TX-scan) prior to $^{18}$F-FDG-injection (b) and a simultaneous transmission and emission scan (TEX-scan) after $^{18}$F-FDG administration (c). The gamma radiation originated from the annulus source is indicated in green, while the radiation from the patient is indicated in red.

map, only the transmission data is needed. To separate the transmission data from the emission data we need to know for each coincidence where the photon-pair was created. In a perfect TOF PET system, for each measured coincidence the difference $\Delta t$ in detection times between the 2 photons in coincidence is known. This time difference can be used to calculate the location of the annihilation along a Line-of-Response (LOR):

$$\gamma = .5(1 - \frac{c.\Delta t}{d_i})$$

$$x_s = x_1 + \gamma(x_2 - x_1)$$

$$y_s = y_1 + \gamma(y_2 - y_1)$$

$$z_s = z_1 + \gamma(z_2 - z_1)$$

(3.1)

where $c$ is the speed of light, $(x_1, y_1, z_1)$ and $(x_2, y_2, z_2)$ are the coordinates of the detection points of the event, $d_i$ the distance between the detection points and $(x_s, y_s, z_s)$ the source location. Knowing where the photons are coming from, the transmission data can easily be extracted.

The limited timing capabilities of current PET detectors limit the accuracy of the extraction of transmission data from the simultaneous emission/transmission data set. For a given source at position $p$ the calculated source positions using eq. 3.1 will be distributed around $p$ according to a kernel whose FWHM is defined by the timing resolution of the system.
Transmission scanning using an annulus shaped source (figure 3.3). A timing resolution of less than 66 ps is necessary to get sub-centimeter position resolution. Current commercially available TOF PET systems are characterized by good time-of-flight resolutions ($\sim 500$ ps) and there is still room for improvement [142, 143]. Because of the limited timing resolution it will be unclear for some events whether the photons came from the patient or from the transmission source. Therefore we propose the following hard decision rule (see figure 3.3):

- Choose a threshold radius $\tau_1$
- Use the measured TOF difference ($\Delta t$) of each event to calculate the estimated source location of the positron emission
- If the location is outside a cylinder of radius $\tau_1$ centered at the FOV center ($x_s^2 + y_s^2 > \tau_1^2$), the event is classified as part of the transmission data
- Else, the coincidence is classified as emission

Using this hard decision rule will have two consequences. First, not all transmission data will be extracted from the measured data. The amount of rejected transmission data will be evaluated using the Transmission Rejection Rate:

$$\text{TRR} = \frac{\# \text{rejected true transmission events}}{\# \text{total true transmission events}} \quad (3.2)$$

If $\tau_1$ is chosen to be the diameter of the annulus, on average 50% of the transmission data will be lost on each line of response. Secondly, emission events originated at locations close to the threshold radius $\tau_1$ will be classified as transmission data. This contamination will be evaluated using the Emission Contamination Rate:

$$\text{ECR} = \frac{\# \text{misclassified emission events}}{\# \text{estimated transmission events}} \quad (3.3)$$

In order to decrease this effect, $\tau_1$ should be chosen as large as possible. It is clear that these two conditions are in conflict and a trade-off has to be made.

### 3.2.2 Derivation of the attenuation map

In a transmission scan, the attenuation factor $a_i$ for LOR $i$ relates the measured signal $t_i$ to the signal $b_i$ that would be measured in absence of
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Figure 3.3: TOF-based extraction of transmission data on a particular LOR for a threshold radius $\tau_1$.

The signal $b_i$ can be measured using a blank scan or can be derived with the simulation package GATE. The attenuation on LOR $i$ can easily be calculated as $a_i = t_i / b_i$. However, only a small amount of activity is introduced into the annulus source which will lead to low statistics on many LORs, particularly on LORs passing through tissues with a high attenuation coefficient. This renders the problem ill-posed. Consequently, we calculate the attenuation by maximizing the log-likelihood function for emission tomography [5, 94, 144]:

\[
L(\lambda_a, \mu) = \sum_i (-a_i y_i(\lambda_a) + t_i \ln(a_i y_i(\lambda_a))),
\]

(3.5)

where $\lambda_a = (\lambda_{a,1}, \ldots, \lambda_{a,J})$ is the activity distribution inside the annulus source, $\mu = (\mu_1, \ldots, \mu_J)$ the attenuation coefficients, $J$ the number of voxels in the reconstruction matrix and $y_i(\lambda_a)$ the estimated counts in absence of attenuation. In our situation $y_i(\lambda_a)$ can be replaced with $b_i$:

\[
L(\mu) = \sum_i (-a_i b_i + t_i \ln(a_i b_i))
\]

(3.6)

The function $L$ is now concave in $\mu$ [94, 144]. In this study we used a gradient ascent algorithm that attempts to maximize $L(\mu)$ as a function of
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\[ \mu^{k+1} = \mu^k + \alpha \left( 1 - \frac{\sum_j c_{ij} \hat{t}_i}{\sum_j c_{ij} a^k_i b_j} \right) = \mu^k + \alpha \left( 1 - \frac{T_j}{B_j^k} \right) \] (3.7)

with

- \( t_i \) = measured true transmission counts on LOR \( i \)
- \( b_i \) = measured blank counts on LOR \( i \)
- \( c_{ij} \) = sensitivity of detecting activity from voxel \( j \) on LOR \( i \)
- \( a_k^i = e^{(-\sum m l_{im} \mu_m)} \), the current estimate of the attenuation on LOR \( i \)
- \( l_{im} \) = the intersection length of LOR \( i \) with voxel \( m \)
- \( \alpha \) = a relaxation parameter

The reconstruction process can be described as follows: first the image \( T_j = \sum_i c_{ij} t_i \) is calculated by back-projecting the counts \( t_i \) measured during the transmission scan into the voxels. Secondly, a \( B \)-image is derived, but this time the counts \( b_i \) are weighted with the current estimate of the attenuation \( a_k^i \) along LOR \( i \). Finally, a voxel-by-voxel error ratio of the \( B \) and \( T \)-image is calculated and used to update the attenuation. The second and the last step are repeated until \( \mu^k \) converges. The reconstruction process is summarized in figure 3.4.

In current TOF PET systems the transmission data needs to be extracted using the hard decision rule with threshold parameter \( \tau_1 \). Due to this decision, transmission data will be lost and if \( \tau_1 \) is too small, emission data will contaminate the transmission data. Suppose \( \hat{t}_i \) represents the number of true transmission counts on LOR \( i \) after extraction of the transmission data and \( \hat{b}_i \) represents the number of blank counts extracted when the same decision rule is applied. Equation (3.7) is modified as follows:

\[ \mu^{k+1} = \mu^k + \alpha \left( 1 - \frac{\sum_j c_{ij} \hat{t}_i}{\sum_j c_{ij} a^k_i \hat{b}_j} \right) \] (3.9)

Now we need to prove that \( \hat{t}_i = a_i \hat{b}_i \) is still valid if we assume that \( t_i = a_i b_i \). Suppose \( \hat{t}_i = \epsilon_i t_i \). \( \epsilon_i \) depends on the threshold value \( \tau_1 \) and the distribution of the estimated source locations on LOR \( i \) (figure 3.3). This distribution only depends on the activity distribution in the transmission source and the timing resolution of the system and is independent of the attenuation on
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Figure 3.4: Iterative gradient ascent reconstruction. A T-image is created by back-projecting the transmission counts $t_i$ for each LOR $i$ into image space. The current B-image is created by attenuation corrected back-projection of the blank counts $b_i$ using the current estimate of the $\mu$-map. The error between the B- and the T-image is used to update the current $\mu$-map. This process is repeated until convergence is reached.
Transmission scanning using an annulus shaped source

this particular LOR. This implies that \( \hat{b}_i = \epsilon_i b_i \) and therefore \( \hat{t}_i = a_i \hat{b}_i \).

Therefore, only those events of the blank scan whose estimated source location falls outside a cylinder of radius \( \tau_1 \) will be back-projected during the second step of reconstruction in order to estimate \( \hat{B}_j = \sum_i c_{ij} \epsilon_i a_i b_i \).

When a list-mode format is used to store the acquired or simulated data, eq. 3.9 can easily be converted to list-mode format:

\[
\mu_{j+1}^k = \mu_j^k + \alpha \left( \frac{1}{\sum_{e \in TX} c_{ij}^k} - \frac{1}{\sum_{e \in BX} c_{ij}^k} \right),
\]

(3.10)

with \( e \) the event index in the list-mode file, \( i_e \) the LOR event \( e \) belongs to, and \( TX \) and \( BX \) the extracted transmission and blank data using the TOF-based extraction method.

### 3.2.3 Image degrading effects

The algorithm described in eq. 3.10 can be used to derive the attenuation map from a transmission scan in ideal circumstances. However, when working with real data, some effects may decrease the accuracy of the reconstructed attenuation coefficients and the overall quality of the attenuation map. In this section we will define these effects and the possible solutions on how to control their influence in the reconstruction process.

#### 3.2.3.1 Random coincidences

Compared to 2D PET, 3D PET acquisitions suffer from an increase in the number of random coincidences. The presence of these randoms in the blank and transmission data influences the reconstructed attenuation coefficients. In this work, randoms are estimated using a delayed windowing technique. The delayed events are then subtracted from the collected prompt data during reconstruction:

\[
\mu_{j+1}^k = \mu_j^k + \alpha \left( 1 - \frac{\sum_i c_{ij} \hat{t}_{i,p} - \sum_i c_{ij} \hat{t}_{i,d}}{\sum_i c_{ij} a_i^k b_{i,p} - \sum_i c_{ij} a_i^k b_{i,d}} \right),
\]

(3.11)

where indices \( p \) and \( d \) represent prompt (trues, randoms and scatter) and delayed data respectively.
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3.2.3.2 Scattered coincidences

Besides random events, correction for scattered events is mandatory to obtain accurate attenuation coefficients at 511 keV. Scatter estimation will be discussed in the next chapter. If the fraction of the extracted prompt transmission events scattered in the patient and the annulus source ($\hat{s}_{t,i}$) and the fraction of the extracted prompt blank events scattered in the annulus source ($\hat{s}_{b,i}$) are estimated, the following corrections can be implemented:

$$
\mu_{j+1}^k = \mu_j^k + \alpha \left(1 - \frac{\sum_i c_{ij}\hat{t}_{i,p}(1 - \hat{s}_{t,i}) - \sum_i c_{ij}\hat{t}_{i,d}}{\sum_i c_{ij}\hat{a}_{i,b}(1 - \hat{s}_{b,i}) - \sum_i c_{ij}\hat{a}_{i,b}(1 - \hat{a}_{i,d})}\right)
$$

(3.12)

3.2.3.3 Dead-time and random cross-talk

The performance of a PET system highly depends on the characteristics of the detectors and readout electronics. Each detector will need a minimum amount of time to process incoming events and during coincidence processing, no further coincidences may be accepted. This effect of ”dead time” compromises the performance of the system when the photon flux increases. Dead time effects will therefore differ between the TEX-scan and the initial blank scan.

During a simultaneous acquisition of emission and transmission data, there is a possibility that two photons originating from the two distinct sources (patient or transmission source) will be combined in the coincidence processing chain. We will refer to this effect as random cross-talk (see figure 3.5). Although these coincidences are compensated with the random correction method random cross-talk will cause less detections of true transmission events compared to a stand-alone transmission scan.

The presence of dead time effects and random cross-talk implies that the difference between the back-projection $B_j$ and $T_j$ in eq. 3.7 is not only related to attenuation. The reconstruction algorithm should be adapted to include these additional effects. The attenuation effect will be negligible on those LORs which do not intersect with the patient. On these LORs, the difference in count rate between the blank and transmission data is only related to dead-time and random cross-talk. Subsequent to the random correction, we propose to count the number of extracted events in both blank and transmission scan which are outside a FOV of radius $\tau_2$. The ratio
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Figure 3.5: Random cross-talk composed of two photons originating from two distinct sources.

of those counts is then used as a global count rate consistency correction factor in the reconstruction:

\[ \mu_k^{j+1} = \mu_k^j + \alpha (1 - \frac{\hat{T}_j}{\beta_{\tau_2} \hat{B}_j^R}), \quad \beta_{\tau_2} = \sum_{\tau > \tau_2} t_i \]

The value of \( \tau_2 \) is chosen higher than \( \tau_1 \) to remove emission contamination from the calculated counts. The process is illustrated in figure 3.6.

3.2.4 Post processing

Although we have presented a framework on how dead-time, random cross-talk, scatter and random coincidences can be corrected, other effects such as the Poisson nature of radioactive decay, and the low amount of activity inside the transmission source, may increase the variance in the reconstructed attenuation map. To avoid noise propagation in the reconstructed emission image during attenuation correction, a segmentation technique is applied to the reconstructed attenuation maps as a post processing step.

In order to segment the reconstructed attenuation maps into different tissues a Markov Random Field (MRF) technique based on a Gaussian Mix-
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\[ \beta_{\tau_2} = \frac{\sum_{b_i > \tau_2} t_i}{\sum_{b_i > \tau_2}} \]

Figure 3.6: Global count rate correction to restore inconsistency between blank and transmission scan. The difference in count rate is measured on those LORs which do not suffer from high attenuation and emission contamination.

A Gaussian mixture (GM) model was used. First, the maps were smoothed using a Gaussian kernel. To fit a GM model to the histogram of the image data we applied the Expectation Maximization (EM) algorithm to estimate the number of Gaussian mixtures and their corresponding parameterization [146]. Labels were assigned to each voxel using Iterated Conditional Modes (ICM) and spatial correlations between the neighboring voxel labels were taken into account using MRF priors. After segmentation, mean attenuation coefficients are calculated for each region. As the PET acquisition introduces partial volume effects that cause a smoothing of attenuation coefficients at the edges between different tissues, the mean coefficients for the segmented regions will be overestimated in tissue of low attenuation and vice versa. To solve this issue, a smaller region \( r \) is calculated for each region \( R \) by using morphological operations (erosion). These smaller regions will not include tissue borders and are used as a mask to calculate mean attenuation coeffi-
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Reconstructed $\mu$-map → Histogram → Gaussian Mixture Model

Iterated Conditional Modes

Segmented Image → Morphologic Erosion and $\mu$-value calculation → $\mu$-value assignment

Figure 3.7: Segmentation of the reconstructed attenuation map.

cients within the original reconstructed image. Finally, the calculated means are assigned to the bigger regions $R$. The complete process is depicted in figure 3.7.

3.2.5 PET image reconstruction

Finally, the PET image is reconstructed. Attenuation effects are compensated using the reconstructed segmented attenuation map derived from the blank and TEX-scan measured on a TOF PET system with moderate TOF resolution. The log-likelihood function from (3.5) can be modified to include both transmission and emission data:

$$L(\lambda_p, \lambda_2, \mu) = \sum_i (-\bar{t}_i + t_i ln(\bar{t}_i)), \quad (3.14)$$
3.3 Simulation study

with

\[ \tilde{t}_i = a_i \sum_k c_{ik}(\lambda_{p,k} + \lambda_{a,k}), \]

and where \( \lambda_p = (\lambda_{p,1}, ..., \lambda_{p,J}) \) is the activity distribution inside the patient and \( \lambda_a = (\lambda_{a,1}, ..., \lambda_{a,J}) \) the activity distribution in the annulus-shaped transmission source. As \( \mu \) is now known, the function is concave in \( \lambda = \lambda_p + \lambda_a \) and can be maximized by applying a number of iterations of the ML-EM routine \([94, 144]\) which can be converted to TOF list-mode reconstruction as in \([147]\):

\[ \lambda_{j+1} = \frac{1}{\sum_i c_{ij}} \sum_e c_{ie} \Delta t_e \frac{1}{\sum_n c_{in} \Delta t_e a_{ie}} \lambda_j. \quad (3.15) \]

where \( \sum_i c_{ij} \) is the summation of sensitivity \( c_{ij} \) over all possible LORs, \( i_e \) is the LOR index of event \( e \) and \( \Delta t_e \) the time bin. It is important to note that for the reconstruction of the emission distribution, no emission data needs to be extracted. The iterative reconstruction uses both transmission and emission events.

3.3 Simulation study

To investigate the proposed method, several simulation studies were performed with GATE \([50]\). In this section the different steps that were taken to perform these studies will be described. First we defined an accurate model of the Philips Gemini TF PET scanner (Philips Medical Systems, Cleveland, USA). We have chosen this model as it is combined with a Philips Achieva 3T MR into the first sequential whole-body TOF PET/MRI \([148]\). Secondly, the activity of the transmission source was determined. Then the influence of the diameter of the source and threshold value \( \tau_1 \) on the TOF-based extraction was evaluated and thirdly, the method was validated with a simulation study using the digital NCAT torso phantom. Finally a digital phantom of the lower torso and abdomen was used to estimate the radiation dose delivered to the patient by the transmission source. Because the dosimetry simulations were conducted during the second term of this work a newer version of NCAT software, the XCAT package, was used. An overview of all GATE simulations can be found in table 3.1. In this chapter we will refer to each simulation type with their names \( B_x, TE_x \) or \( E_x \).
Table 3.1: Blank scans ($B_x$), simultaneous transmission/emission scans ($TE_x$) and emission scans ($E_x$) using GATE. All scans had an acquisition time of 3 minutes.

### 3.3.1 PET system simulation

The PET scanner is composed of a full ring of 28 sectors with a diameter of 90.34 cm. Each module contains a $23 \times 43$ array of $4 \times 4 \times 22$ mm$^3$ LYSO crystals. In the actual system, signal readout is performed by a hexagonal array of PMTs. When a photon is detected, digitization is done by analog-to-digital converters for each PMT, corresponding to an equivalent integration time of 90 ns [34]. The signal readout was modeled in GATE with a paralysable dead time of 90 ns on the singles chain. A paralysable coincidence dead time of 150 ns was also included. The timing resolution of the system was set to 600 ps.

An overview of the GATE model is shown in figure 3.8. To validate our Monte Carlo model, simulations of type $E_{Nema}$ were done in accordance with the NEMA NU 2-2001 protocols [149]. In this work we used the standard 20 x 70-cm cylindrical phantom containing a 70 cm long line source at 4.5 mm from the central axis filled with $^{18}$F-FDG. The total activity ranged from 50 to 1050 MBq. GATE results were compared to experimental data derived from NEMA measurements on the Philips Gemini TF PET/MRI system.
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3.3.2 Annulus shaped transmission source

In this section we describe how the optimal parameters for the transmission source were derived. When the annulus transmission source is inserted in the FOV of the scanner, the PET count rate performance is expected to decrease. The count rate performance during the blank scans (B) and simultaneous transmission/emission scans of type TE\textsubscript{Nema} were evaluated in function of the parameters of the transmission source. The simultaneous scans were derived from NEMA simulations using the 20-cm-diameter cylindrical phantom with the transmission source inside the FOV. Based on the results obtained from these simulations, the optimal amount of activity for this study was determined.

Because of the limited timing resolution, emission and transmission data will be misclassified during the TOF-based extraction process (figure 3.3). We evaluated the influence of the diameter of the source and the parameter \( \tau_1 \) on the extraction of transmission data using simultaneous transmission/emission scans of type TE\textsubscript{20}, TE\textsubscript{40}, TE\textsubscript{60}. To mimic a whole-body imaging situation, three cylindrical phantoms of 20-cm, 40-cm and 60-cm-diameter and 70 cm length were used. The phantoms were filled with water and injected with \(^{18}\text{F}-\text{FDG} \) varying from 250 MBq to 750 MBq. In all three simulation types two different annulus transmission sources with an inner...
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<table>
<thead>
<tr>
<th>Tissue type</th>
<th>SUV</th>
<th>Attenuation coefficient (mm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung</td>
<td>0.48</td>
<td>0.00248</td>
</tr>
<tr>
<td>Soft tissue</td>
<td>1.67</td>
<td>0.00960</td>
</tr>
<tr>
<td>Bone</td>
<td>1.55</td>
<td>0.01700</td>
</tr>
<tr>
<td>Myocardium</td>
<td>5.00</td>
<td>0.00960</td>
</tr>
<tr>
<td>Lesion</td>
<td>6.00</td>
<td>0.00960</td>
</tr>
</tbody>
</table>

Table 3.2: FDG-PET uptake (SUV) and attenuation coefficients for different tissue types.

radius of 30 and 35 cm were used. Next, we evaluated the influence of the erroneous separation of emission and transmission data on the reconstructed attenuation maps of the three cylinders. The mean attenuation coefficient of water was compared with the real attenuation coefficient of water (0.097 cm⁻¹) found in literature.

3.3.3 Human torso phantom

The method was validated with a simulation study using the digital NCAT phantom (TE\textsubscript{ncat}, E\textsubscript{ncat}) [2]. Thirty-two 4 mm slices of the torso were segmented into different tissue types including one lesion inside the lungs. The phantom was injected with 6.5 MBq/kg of \textsuperscript{18}F-FDG, 60 minutes prior to scanning. Table 3.2 shows the FDG-PET uptake values (SUV) and attenuation coefficients assigned to each tissue. A central slice of the tracer distribution and attenuation map is shown in figure 3.9. The NCAT phantom has a maximum lateral outside dimension of 57 cm and weighs 10 kg. A 35-cm-radius transmission source filled with 18MBq of \textsuperscript{18}F-FDG was used. A 3 minutes blank and simultaneous transmission/emission scan was acquired.

3.3.4 Estimation of Radiation Dose

Prior to PET acquisition, the patient is injected with a radiopharmaceutical. The internal radiation dose delivered to the patient is of great concern, especially when the PET system is combined with a CT scanner. The absorbed dose is defined by the mean energy deposited by ionizing radiation to matter per unit of mass. The SI unit of absorbed dose is Gray (1 Gy...
3.3 Simulation study

(a)

(b)

(c)

Figure 3.9: Transverse slice of the NCAT attenuation (a) and emission distribution (b). Annulus transmission source positioned inside the FOV of a PET Scanner based on the Philips Gemini TF (c).

\[ H_t = W_r D_{t,r} \]  

(3.16)

where \( D_{t,r} \) is the dose delivered by radiation type \( r \) averaged over tissue \( t \) and \( W_r \) the weighting factor for radiation type \( r \). The SI unit for equivalent dose is sievert (Sv). Some tissues like bone marrow are more sensitive to radiation than others, therefore the effective dose is calculated by summation of tissue equivalent doses weighted with a factor \( W_t \), which takes into account the radiation sensitivity of each organ being irradiated:

\[ E = \sum W_t H_t \]  

(3.17)

The transmission method described in this chapter increases the dose as an additional positron emitting source is inserted in the PET FOV. Although the amount of activity inside the source is limited and the patient is only exposed to radiation during the PET acquisition, the radiation dose should be kept as low as possible. We estimated the radiation dose to different tissues by simulating an XCAT phantom in GATE. Fifty 4-mm slices of the lower torso and abdomen region were segmented into different tissues. Three transmission scans of type \( T_{XCAT} \) were acquired. For each scan a different amount of activity was injected in the transmission source: 18,
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Figure 3.10: True, scattered and random count rate performance for GATE Gemini TF model using the NEMA protocol.

37 and 74 MBq respectively. Next, the phantom was injected with 8.6 MBq/kg of $^{18}$F-FDG and an emission scan ($E_{\text{XCAT}}$) was acquired. To mimic a clinically relevant situation, lesions were inserted in the liver, colon and spine. All lesions had a contrast of 8:1 to the activity in muscle tissue. For each scan the radiation dose absorbed by the patient was simulated. Finally, the effective dose in each tissue type and the total effective dose was calculated. For this purpose tissue depended weighting factors $W_t$ were obtained from the International Commission on Radiological Protection (ICPR) recommendation [150].

3.4 Results

3.4.1 PET system simulation

The system performance was evaluated using the Noise Equivalent Count Rate (NECR) defined as [151]:

$$NECR = \frac{T^2}{T + S + 2R}, \quad (3.18)$$

where $T$, $S$ and $R$ are the rates of true, scattered, and random coincidences within the boundaries of the object scanned. Figure 3.10 summarizes the results from count rate simulations for a 20 x 70-cm cylindrical NEMA phantom. The NECR curve shows a peak value of 94 kcps which occurs at an activity concentration of 15.7 kBq/ml. Ojha et al. [148] reports a peak NECR rate of 110 kcps at the same activity concentration.
3.4 Results

3.4.2 Annulus shaped transmission source

Figure 3.11 shows the true count rate performance of the blank scans and simultaneous transmission/emission scans of type TE_{Nema}. Increasing the transmission (TX) activity in a simultaneous transmission/emission scan will influence the count rate performance of the emission as shown in figure 3.11b. Figure 3.11 also shows that changing the radius of the source from 30 cm to 35 mm does not have a huge impact on the emission for transmission activities below 80 MBq. Influences on the emission count rate should be avoided and placing the transmission source closer to the detectors makes it easier to extract the transmission data from the emission data. In our work the annulus source is filled with 18 MBq of FDG. The emission count rate drops to 86% of the count rate obtained without transmission source. Although 18 MBq seems low, results will show that accurate attenuation maps can be derived.

Figure 3.11: (a) True count rate of a blank scan for different transmission (TX) source diameters and activities. (b) Dotted line: percentage of true NEMA emission (EX) count rate during a TE_{Nema} scan for different TX source diameters and activities with respect to the maximum count rate measured during a E_{Nema} scan. Full line: true transmission count rate during a TE_{Nema} scan normalized to the transmission count rate measured at a TX activity level of 80 MBq.

The TOF-based extraction of transmission data and the reconstruction of the attenuation map was first evaluated with phantom studies using uniform water cylinders. For each study the ECR, TRR and reconstructed $\mu$-values are reported.
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3.4.2.1 Extraction of transmission data

The TOF-based extraction process was applied to simulations of type TE\textsubscript{40} and TE\textsubscript{60} and results are summarized in figure 3.12. The graphs show the ECR and TRR for different values of $\tau_1$. Emission activity levels of 250,
3.4 Results

<table>
<thead>
<tr>
<th>Annulus radius</th>
<th>Activity</th>
<th>Diameter</th>
<th>20 cm</th>
<th>40 cm</th>
<th>60 cm</th>
<th>20 cm</th>
<th>40 cm</th>
<th>60 cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 cm</td>
<td>250 MBq</td>
<td>0.26</td>
<td>0.10</td>
<td>8.36</td>
<td></td>
<td>0.29</td>
<td>0.10</td>
<td>5.09</td>
</tr>
<tr>
<td></td>
<td>500 MBq</td>
<td>0.99</td>
<td>0.58</td>
<td>13.59</td>
<td></td>
<td>0.66</td>
<td>0.64</td>
<td>9.11</td>
</tr>
<tr>
<td></td>
<td>750 MBq</td>
<td>1.63</td>
<td>0.95</td>
<td>17.62</td>
<td></td>
<td>0.98</td>
<td>0.75</td>
<td>12.61</td>
</tr>
</tbody>
</table>

Table 3.3: Relative error (%) of attenuation coefficient of water (0.097 cm\(^{-1}\)) for three cylindrical phantoms of 20-cm, 40-cm, 60-cm-diameter filled with 250 to 750 MBq of FDG. A 30 and 35-cm-radius annulus transmission source was used.

500 and 750 MBq were used. When a 35-cm-radius annulus source is used and \(\tau_1\) is set to 30 cm a ECR of 0.52% and 15.31% is obtained for the 40 and 60-cm-diameter cylinders injected with 750MBq of \(^{18}\)F-FDG. The TRR is below 2%. When the radius of the source is reduced to 30 cm, and \(\tau_1 = 30\) cm the ECRs are 0.26% and 14.10% but the TRR increases to 47.48%. Choosing a threshold value \(\tau_1\) of 25 cm resulted in an ECR of 49.84% and 2.66% and a TRR of 0.16%.

3.4.2.2 Reconstruction of the attenuation map

Based on all configurations of simulation type TE\(_{20}\), TE\(_{40}\), and TE\(_{60}\), 18 attenuation maps were reconstructed. The relative percent difference of the reconstructed attenuation coefficient compared to the real attenuation coefficient of water at 511 keV are depicted in table 3.3.

3.4.3 NCAT simulation study

Finally the method was evaluated with a phantom study closer to clinical practice. For this study we also present the influence of the estimated attenuation map on the reconstructed emission image.

3.4.3.1 Extraction of transmission data

Table 3.4 shows the number of events simulated during the simultaneous transmission/emission scans of type TE\(_{ncat}\). The transmission events within a FOV-diameter of 57 cm as well as the total amount of transmission events
Counts collected in TE_{ncat} scan | % of counts after extraction
---|---|---|---|---
True TX (57 cm FOV) | 25.60 M | 99.94 | 99.85 | 95.84
True TX | 50.38 M | 99.97 | 99.92 | 97.26
True EX | 25.98 M | 10.91 | 1.39 | 0.52
TX scattered in annulus | 3.03 M | 99.85 | 98.82 | 87.39
EX scattered in annulus | 1.19 M | 10.91 | 1.39 | 0.79
TX scattered in phantom | 0.77 M | 99.52 | 99.71 | 94.57
EX scattered in phantom | 8.08 M | 19.61 | 5.23 | 0.71
Randoms | 20.80 M | 71.44 | 60.74 | 46.95
Delays | 21.62 M | 71.01 | 60.42 | 46.79

Table 3.4: First column: collected trues, randoms, delays, annulus scatter and phantom scatter during a simulation of type TE_{ncat}. Second column: percentage of collected counts after extractions. In the first row, only LORs who pass through a FOV of 57 cm are considered.

are counted. The second column shows the fraction of counts that remains after TOF-based extraction of transmission events. This fraction will be used to reconstruct the attenuation map. From these results we measured that for $\tau_1=30$ cm the ECR is 0.55% and the TRR is 4.61%. If the scattered events are also taken into account the ECR reaches 0.72%. We also see that 5.06% of the extracted transmission data are transmission events scattered in the annulus source and 1.38% scattered in the NCAT phantom.

### 3.4.4 Reconstructed attenuation maps

Six attenuation maps were reconstructed from a simultaneous transmission/emission scan of type TE_{ncat}. An overview is listed in Table 3.5. First a consistency correction factor of $\beta_{\tau_2=325} = 0.9155$ was derived (3.2.3.3). In the first four reconstructions $\tau_1$ was set to 30 cm. The fifth and last map were reconstructed with $\tau_1 = 25$ cm and $\tau_1 = 20$ cm respectively. We included scatter and random events in the second and third dataset to evaluate their effect on the reconstructed attenuation coefficients. Random events were also included in the fourth data set but were compensated by subtracting the delayed events during reconstruction. For each tissue type VOIs of 4 cm$^3$ were defined: 15 in the lungs, 5 in soft tissue and 5 in bone.
3.4 Results

Figure 3.13: Visual comparison of a central slice of the unsegmented (a) and segmented (b) attenuation map derived from a transmission scan of type $\text{TE}_\text{ncat}$ and the correct attenuation map (c).

Mean percentage difference compared to the correct attenuation coefficients were calculated and shown in Table 3.5. Figure 3.13 shows a central slice of the unsegmented, segmented and the correct attenuation map.

3.4.5 Reconstructed PET images

The first reconstructed attenuation map was used to evaluate reconstruction of emission data. Two emission data sets were derived and reconstructed from the transmission/emission scan $\text{TE}_\text{ncat}$ and emission scan $\text{E}_\text{ncat}$. Dead-time correction factors were used in order to correct for coincidence losses in both scans. Attenuation correction was implemented in the forward projector of the ML-EM algorithm. In the first reconstruction an emission map $\text{E}_1$-map was derived using our reconstructed attenuation map for attenuation.

<table>
<thead>
<tr>
<th>$\tau_1$</th>
<th>TX events</th>
<th>Lung</th>
<th>Soft tissue</th>
<th>Bone</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>Trues</td>
<td>1.75</td>
<td>1.74</td>
<td>-3.61</td>
</tr>
<tr>
<td>300</td>
<td>Trues + scatter</td>
<td>0.45</td>
<td>-10.62</td>
<td>-16.87</td>
</tr>
<tr>
<td>300</td>
<td>Trues + randoms</td>
<td>-25.28</td>
<td>-46.24</td>
<td>-38.84</td>
</tr>
<tr>
<td>300</td>
<td>Trues + randoms - delays</td>
<td>1.43</td>
<td>-2.20</td>
<td>3.01</td>
</tr>
<tr>
<td>250</td>
<td>Trues</td>
<td>-5.74</td>
<td>-3.27</td>
<td>-3.08</td>
</tr>
<tr>
<td>200</td>
<td>Trues</td>
<td>-34.23</td>
<td>-38.88</td>
<td>-25.76</td>
</tr>
</tbody>
</table>

Table 3.5: Percentage mean difference in $\mu$-values (%) in VOIs of different tissues compared to the correct values (table 3.2).
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Figure 3.14: Absolute mean percentage difference of reconstructed SUV values of the \( E_1 \)-map compared to the SUV-values from the \( E_2 \)-map

Figure 3.15: Visual comparison of a central slice of the true tracer distribution (a), reconstructed \( E_1 \)-map (b) and reconstructed \( E_2 \)-map (c).

Figure 3.15 shows a central slice of the true tracer distribution, \( E_1 \)-map and the \( E_2 \)-map. The absolute mean percentage error (\(|\%\text{SUV}|\)) of the \( E_1 \)-map compared to the \( E_2 \)-map is depicted in figure 3.14. The same VOIs as in table 3.5 were used, except for the myocardium and the lesion where new VOIs were defined. When no attenuation correction is applied, errors are above 95% for all tissues.

3.4.6 Estimation of Radiation Dose

Figure 3.16 shows the maximum intensity projection of the tracer distribution and the absorbed dose collected during the first \( T_{\text{cat}} \) scan and the emission scan \( E_{\text{cat}} \). The effective doses to particular tissue are depicted in table 3.6. The effective dose was summed over all tissue and a comparison between transmission scans with different source activities and the emission scan is shown in figure 3.17. When an annulus source activity of 18 MBq
Table 3.6: Simulated effective dose (mSv) for different tissue types during transmission and emission scanning. During the transmission scans, an annulus transmission source with different activities was used.

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Transmission scan</th>
<th>Emission scan</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>18 MBq</td>
<td>37 MBq</td>
</tr>
<tr>
<td>Adipose tissue</td>
<td>3.82e-03</td>
<td>6.26e-03</td>
</tr>
<tr>
<td>Cartilage</td>
<td>3.97e-03</td>
<td>7.44e-03</td>
</tr>
<tr>
<td>Intestine</td>
<td>4.44e-03</td>
<td>8.30e-03</td>
</tr>
<tr>
<td>Lungs</td>
<td>5.15e-03</td>
<td>8.08e-03</td>
</tr>
<tr>
<td>Liver</td>
<td>1.20e-03</td>
<td>2.22e-03</td>
</tr>
<tr>
<td>Muscle</td>
<td>4.18e-03</td>
<td>7.68e-03</td>
</tr>
<tr>
<td>Spine</td>
<td>3.11e-03</td>
<td>6.02e-03</td>
</tr>
<tr>
<td>Rib</td>
<td>2.61e-04</td>
<td>5.03e-04</td>
</tr>
</tbody>
</table>

was used, the total effective dose is less than 4% of the total effective dose during the emission scan. When the activity inside the source is increased to 74 MBq, the dose increases to 13% of the emission dose. The total effective dose during the emission scan was 0.5 mSv.

Figure 3.16: Maximum intensity projection of tracer distribution (a), absorbed dose from transmission scan (b) and absorbed dose from emission scan (c).

3.5 Discussion

An annulus transmission source can be used to measure the transmission of gamma photons through tissue in coincidence mode. In the study presented in this chapter the concept of simultaneous transmission and emission imaging was tested with simulation studies using a digital torso phantom. Without the presence of scatter and random coincidences, the mean absolute error in μ-values was below 2% in the lungs and soft-tissue and below 4% in bone. A mean error of the reconstructed SUV values below 9% was
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Figure 3.17: Effective total transmission dose as a percentage of the total effective emission dose. A logarithmic scale was used.

obtained in all regions. However, larger errors are found in bone and lung tissue compared to soft tissue.

The presence of randoms, scatter and count-rate effects will increase noise and decrease contrast yielding less accurate attenuation coefficients (table 3.5). In this work randoms were estimated in both blank and transmission scan using a delayed window method. The advantage of this method is that the delayed channel has identical dead-time properties to the prompt channel. Furthermore, the extraction of transmission data can easily be applied to the delayed data, to estimate the extracted randoms. The delayed counts are then subtracted from the prompt signal during reconstruction.

In 3D PET, the amount of scattered events can become substantial. The extracted transmission events derived from a simultaneous transmission/emission scan will contain true and scattered transmission events. The presence of scattered transmission events causes an increase of $T_f$ in eq. 3.9. As a results, attenuation coefficients will be underestimated. Although scatter estimation is currently not implemented in the method described in this chapter, it will be necessary in the future. A possible approach is to first estimate the distribution of the extracted scattered transmission events using a Single Scatter Simulation method. This distribution must be normalized to fit the data. Because the same transmission source is used for each blank scan, the scatter scaling factor can be derived by calibrating the SSS software with GATE simulations. The reader is referred to the next chapter for more details on this approach.

In section 3.2.3.3 we introduced a correction factor ($\beta_2$) to ensure count-rate consistency between the transmission data and blank data. $\tau_2$ is chosen...
high enough to avoid contamination of true and scattered emission data. If contamination is still present, $\beta_2$ will be overestimated causing an overestimation of the attenuation coefficients.

Care should be taken when choosing the amount of activity inside the source. In order to provide good statistics, the amount of activity should be high enough. However, increasing the activity decreases the count rate performance of the true emission data due to dead-time effects and random cross-talk. The loss of emission data needs to be limited for accurate quantitative PET imaging. Our results show that a 3 minutes transmission scan using 18 MBq ($\approx 0.5 \text{mCi}$) of source activity inside the annulus is adequate to reconstruct an accurate attenuation map. In this case the presence of the source causes the emission true count rate to drop to $\approx 86\%$ of its original value (figure 3.11). However, higher activities might be needed when experimental data is acquired as image degrading effects such as scattered coincidences, randoms, detector efficiency will compromise the accuracy of the reconstructed attenuation map. The loss of emission data can be compensated by longer scanning times.

Another parameter that needs to be optimized is the choice of the threshold value $\tau_1$. Table 3.5 shows an underestimation of soft-tissue attenuation when $\tau_1$ is set to 200 mm. For $\tau_1 = 300 \text{ mm}$ less emission will be misclassified and better estimates of attenuation coefficients are obtained. However, higher values for $\tau_1$ would cause more loss of transmission data resulting in low statistics.

Increasing the activity would also increase the dose exposed to the patient. In conventional PET, a typical source strength used for PET transmission scanning in coincidence mode ranges from 370 to 740 MBq and scanning times are in the order of 5-10 min. Studies have been done comparing radiation exposure between CT- and germanium-based techniques with a recent PET scanner [152]. These results showed that the doses in a typical PET transmission scan is negligible compared with the internal radiation doses from a 370 MBq intravenous injection of $^{18}\text{F}$-FDG. The effective dose from the CT-scan is found to be significantly higher than the dose of the germanium-based technique. The effective dose will be much lower in our case than the typical effective dose in one bed position of the $^{68}\text{Ge}$ transmission scan as both activity and time of exposure are lower. In a simulation study using the XCAT phantom we compared the effective dose during a transmission scan with the dose from a stand-alone emission scan. Even when 74 MBq of $^{18}\text{F}$-FDG is inserted in the annulus transmission source, the total effective dose was below 0.1 mSv. The dose accumulated
Transmission scanning using an annulus shaped source during the stand-alone emission scan was 0.5 mSv. Additionally, these simulations only take into account the dose accumulated during the PET acquisition. After the acquisition, only the tracer administered to the patient will cause additional radiation to the patient.

The simulation study provides a proof of concept, illustrating the potential benefit of using an annulus-shaped transmission source for simultaneous transmission and emission imaging. A next step will be to validate our method on the sequential PET/MRI system and compare transmission-based attenuation correction with different MR-based techniques. However, the detector ring of the Gemini TF PET scanner is larger than what we would expect from a simultaneous PET/MRI system. A reduced diameter would affect the PET count rate performance of the simultaneous emission/transmission scan, increase the emission/transmission cross-talk during extraction and increase errors in the reconstructed attenuation/emission. Although this method is compatible with MR, its potential in fully integrated PET/MRI systems also forms a part of future research.

3.6 Conclusion

Attenuation correction remains a major issue when combining PET systems with MRI systems. Most of the current research focuses on segmentation, template and atlas registration techniques using the MRI side of the hybrid imaging technique. These methods have some drawbacks related to bone/lung imaging, inter and intra-patient variability of attenuation coefficients, imaging of flexible MRI coils and truncation of the arms. In this chapter we presented a transmission based technique which could be used to solve most of these issues. An annulus shaped positron emitting source is placed inside the FOV of the PET scanner and transmission data is acquired in coincidence mode. Simultaneous acquisition of transmission and emission data is possible by using the TOF capabilities of current PET detectors. Simulation results show that with a typical commercially available system, accurate attenuation maps can be reconstructed and used in order to obtain quantitative PET images. In the next chapter we will investigate if this conclusion still holds for experimental data.
3.7 Original contributions

The method was first demonstrated with the NCAT simulations at the SNM conference in 2010 [153]. In 2011, more detail was added to the simulation study: PET system simulation, NEMA study and NCAT simulations. Results obtained were published in a A1 journal paper [154]. Later, dosimetry calculations were added as these were necessary to obtain approval for the patient studies presented in chapter 5.
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Chapter 4

Phantom experiments

4.1 Introduction

In the previous chapter we proposed a new method for deriving the attenuation map in a TOF-PET system. An annulus shaped transmission source with a limited amount of activity was used. The major advantage of the method compared to standard transmission based techniques is the fact that simultaneous transmission and emission imaging is feasible through the use of TOF technology. In the previous chapter, we have shown how accurate attenuation maps can be derived using simulated data. The main goal of this PhD project is to investigate whether this method is applicable to whole-body patient studies in clinical practice. Therefore experiments with real data are required for further validation.

In this chapter we evaluate the proposed correction technique with phantoms on state-of-the-art TOF PET/CT and TOF PET/MRI systems. This is done before performing patient studies, as phantoms have some advantages over real patient acquisitions. First, phantoms are motionless, rigid structures. This allows easy co-registration and comparison between attenuation maps derived from a stand-alone TX scan with attenuation maps derived from a simultaneously acquired TEX scan of the same object. Second, phantom studies are far easier to organize than patient studies. Furthermore the radiation dose is of no concern. This means that phantom studies can be repeated as much as needed. Finally, phantom studies can be reproduced which creates the opportunity of using comparable phantoms in different locations, allowing comparison of results obtained by different groups and using different systems.

Contrary to simulation studies, working with experimental data does not
allow any simplification of the PET acquisition process. All image degrading effects such as scatter and random coincidences will be present in the acquired data sets. Hence, in the first part of this chapter we will present the different approaches that were used to compensate for these effects. In the second part we describe six phantom studies. In each phantom study we try to address specific problems related to attenuation correction such as bone imaging or scatter and emission contamination. At the end of the chapter the results of all phantom studies are discussed and a final conclusion is drawn.

4.2 Data corrections

Working with experimental data requires correction methods for random and scattered coincidences and count rate issues as well as regularization methods which reduce noise in the reconstructed attenuation map. In this section we will introduce different methods that were considered to compensate for these image degrading effects.

4.2.1 Random correction

Random coincidences contaminate the extracted transmission data. If we include random transmission data into eq. 3.13 from chapter 3 we get:

$$
\mu_j^{k+1} = \mu_j^k + \alpha \left( 1 - \frac{\sum_i c_{ij} (\hat{t}_{i,t} + \hat{t}_{i,r})}{\beta \sum_i a_i^k (\hat{b}_{i,t} + \hat{b}_{i,r})} \right),
$$

(4.1)

with

- $\hat{t}_{i,t}$ = extracted true transmission events on LOR $i$
- $\hat{t}_{i,r}$ = extracted random transmission events on LOR $i$
- $\hat{b}_{i,t}$ = extracted true blank events on LOR $i$
- $\hat{b}_{i,r}$ = extracted random blank events on LOR $i$
- $c_{ij}$ = sensitivity of detecting activity from voxel $j$ on LOR $i$
- $a_i^k = e^{-\sum_m L_{im} \mu_m}$, the current estimate of the attenuation on LOR $i$
- $L_{im}$ = the intersection length of LOR $i$ with voxel $m$

(4.2)
4.2 Data corrections

Because the relation \( a_i \) between the true count rates \( t_{i,t} \) and \( b_{i,t} \) does not hold for the randoms (\( t_{i,r} \) and \( b_{i,r} \)), a correction method is mandatory. In our work, randoms were corrected using the delayed window method described in chapter 2. The delayed coincidences are subtracted from the prompt data during reconstruction:

\[
\mu_j^{k+1} = \mu_j^k + \alpha \left( 1 - \frac{\sum_i c_{ij}(\hat{t}_{i,t} + \hat{t}_{i,r}) - \sum_i c_{ij}\hat{t}_{i,d}}{\beta_{r2}\sum_i c_{ij}\hat{b}_{i,t} + \hat{b}_{i,r} - \beta_{r2}\sum_i c_{ij}\hat{b}_{i,d}} \right),
\]

(4.3)

where \( \hat{t}_{i,d} \) and \( \hat{b}_{i,d} \) represent the delayed counts on LOR i after the TOF-based extraction of transmission data was applied. The method is easy to implement and allows accurate correction. The disadvantage of this method is that the noise increases due to the subtraction of the delayed coincidences.

4.2.2 Scatter correction

When a transmission scan is acquired, photons originating from the transmission source may scatter in the tissue of the patient. Scattered events contaminate the transmission data and cause an underestimation of the attenuation coefficients and a reduced contrast recovery. If we include scattered transmission data into eq. 4.3 we get:

\[
\mu_j^{k+1} = \mu_j^k + \alpha \left( 1 - \frac{\sum_i c_{ij}(\hat{t}_{i,p} - \hat{t}_{i,d})}{\beta_{r2}\sum_i c_{ij}\hat{b}_{i,p} - \hat{b}_{i,d}} \right)
\]

\[
= \mu_j^k + \alpha \left( 1 - \frac{T_j + S_j}{\beta_{r2}B_j^k} \right)
\]

(4.4)

with \( \hat{t}_{i,p} = \hat{t}_{i,t} + \hat{t}_{i,r} + \hat{t}_{i,s} \) the number of extracted prompt events (trues, randoms and scatter) on LOR i. The image \( S_j \) is produced by back projecting each scattered transmission event into image space. The increase of \( T_j \) by \( S_j \) will be lead to a lower estimate of the attenuation coefficients during reconstruction. In order to compensate for this error different methods can be used. Two approaches to reduce the influence of the scattered transmission data were implemented during this project: The first approach uses the knowledge that scattered photons have a lower photon energy than unscattered photons, and removes scatter from the data based on the detected photon energy. The second, more complicated, approach determines the scatter distribution using the Klein-Nishina equation and is similar to
Figure 4.1: Suppression of scattered events using the SC(\cdot) scaling function. Only one factor of the formula in eq. 4.5 is shown. The scaling is applied to both the blank and transmission scan. The method preserves the relation \( a_i \) between the true transmission counts \( \bar{t}_i \) and true blank scouts \( \bar{b}_i \).

Single Scatter Simulation, used in emission reconstruction. The latter was finalized in the last term of this work. Therefore, in some phantom studies, presented in the second part of this chapter, reconstructions were redone to include these modifications.

4.2.2.1 Energy-based methods

When photons interact with matter, they lose energy. Hence, scattered photons are found in the lower end of the energy spectrum. Although most scanners apply an energy window to reject a significant part of the scattered data, due to the finite energy resolution, some scattered coincidences still fall inside the energy window. In the context of our work we assume that the energy distribution of the true blank and true transmission events are identical. Because of the small thickness of the annulus source, the scatter of photons inside the transmission source is neglected. In order the reduce the influence of \( S_j \) in eq. 4.4, a scaling function is used to suppress coincidences in which the energies of the detected photons are low compared to
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a given energy threshold $\epsilon_t$ (see figure 4.1):

$$SC_e(\epsilon_1, \epsilon_2) = \left(0.5 + \frac{\arctan(\gamma \cdot (\epsilon_1 - \epsilon_t))}{\pi}\right) \cdot \left(0.5 + \frac{\arctan(\gamma \cdot (\epsilon_2 - \epsilon_t))}{\pi}\right)$$

(4.5)

where $\epsilon_1, \epsilon_2$ represent the energies of the detected photons of event $e$. The parameters $\epsilon_t$ and $\gamma$ allow to adapt the scaling function. For high values of $\gamma$ the arctangent function approximates a step function, where only energies equal or above $\epsilon_t$ are accepted. In figure 4.1, $\gamma$ was set to 0.01 and $\epsilon_t$ to 511 keV. It is easily shown that the relation $a_i$ between the true coincidence counts $t_i$ and $b_i$ still holds, when each event is weighted with the factor $SC_e(\epsilon_1, \epsilon_2)$. Suppose $t_i\{\epsilon_1, \epsilon_2\}$ and $b_i\{\epsilon_1, \epsilon_2\}$ represent the number of events with energy pair $\epsilon_1, \epsilon_2$ detected on LOR $i$ in the transmission scan and blank scan respectively. The weighted counts $\bar{t}_i$ and $\bar{b}_i$ can be expressed as follows:

$$\bar{t}_i = \sum_{e \in t_i} SC_e(\epsilon_1, \epsilon_2) \cdot t_i\{\epsilon_1, \epsilon_2\}$$

$$\bar{b}_i = \sum_{e \in b_i} SC_e(\epsilon_1, \epsilon_2) \cdot b_i\{\epsilon_1, \epsilon_2\}$$

Because $t_i$ and $b_i$ only contain true coincidences and the energy distribution of their photon-pairs are identical, the relation $a_i$ between the true blank and true transmission events still hold when the events are weighted with factor $SC_e(\epsilon_1, \epsilon_2)$:

$$\sum_i \bar{t}_i = \sum_i a_i \bar{b}_i$$

(4.6)

4.2.2.2 TX-based Single Scatter Simulation

The results presented in section 4.5 will show that the energy-based method does not allow accurate correction for scattered transmission events contaminating the extracted transmission data. Here we present another approach. In chapter 2 we briefly introduced a simulation method to estimate the single scatter fraction on each LOR of a PET emission scan. For this purpose an estimate of the tracer distribution as well as the attenuation map is required. In this section we describe how this technique can be applied to estimate the amount of transmission events scattered inside the patient during a PET transmission scan. Contrary to conventional SSS, the TX-based SSS uses a model of the transmission source distribution instead of
the distribution of the tracer administered to the patient. The attenuation map is obtained from the iterative gradient ascent algorithm. Because only an estimate of the attenuation map is available, the SSS method needs to be repeated several times. The process is illustrated in figure 4.2.

The TX-based SSS method involves the following steps:

- Scatter points are defined by random sampling of the current estimate of the attenuation map.
- For each scatter point we calculate the line integrals through the transmission source and the attenuation map, connecting the scattered point which each PET detector.
- On each LOR the fraction of scattered transmission events is estimated using the Klein-Nishina formula.
- The scatter sinogram is scaled and back projected into image $S_j$ which is then included in the iterative reconstruction.

Two major drawbacks limit the accuracy of the TX-based SSS method. First, differences in detector efficiencies and dead-time effects are not accommodated for during the fast simulation. For these reasons, the SSS
method will only provide a rough estimate of the scatter distribution. Second, photons that scatter multiple times are not simulated. Although multiple scatter may account for 20% of the total scatter, neglecting them is justified by the fact that multiple scatter has little effect on the shape of the spatial distribution of the scatter inside the patient. To achieve a quantitative estimate of the scatter distribution, the SSS scatter sinogram needs to be scaled to fit the measured data. In an emission scan, scaling can be done by fitting the tails of the SSS sinogram which fall outside the contour of the patient with the same tails of the emission sinogram. Tail-fitting assumes that the tails of the emission sinogram only contain scatter. In a transmission scan, this technique cannot be used because the tails are contaminated with transmission data. However, because in each transmission study, the same model for the transmission source is used, the TX-based SSS algorithm can be calibrated with GATE (see figure 4.3). For this purpose, an NCAT simulation was used. The scatter derived from the GATE simulation was normalized to the number of true counts collected during the blank scan. A scaling factor $\alpha_s$ was derived by fitting the scatter derived from the SSS simulation with the normalized sinogram from GATE. Hence for each TX study, the SSS sinogram is first scaled with $\alpha_s$ followed by a

**Figure 4.3:** Calibration of the TX-based SSS algorithm with GATE.
scaling with the number of prompt counts minus delayed counts collected during the blank scan.

When the transmission and emission data are acquired simultaneously, TOF information will be used to extract the transmission events. As a consequence, some of the scattered transmission events will be rejected. Although this is desired, the Single Scatter Simulation should be adapted to include the TOF-based extraction in order to avoid an overestimation of the scatter fraction. Figure 4.4 illustrates how this works: suppose an annihilation occurred in the transmission source close to detector B and a scattered coincidence is registered on the LOR connecting detector A and B. One of the two photons in coincidence scattered in point S and a time difference of $\Delta t$ was registered. Given $\Delta t$, the estimated annihilation point on LOR AB is located at a distance $\Delta x = \Delta t \cdot c / 2$ from the center of line segment $|AB|$. If the TOF-information was exact, $\Delta x$ would equal the distance $d_r$ from the center of line segment $|AS| + |SB|$ (red dot) to the intersection point of line SB with the transmission source (green dot). However, the TOF-based extraction process will only accept those events for which the distance $\Delta x$ is greater than the distance $d_r$ from the center of line segment $|AB|$ (red dot) to the intersection point of line AB with threshold radius $\tau_1$ (black dot). Hence, the fraction of scattered events classified as transmission can be derived from the difference $d_r - d_r$.

The method was validated with a simulation study in GATE. A region of
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4.2.3 Count rate correction

As discussed in the previous chapter, random cross-talk and dead-time cause a mismatch between the count-rate performance during the blank and transmission scans. This is taken into account by scaling the blank image $B_j^k$...
Figure 4.6: Relative error of the reconstructed attenuation coefficients in soft tissue, lungs and bone. The attenuation map without scatter correction and with SSS-based scatter correction were compared with the attenuation map derived from a transmission scan were the scatter was rejected.

with a correction factor $\beta_{r_2}$ derived from the ratio of the extracted counts outside a FOV of radius $r_2$. Because scattered transmission events may contaminate these tails, $\beta_{r_2}$ is recalculated by first subtracting the scatter sinogram from the transmission sinogram when the SSS method is used.

4.2.4 Noise regularization

In the previous chapter we presented a post-processing segmentation algorithm to handle the issue of noise in the reconstructed attenuation maps. Although good results were obtained, the accuracy of the segmentation technique highly depends on the subject studied. For example, the segmentation might fail to classify bone if only a limited amount of bone tissue is present. Additionally, when the attenuation maps are segmented after reconstruction, the acquired transmission data is not used to guide the classification of the voxels. As described in the introduction, Bayesian methods provide a framework to include additional knowledge in the iterative algorithm to restrict the solution space to solutions yielding particular properties. In our situation, edge-preserving smoothing priors can be used to regularize noise during attenuation reconstruction while preserving the sharp edges between different tissue types. The advantage of using this
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The approach has been reported intensively in literature [155–157]. However, the major difficulty lies in modeling the prior knowledge. Prior information is commonly modeled through Gibbs distribution functions using a potential function to penalize unwanted features:

$$P_G(\mu) = \frac{1}{Z} \exp(-\beta U(\mu)).$$  \hspace{1cm} (4.7)

with

$$U(\mu) = \sum w_{jk} V(\mu_j, \mu_k).$$  \hspace{1cm} (4.8)

$V(\mu_j, \mu_k)$ represents the potential function. $w_{jk}$ are weights depending on the distance between two voxels in the image. Mostly $w_{jk}$ is zero for voxels which are not within the same neighborhood. For neighboring voxels the inverse euclidian distance can be chosen. Several prior distributions have been proposed [158–160]. A possible and easy candidate to suppress noise is the quadratic function:

$$V(\mu_j, \mu_k) = (\mu_j - \mu_k)^2$$  \hspace{1cm} (4.9)

In order to preserve the sharp edges between different tissue, the quadratic function can be modified as proposed by Geman and McClure [158]:

$$V_\sigma(\mu_j, \mu_k) = \frac{(\mu_j - \mu_k)^2}{\sigma^2 + (\mu_j - \mu_k)^2}$$  \hspace{1cm} (4.10)

Another approach is to use a total variation model as defined in [161]:

$$U(\mu) = \sum \Phi(|\nabla \mu|),$$  \hspace{1cm} (4.11)

with $\Phi(s) = \sqrt{1 + s^2}$.

To include the noise regularization in eq. 4.4 we defined two update steps:

$$\mu_j^{k+\frac{1}{2}} = \mu_j^k + \alpha \left( 1 - \frac{\sum_i c_{ij} (\hat{t}_{i,p} - \hat{t}_{i,d} + \hat{t}_{i,s})}{\sum_i c_{ij} a_i^k (\hat{b}_{i,p} - \hat{b}_{i,d})} \right)$$

$$\mu_j^{k+1} = \mu_j^{k+\frac{1}{2}} - \beta \left( \frac{\partial U(\mu)/\partial \mu_j}{\partial^2 U(\mu)/\partial \mu_j^2} \right)$$  \hspace{1cm} (4.12)
In the first step the \( \mu \)-values are updated according to the comparison between the images \( B_j \) and \( T_j \). The second step minimizes the potential function after each iteration. In the experimental studies the total variation was used. Figure 4.7 shows a comparison between an attenuation map reconstructed without noise regularization and the same attenuation map, reconstructed with regularization.

### 4.2.5 \( \mu \)-value scaling

The correction methods described above only correct the data for randoms, count rate related issues, noise and scattered transmission events. When transmission and emission data are acquired simultaneously, some true and scattered emission events will contaminate the transmission data. So far, no method was presented to compensate for these effects. If inaccurate attenuation coefficients are obtained and predefined information about their value is available, a histogram matching method can be used to scale the \( \mu \)-values. The method starts with building a training set containing attenuation maps of subjects similar to the subject being studied. For each subject two attenuation maps are determined: an uncorrected TX-based attenuation map and an accurate attenuation map (\( \mu \)-map) derived from CT-data or other transmission-based methods. Subsequently, a histogram of the attenuation coefficients in both TX-maps and \( \mu \)-maps is determined. The relevant tissue types appear as peaks in the histograms. Hence, a peak detection algorithm can be used to determine the attenuation coefficients of all relative tissues in each attenuation map. Additionally, the standard
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<table>
<thead>
<tr>
<th>Phantom</th>
<th>Tissues</th>
<th>Scanner</th>
<th>PET</th>
<th>CT/MRI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water cylinder</td>
<td>Water</td>
<td>Gemini, TX</td>
<td>TX</td>
<td>CT</td>
</tr>
<tr>
<td>Anisotropic torso*</td>
<td>Spine, lung, soft tissue</td>
<td>Gemini, TEX</td>
<td>TX,</td>
<td>CT</td>
</tr>
<tr>
<td>The Alderson phantom*</td>
<td>Ribs, spine, lungs, soft tissue</td>
<td>Gemini, TEX</td>
<td>TX</td>
<td>CT</td>
</tr>
<tr>
<td>Pig head</td>
<td>Bone, air, soft tissue</td>
<td>Gemini, TX</td>
<td>TX</td>
<td>CT</td>
</tr>
<tr>
<td>Human thorax I</td>
<td>Femur bone, lung, soft tissue</td>
<td>Gemini, TEX</td>
<td>TEX,</td>
<td>CT, EX</td>
</tr>
<tr>
<td>Human thorax II</td>
<td>Spine, lung, soft tissue</td>
<td>Ingenuity, EX</td>
<td>TEX,</td>
<td>CT, EX</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Discovery, EX</td>
<td>MRI</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Overview of phantom studies acquired on the Gemini TF PET/CT scanner and the Ingenuity TF PET/MRI scanner. The type of PET scanning (transmission only TX, simultaneous transmission/emission TEX or emission only EX) is also shown. Additionally, we indicate whether CT or MRI data of the phantom was available.

* tissues are simulated using synthetic materials with similar density properties as the human equivalent.

Deviation of each tissue is also derived. For this purpose a Gaussian fitting method can be used. Next, the peak values and standard deviations are averaged over all patients for both TX-maps and $\mu$-maps. Given the mean attenuation coefficients and their standard deviation, Gaussian mixture models define the distribution of the attenuation coefficients. Finally, the cumulative distribution functions $CDF_{TX}$ and $CDF_{\mu}$ of these models are calculated. The non-linear rescaling function is then defined by

$$\mu'_{TX} = f(\mu_{TX}) = CDF_{CT}^{-1}(CDF_{TX}(\mu_{TX}))$$  \hspace{1cm} (4.13)
4.3 Data acquisition

4.3.1 Phantom studies

Because the proposed method will eventually be used in a clinical setting, the phantoms we have chosen represent different parts of the human body. Consequently, the results obtained will give an indication on how the transmission-based method will perform on patient data. An overview of the experiments is shown in table 4.1. In total 6 phantom studies were done. In the first three studies, phantoms made from synthetic materials were used. Water and plastics are typically used to mimic soft tissue such as skin or muscle while a mixture of water with styrofoam beads can be used to mimic lung tissue. Mostly, these materials have realistic properties comparable to human tissue for transmission imaging. If realistic values are required on MR images as well, this is far more difficult. For such applications, using biological tissue is an option. In the last three experiments listed in table 4.1 tissues recovered from a pig and cow were used. Because biological tissues exhibit realistic values on PET, CT and MRI, the performance of MR and TX-based AC methods can then be compared with a standard CT-based AC method. A major drawback of these phantoms is that they are more difficult to reproduce than synthetic phantoms.

The first 5 datasets were acquired on the sequential Gemini TF PET/CT system (Philips Healthcare, Cleveland, OH, USA) available at UCL (Université Catholique de Louvain), in Brussels. A detailed description of the PET scanner can be found in the previous chapter. The CT system is a Brilliance CT 16-slice scanner (Philips Healthcare). The last dataset was acquired on the Ingenuity TF PET/MRI system (Philips Healthcare) installed at Mount Sinai Hospital, New York, USA. The system combines the Gemini TF PET scanner with the imaging capabilities of a 3.0 T Achieva MRI scanner in a sequential setup. To avoid MRI interference with the PET system and vice versa, the PET and MRI scanners are located at opposite ends of the table, rotating the patient between the two scanners. The experiments on the PET/CT system allows comparison between the transmission based method and CT-based attenuation correction, while a comparison with MR-based techniques can be evaluated on the the PET/MR system. Additionally, a PET/CT scan of the last phantom was acquired on the Discovery PET/CT (GE Medical Systems, Little Chalfont, Buckinghamshire, UK), also available at Mount Sinai Hospital.
4.3.2 Annulus-shaped transmission source.

The annulus-shaped transmission source, used to acquire the transmission data, was constructed using a polymethyl methacrylate (PMMA) hollow cylinder and an air-tube. The cylinder was fabricated by Vaskon (Oudenaarde, Belgium), acts as a support and has an inner diameter of 60 cm and thickness of 0.5 cm. The tube is 103.7 m long and is wrapped around the surface of the cylinder (figure 4.8). The tube has an inner diameter of 4 mm and an outer diameter of 6 mm. The total volume of the source is 1.3L. In order to fill the tube, one end is put in a beaker of $^{18}$F-FDG solution while creating negative pressure at the other side using a syringe. This filling process takes 5 minutes. In our experiments, the transmission source activity ranges from 18 to 74 MBq at the time of acquisition.

4.4 Stand-alone transmission scanning

4.4.1 Cylindrical water phantom and MRI coil imaging

The transmission-based technique was first validated with stand-alone transmission experiments on the Gemini TF PET/CT scanner. Two experiments
were performed. In the first study a cylindrical phantom was used. The cylinder has a diameter of 20 cm and was filled with water which has an attenuation coefficient of $0.097 \text{ cm}^{-1}$ at 511 keV. No activity was injected in the phantom, hence, cross-contamination of transmission and emission data is not present. Because the transmission-based technique is intended to be used for TOF PET/MRI systems we also illustrate the feasibility of imaging MR-coils in a second study.

### 4.4.2 Data acquisition

An overview of the acquired PET data is shown in table 4.2. The PET protocol included a 5 minutes blank scan followed by a 5 minute TX scan of the 20-cm cylinder. The annulus-shaped source was injected with 110 MBq of $^{18}$F-FDG 80 minutes prior to the start of the PET acquisition. No activity was injected in the cylinder. Finally, a 5 minutes TX-scan of an MR-head coil was acquired.

<table>
<thead>
<tr>
<th>Scan type</th>
<th>Phantom</th>
<th>Annulus source</th>
<th>Activity in phantom</th>
</tr>
</thead>
<tbody>
<tr>
<td>BX</td>
<td>-</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td>TX</td>
<td>20-cm cylinder</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>TX</td>
<td>MR head coil</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

**Table 4.2:** Overview of the PET acquisition of the initial experiments on the Gemini TF PET/CT system.

<table>
<thead>
<tr>
<th>Scatter correction</th>
<th>$\mu$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TX</td>
<td>0.00855</td>
</tr>
<tr>
<td>TX</td>
<td>Energy-based</td>
</tr>
<tr>
<td>TX</td>
<td>SSS</td>
</tr>
</tbody>
</table>

**Table 4.3:** Reconstructed attenuation coefficients (mm$^{-1}$) of water for cylindrical water phantom.
4.4.3 Results

4.4.3.1 Cylindrical water phantom

For the first study, 3 attenuation maps were reconstructed. During the first reconstruction no scatter correction was applied. In the second reconstruction, scattered events were suppressed using the energy-based method while in the third reconstruction the TX-based SSS method was used. All attenuation maps were reconstructed on a $176 \times 176 \times 40$ matrix with a 4-mm isotropic voxel dimension and randoms were compensated using the delayed window method. To ensure consistency between the BX and TX scan, a count rate correction value of 0.95 was derived for $\tau_2 = 28.5$ cm. No iterative noise regularization was applied, but the images were smoothed with a Gaussian filter after reconstruction. A central transverse and coronal slice of the reconstructed attenuation map with SSS-based scatter correction is shown in figure 4.9. Table 4.3 summarizes the reconstructed attenuation coefficients for water. Results show how accurate attenuation coefficients are obtained for both scatter compensation methods. A relative error of 11.8% was obtained when no scatter correction was applied. By using the energy-based method, the relative error decreased to 3.5%. More accurate results are obtained when scatter is estimated using the SSS method (0.6% error).
4.4.3.2 MR coil imaging

One of the difficulties in attenuation correction for PET-MR is that the MR coils should also be included in the attenuation map. In MR-based attenuation correction this is difficult, as MR coils are usually designed to be invisible on MRI. Although templates can be used to solve this issue, this is complicated when working with flexible coils. TX-based methods are able to visualize any object inside the FOV. Figure 4.10 shows an attenuation map of an MR coil used for brain imaging. The map was reconstructed on a 176 x 176 x 44 reconstruction matrix. An isotropic voxel size of 4 mm was used. All parts of the MR coil are visible. However, small structures are blurred because of the limited spatial resolution.

4.5 Simultaneous transmission/emission imaging

Because positron emitters are used as a transmission source, and the data are acquired in coincidence mode, the transmission and emission data can be acquired at the same time. In the previous chapter we discussed how the transmission data can be extracted by using the TOF information available for each event. In this section we present a simultaneous transmission/emission study with an anthropomorphic torso phantom.
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Figure 4.11: An anthropomorphic torso phantom containing lung and liver compartments and a cardiac and spine insert.

4.5.1 Anthropomorphic torso phantom

The anthropomorphic torso phantom consists of two chambers that are shaped to mimic the lungs, a liver compartment which can be filled separately and a spine insert (see figure 4.11). Optionally, a cardiac insert can be included. The lung-chambers are filled with a mixture of styrofoam beads and water to emulate lung tissue. The container itself has a shape similar to a human torso and can easily be filled with water. In our experiments, water containing $^{18}$F-FDG was only added to the container and the cardiac insert. We evaluated the TX-based method with a stand-alone transmission scan as well as a simultaneous transmission/emission scan. For the TEX-scan, the container was filled with approximately 74 MBq of $^{18}$F-FDG prior to scanning. The TX-based method was compared to a conventional CT-based attenuation correction method.

<table>
<thead>
<tr>
<th>Scan type</th>
<th>Annulus</th>
<th>Phantom</th>
<th>Activity in phantom</th>
</tr>
</thead>
<tbody>
<tr>
<td>BX</td>
<td>Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TX</td>
<td>Yes</td>
<td>Torso</td>
<td>No</td>
</tr>
<tr>
<td>TEX</td>
<td>Yes</td>
<td>Torso</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 4.4: Overview of PET acquisition on the Gemini TF PET/CT system using the anthropomorphic torso phantom.
4.5.1.1 Data acquisition and image reconstruction

An overview of the PET acquisitions is shown in table 4.4. The annulus source was placed inside the FOV and a blank reference scan of 5 minutes was acquired. Subsequently the torso phantom was placed on the table and a PET/CT scan was acquired. The transmission scan had a duration of 5 minutes. Finally, we inserted approximately 74 MBq of $^{18}$F-FDG in the phantom and the PET/CT scan was repeated. The annulus shaped transmission source remained in the FOV during both PET/CT acquisitions. The CT data was acquired with following parameters: 120 kVp, 81 mAs, 5 mm slice thickness, 0.853 pixels per mm transverse resolution, and a 512 x 512 x 36 reconstruction matrix.

4.5.1.2 Results

Reconstructed attenuation maps

From both the TX and TEX-scan three attenuation maps were reconstructed. During the first reconstruction no scatter correction was applied. In the second reconstruction the influence of the scattered transmission events was reduced with the energy-based method. Finally, in the third reconstruction, the fraction of scattered transmission events was estimated with the SSS method. $\tau_1$ was set to 28.5 cm in the reconstruction derived from the TEX-scan. The count rate correction factors were 0.94 and 0.83 for the TX and TEX-based reconstructions respectively. Subsequently, CT-based attenuation maps were derived from the two CT data sets. For this purpose bilinear scaling was used (see next chapter). All attenuation maps were reconstructed on a 176 x 176 x 40 matrix with a 4-mm isotropic voxel dimension.

Figure 4.12 shows a central transverse slice of the reconstructed attenuation maps of the anthropomorphic torso phantom. The reconstructed attenuation coefficients for VOIs defined in the lungs, soft tissue and bone are shown in table 4.5. Figure 4.13 and 4.14 show the percentage difference of the reconstructed attenuation coefficients compared to the values obtained from the CT-based attenuation map.

Reconstructed PET images

The TEX data was reconstructed on a 144 x 144 x 40 matrix with 4 mm isotropic voxel size. Three PET images were derived. In the first reconstruction no attenuation correction was implemented. In the second and
Figure 4.12: Left to right: central transverse slice of the TX-based (a,c,e) and TEX-based (b,d,f) attenuation maps. Top to bottom: reconstructed attenuation maps without scatter correction (a,b), energy-based scatter compensation (c,d) and SSS-based scatter correction (e,f).
### Table 4.5: Reconstructed attenuation coefficients (mm\(^{-1}\)) of lung, soft-tissue and bone in the anthropomorphic torso phantom. The scatter correction method applied is also shown.

<table>
<thead>
<tr>
<th>Scan type</th>
<th>Scatter correction</th>
<th>Lung</th>
<th>Soft tissue</th>
<th>Bone</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT</td>
<td>-</td>
<td>0.00343</td>
<td>0.00963</td>
<td>0.0147</td>
</tr>
<tr>
<td>TX</td>
<td>-</td>
<td>0.00308</td>
<td>0.00833</td>
<td>0.0124</td>
</tr>
<tr>
<td>TX</td>
<td>Energy-based</td>
<td>0.00284</td>
<td>0.00890</td>
<td>0.0148</td>
</tr>
<tr>
<td>TX</td>
<td>SSS</td>
<td>0.00334</td>
<td>0.00944</td>
<td>0.0146</td>
</tr>
<tr>
<td>TEx</td>
<td>-</td>
<td>0.00287</td>
<td>0.00715</td>
<td>0.0120</td>
</tr>
<tr>
<td>TEx</td>
<td>Energy-based</td>
<td>0.00286</td>
<td>0.00727</td>
<td>0.0121</td>
</tr>
<tr>
<td>TEx</td>
<td>SSS</td>
<td>0.00356</td>
<td>0.00900</td>
<td>0.0146</td>
</tr>
</tbody>
</table>

**Figure 4.13:** Relative percent difference of reconstructed TX-based attenuation maps (see table 4.5) compared to the CT-based attenuation map.
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Figure 4.14: Relative percent difference of reconstructed TEX-based attenuation maps (see table 4.5) compared to the CT-based attenuation map.

third reconstruction, attenuation corrections were done using the CT-based and the scatter corrected (using SSS) TEX-based attenuation map respectively. Figure 4.15 shows transverse central slices of the reconstructed PET images as well as the error image illustrating the relative difference between the CT-AC and TEX-AC PET images.

Figure 4.15: Left to right: central transverse slice of the non attenuation corrected PET image (a), the TEX-based AC PET image (b), the CT-based AC PET image (c) and the difference image between the CT-AC and the TEX-ac PET images (d).
4.6 Bone imaging

In order to derive accurate attenuation correction, imaging of bone structures is mandatory. In this section we will investigate how well the transmission-based technique is able to distinguish bone structures from surrounding tissue in the head and upper torso region. For this purpose two phantom studies were done.

4.6.1 Pig head phantom

In this study we investigated the feasibility to image the head of a pig with short transmission scans in coincidence mode. The head is a rigid structure containing soft-tissue, bone structures (skull, facial bone) and air (nasal cavity, sinuses). The pig head was obtained from a local slaughterhouse and stored in a freezer in between experiments to prevent decomposition.

4.6.1.1 Data acquisition

The annulus-shaped transmission source was positioned in the center of the FOV of the PET scanner and a 15 min blank reference scan was acquired. Subsequently the pig head was placed on the patient table and a CT-scan was acquired followed by a TX scan. There was no activity in the pig head. The acquisition time of the transmission scan was 5 minutes, in the same range as the acquisition time of one bed position in a clinical PET brain protocol.

4.6.1.2 Results

Two TX-based attenuation maps were derived, one without scatter correction and one where scattered events were estimated using the Single Scatter Simulation method. The attenuation maps were reconstructed using the iterative gradient ascent algorithm described in the previous chapter. Random coincidences were corrected using the delayed window method and a count rate correction value $\beta_{2}$ of 0.78 was derived. All attenuation maps were reconstructed on a $176 \times 176 \times 40$ reconstruction matrix with a 4-mm isotropic voxel dimension and noise was regulated with total variation minimization. Figure 4.16 shows central transverse and sagittal slices of the reconstruction transmission-based attenuation map as well as the attenuation map obtained from the CT data. Air cavities and bone structure are clearly visible. For each relevant tissue VOIs of 4 cm$^3$ were defined: 5 in
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Figure 4.16: Central transverse and sagittal slices of the TX-based (left) and CT-based (right) attenuation map of the pig phantom.

soft tissue, 5 in bone and 2 in the air cavities (see figure 4.17). The mean reconstructed attenuation coefficient for the CT-based, TX-based and scatter corrected TX-based attenuation maps are depicted in table 4.6. A large overestimation in the air cavities was obtained in both TX-based attenuation maps. A significant improvement was observed in bone and soft tissue when scattered transmission events were compensated.

4.6.2 Alderson torso phantom

The previous torso phantom showed how lung, soft-tissue and bone can be distinguished on a TX-based attenuation map. By compensating for scatter, accurate attenuation coefficients comparable to CT-based values

<table>
<thead>
<tr>
<th>Method</th>
<th>Scatter correction</th>
<th>Air</th>
<th>Soft tissue</th>
<th>Bone</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT-based</td>
<td>-</td>
<td>0.0025</td>
<td>0.0095</td>
<td>0.0126</td>
</tr>
<tr>
<td>TX-based</td>
<td>No</td>
<td>0.0066</td>
<td>0.0089</td>
<td>0.0104</td>
</tr>
<tr>
<td>TX-based</td>
<td>SSS</td>
<td>0.0066</td>
<td>0.0105</td>
<td>0.0123</td>
</tr>
</tbody>
</table>

Table 4.6: Mean reconstructed attenuation coefficients (mm^{-1}) in VOIs defined in the air cavities, soft tissue and bone of the pig phantom.
are obtained. However, the phantom does not contain great detail and the spine insert is relatively large compared to the human spine. Therefore, in this section a more complex phantom is used, the Alderson torso phantom (see figure 4.18). This allows us to evaluate to what extent small bone structures such as the ribs are detectable on the reconstructed attenuation maps using a transmission-based technique.

4.6.2.1 Data acquisition

The Alderson torso experiment was conducted at the same time of the pig head acquisitions. The same 15 minute blank scan was used for the reconstruction of the attenuation map. The transmission data was acquired with a 5 minute TX-scan. No activity was injected in the phantom. Hence all acquired data was used to reconstruct the attenuation map. Additionally, a CT image of the torso was acquired with the following parameters: 120 kVp, 81 mAs, 5 mm slice thickness, 0.853 pixels per mm transverse resolution, and a 512 x 512 x 36 reconstruction matrix.
4.6.2.2 Results

Two attenuation maps were derived. The first map was reconstructed from the TX-scan and corrected for scatter using the SSS method. The second attenuation map was obtained from the CT data using bilinear scaling. All reconstructions were done using a matrix of $176 \times 176 \times 40$ with an isotropic voxel size of 4 mm. Figure 4.19 shows central coronal and sagittal slices of the reconstructed CT-based and TX-based attenuation maps. The humerus is visible on Figure 4.19 and figure 4.20 indicates an increased attenuation coefficient close to the spine and the sternum. In order to evaluate the accuracy of the reconstructed attenuation coefficients in different tissues we defined 2D isocontours on the CT-image for the bone: 2 in the humerus, 5 in the ribs, 1 in the spine and 1 in the sternum. Additionally, 3 VOIs of $27 \, cm^3$ were defined in soft tissue and 3 VOIs of $8 \, cm^3$ in the lungs. The relative difference of the reconstructed attenuation coefficients compared to the CT-based attenuation coefficients are shown in figure 4.21.

4.7 Thoracic imaging

PET imaging of the thorax is commonly used in cardiology and oncology. In this section we will give an overview of the phantoms we used to mimic human thoracic imaging. For the purpose of attenuation correction, the
most important tissue types are: the lungs, bone and soft tissue. All three tissue types are included in each phantom.

### 4.7.1 Thorax phantom I

So far we have validated our transmission based technique on torso phantoms composed out of synthetic materials. These materials possess density properties similar to human tissue which allows comparing CT-based and TX-based reconstruction methods in thoracic imaging. Parallel to our research, much work is also done to investigate the feasibility of obtaining the

![Profile in a slice of the TX-based and CT-based attenuation map showing an increased \( \mu \)-value close to the ribs and sternum.](image)

**Figure 4.20:** Profile in a slice of the TX-based and CT-based attenuation map showing an increased \( \mu \)-value close to the ribs and sternum.
Figure 4.21: Relative difference of the reconstructed TX-based attenuation map compared to the CT-based attenuation maps in VOIs defined in the humerus, rib, spine, sternum, soft tissue and lung tissue.

Figure 4.22: A thorax phantom contains one lobe of a pig lung and a bovine bone.
attenuation maps from the MRI images. As discussed in the introduction, MR-based attenuation correction has some drawbacks. The most important issue is related to the fact the some tissues such as lung and bone show very low signal intensity in conventional MRI. Because it is very hard to find synthetic materials that mimic the behavior of protons in tissue with special relaxation properties while preserving similar electron densities to the human equivalent tissue, we designed a torso phantom containing real tissue from animals. As real tissue is used, it inherently mimics the MR as well as the density properties of the different tissue types. A Jaszczak cylindrical phantom was chosen as a container to position an inflated lobe of a pig lung and a part of a bovine femur bone (see figure 4.22). The PMMA cylinder has a diameter of 22 cm and height of 20 cm. The lung was obtained from a female pig which was sacrificed after cardiac surgery experiment. Because of the negative pressure within the chest cavity, the lung remained open inside the body. Once it was exposed to atmospheric pressure the lung collapsed and had to be reinflated. For this purpose a cannula was inserted into the main bronchus, fixed air-tight and the lobe was inflated using a ventilator available in the lab. The bone was obtained from a local slaughter house. It has a thick cortical layer (∼1cm) and a center filled yellow bone marrow, which has similar density properties to adipose tissue. Because of its shape, the bone could be used to mimic the spine, which is the most important bone structure in thoracic imaging. To allow long term storage of the biological tissue, both the femur bone and the inflated lung were submersed in a 4% formaldehyde solution.

4.7.1.1 Data acquisition and processing

The Jaszczak container was filled with water containing $^{18}$F-FDG and two hot spheres with a 8:1 foreground to background activity ratio were inserted. A cold sphere was also inserted. The total activity in the phantom was approximately 74 MBq. First a blank reference scan was acquired. Then a simultaneous transmission/emission scan of the torso phantom was acquired. Finally the transmission source was removed and an emission scan of the torso phantom was acquired. All scans had a duration of 5 minutes. An overview is shown in table 4.7 and 4.8. Additionally, a CT image was acquired with the following parameters: 120 kVp, 81 mAs, 5 mm slice thickness, 0.853 pixels per mm transverse resolution, and a $512 \times 512 \times 36$ reconstruction matrix.
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<table>
<thead>
<tr>
<th>Scan type</th>
<th>Annulus</th>
<th>Phantom</th>
<th>Activity in phantom</th>
</tr>
</thead>
<tbody>
<tr>
<td>BX</td>
<td>Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TEX</td>
<td>Yes</td>
<td>Cylinder</td>
<td>Yes</td>
</tr>
<tr>
<td>EX</td>
<td>No</td>
<td>Cylinder</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 4.7: Overview of measurements on the Gemini TF PET/CT.

4.7.1.2 Results

Reconstructed attenuation maps
An attenuation map was reconstructed from the blank scan and transmission scan. $t_1$ was set to 28.5 cm and a count rate correction factor for $t_2 = 30$ cm of 0.77 was derived. No scatter correction was applied. A transverse and sagittal slice of the reconstructed attenuation map of the human thorax phantom is depicted in figure 4.23. An underestimation of the attenuation coefficients was noticed in areas of high PET uptake such as in the hot lesions (see figure 4.24). Table 4.9 shows the mean reconstructed attenuation coefficients in VOIs defined in the lungs, soft tissue and bone. The attenuation coefficients derived from the CT-image are also shown.

Reconstructed PET image
Emission data set EX and TEX were reconstructed using 50 iterations of the ML-EM algorithm. Attenuation correction was done using a CT-based attenuation map for the first reconstruction (EX) and the TX-based attenuation map for the reconstruction of the TEX-data. The reconstructed PET images were evaluated by calculating Contrast Recovery Coefficients (CRC) of the two hot spheres versus background intensity. When using the CT-based attenuation map CRCs of 94% and 85% were found. For the TX-based reconstruction CRCs of 73% and 62% were obtained. Additionally, we noticed a higher uptake in the lungs and a lower uptake in soft tissue. This results reflects the underestimation of the soft tissue attenuation.

<table>
<thead>
<tr>
<th>Scan type</th>
<th>Total activity (MBq)</th>
<th>Prompts (Mcts)</th>
<th>Delays (Mcts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BX</td>
<td>75</td>
<td>245.3</td>
<td>67.5</td>
</tr>
<tr>
<td>TEX</td>
<td>125</td>
<td>254.4</td>
<td>84.3</td>
</tr>
<tr>
<td>EX</td>
<td>71</td>
<td>110.3</td>
<td>18.5</td>
</tr>
</tbody>
</table>

Table 4.8: Overview of the total counts and total activity of the acquisitions listed in table 4.7
Figure 4.23: Transverse and sagittal slice of the reconstructed CT-based (a) and TEX-based (b) attenuation map.

Figure 4.24: Transverse slice of the reconstructed TEX-based (a) and CT-based (b) attenuation map. The underestimated attenuation coefficients in the hot lesions are indicated in red.

<table>
<thead>
<tr>
<th></th>
<th>Lung</th>
<th>Water</th>
<th>Bone</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT-based</td>
<td>0.00142</td>
<td>0.00953</td>
<td>0.0172</td>
</tr>
<tr>
<td>TEX-based</td>
<td>0.00202</td>
<td>0.00711</td>
<td>0.0121</td>
</tr>
</tbody>
</table>

Table 4.9: Mean reconstructed attenuation coefficients (mm$^{-1}$) for VOIs defined in the pig lungs, bovine bone and water container.
Figure 4.25: Transverse slice of the reconstructed PET image with CT-based (a) and TEX-based (b) attenuation correction respectively. Compared to the CT-based AC PET image, a higher uptake in the lungs and a lower uptake in the soft tissue was noticed.

tion coefficients and the overestimation of the lung attenuation coefficient. A transverse slice of the reconstructed emission is depicted in figure 4.25.

4.7.2 Thorax phantom II

In the previous thorax study one lobe of pig lung and a bovine femur bone were inserted in a cylindrical phantom with an diameter of 20 cm. Three concerns have led to the creation of a second, more realistic phantom. First,
only one lobe of a pig lung was used. However, the MR-based segmentation method installed on the Ingenuity scanners uses predefined information about the anatomy of the human body, i.e. that it contains two separate lungs, in order to segment lung tissue. Because we are interested in comparing our method with the MR-based method, we inflated a new pair of lungs obtained from a piglet who was sacrificed after surgery. The lungs were inflated, sealed air-tight and submersed in formaldehyde to preserve the biological tissue. Figure 4.26 shows the inflated pig lungs and a top view of the phantom. Secondly, the bovine femur bone has a thick cortical layer with a relatively high attenuation coefficient compared to a human spine. More realism was added by including the spine of the pig instead of the bovine bone. The spine was also submersed in formaldehyde and inserted in a cylindrical container together with the lungs. Finally, to increase the lateral outside dimension two bottles of water were added to mimic the arms of the patient.

4.7.2.1 Data acquisition

Similar to the previous phantom we acquired a blank, a simultaneous transmission/emission scan and a stand-alone emission scan. For this purpose the phantom was filled with 74 MBq of $^{18}$F-FDG prior to the transmission scanning. A similar amount of activity was inserted in the transmission source. The PET/MRI protocol included a conventional T1-weighted MRI acquisition for the purpose of attenuation correction. The MR image was reconstruction on a $320 \times 320 \times 56$ matrix with voxel dimension $1.88 \times 1.88 \times 6.00 \text{ mm}^3$. Additionally, a PET/CT-image of the thorax phantom was acquired on the Discovery PET/CT (Ge Medical Systems). The CT was acquired with the following parameters: 140 kVp, transverse resolution of 1.463 pixels per mm, slice thickness of 6 mm and a $878 \times 878 \times 56$ reconstruction matrix.

4.7.2.2 Results

Reconstructed attenuation maps

Figure 4.27 shows a profile of the TEX and the EX scan. The images were obtained by calculating the annihilations points from the TOF information. In total three attenuation maps were derived: a CT-based map using bilinear scaling, an MR-based map derived from the software available on the Ingenuity TF PET/MR system and TEX-based attenuation map.
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Figure 4.27: Profile of the TEX and EX scan. For each event the location of the annihilations was estimated using the TOF information.

derived from the TEX scan. During the last reconstruction scatter transmission events were compensated using the SSS method. All attenuation maps were reconstructed on a 176 x 176 x 40 matrix with a 4-mm isotropic voxel dimension. Unfortunately, the MR-based reconstruction failed to segment the lungs. Figure 4.28 shows a central slice of three reconstructed attenuation maps: a CT-based attenuation map, a TEX-based attenuation map without scatter compensation and the MR-based contour map without lung segmentation. The reconstructed attenuation coefficients of the three important tissue types are depicted in table 4.10.

**Reconstructed PET images**

<table>
<thead>
<tr>
<th></th>
<th>Lungs</th>
<th>Soft tissue</th>
<th>Spine</th>
<th>Arms</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT-based</td>
<td>0.0052</td>
<td>0.0097</td>
<td>0.0111</td>
<td>0.0097</td>
</tr>
<tr>
<td>MR-based</td>
<td>0.0022</td>
<td>0.0097</td>
<td>0.0097</td>
<td>0.0097</td>
</tr>
<tr>
<td>TX-based</td>
<td>0.0056</td>
<td>0.0070</td>
<td>0.0105</td>
<td>0.0090</td>
</tr>
</tbody>
</table>

Table 4.10: Reconstructed attenuation coefficients (mm$^{-1}$) of water for cylindrical water phantom.
In total four PET images were derived (see table 4.11). The first and the second PET images were derived from the TEX and the EX scan respectively. Both reconstructions were performed with our in house software using the TEX-based attenuation map for attenuation correction. The third and the fourth PET image was obtained from the Ingenuity TF PET/MRI and the Discovery PET/CT respectively. A central transverse slice of PET images TEX\textsubscript{TX}, EX\textsubscript{MR} and EX\textsubscript{CT} is shown in Figure 4.29. Subsequently, we calculated the contrast recovery of the PET image intensity values in the lungs and bone compared to soft tissue for one slice of images EX\textsubscript{TX}, EX\textsubscript{MR} and EX\textsubscript{CT}. For this purpose the following CRCs was used:
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<table>
<thead>
<tr>
<th>PET image</th>
<th>System</th>
<th>PET reconstruction</th>
<th>Attenuation map</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEX\textsubscript{TX}</td>
<td>Ingenuity</td>
<td>In house</td>
<td>TEX</td>
</tr>
<tr>
<td>EX\textsubscript{TX}</td>
<td>Ingenuity</td>
<td>In house</td>
<td>TEX</td>
</tr>
<tr>
<td>EX\textsubscript{MR}</td>
<td>Ingenuity</td>
<td>Manufacturer</td>
<td>MR</td>
</tr>
<tr>
<td>EX\textsubscript{CT}</td>
<td>Discovery</td>
<td>Manufacturer</td>
<td>CT</td>
</tr>
</tbody>
</table>

Table 4.11: Overview of reconstructed PET images. For the first two reconstructions our in house reconstruction software was used. The last two PET images were obtained from the Ingenuity PET/MRI scanner and the Discovery PET/CT.

\[ \text{CRC}_x^{\text{tissue}} = \frac{1 - \frac{\lambda_{\text{tissue}}^{\text{CT}}}{\lambda_{\text{soft}}^{\text{CT}}}}{1 - \frac{\lambda_{\text{tissue}}^{\text{X}}}{\lambda_{\text{soft}}^{\text{X}}}} \] (4.14)

The contrast recovery coefficients (see figure 4.30) CRC\textsubscript{bone}\textsubscript{TEX} and CRC\textsubscript{bone}\textsubscript{MR} were obtained by comparing PET images EX\textsubscript{TX} and EX\textsubscript{CT} and the CRC\textsubscript{bone}\textsubscript{MR} and CRC\textsubscript{bone}\textsubscript{TEX} were derived from a comparison between the EX\textsubscript{MR} and the EX\textsubscript{CT} images. Although better contrast recovery is obtained with the MR-based AC, the CRC\textsubscript{bone}\textsubscript{MR} and CRC\textsubscript{bone}\textsubscript{TEX} values differ by 22%. For the TEX-based AC PET images, this difference (CRC\textsubscript{bone}\textsubscript{TEX} – CRC\textsubscript{bone}\textsubscript{TEX}) is 7%. This can be explained by the fact that the MR-based method misclassified bone and lung tissue as soft tissue. It is also important to mention that no scatter correction was applied during the reconstruction of the PET images with the in-house software.

Figure 4.29: Transverse slice of the reconstructed PET images from the PET/CT scan (EX\textsubscript{CT}) (a), the Ingenuity PET/MRI with MR-based attenuation correction (EX\textsubscript{MR}) (b) and the TEX-based attenuation corrected PET image (TEX\textsubscript{TX}) (c).
Figure 4.30: Contrast recovery of PET image intensity compared to the PET images derived from the PET/CT scan.

4.8 Discussion and conclusion

In this chapter, we have presented six phantom studies to illustrate the feasibility of reconstructing the attenuation map with a transmission-based technique in a clinical TOF PET system. Four major conclusions can be drawn from the results presented in this chapter. First, in order to obtain accurate attenuation coefficients at 511 keV, the transmission data needs to be corrected for image degrading effects such as random coincidences, noise, count rate related issues and scattered coincidences. In all phantom studies, random coincidences were compensated using the delayed window method. This was done by subtracting the delayed channel from the prompt channel during reconstruction. The influence of noise was regulated by decreasing the total variation after each iteration in the gradient ascent algorithm. Additionally, the count rate performance mismatch between the blank and transmission scan was compensated by estimating a global correction factor $\beta_{\gamma_2}$. Finally, we also introduced two methods to compensate for scattered transmission events: an energy-based scaling method and the TX-based Single Scatter Simulation (SSS) method. In all phantom studies, the SSS method yielded the best results. We illustrated this finding with the results obtained from the TX-scan of the anthropomorphic torso. When scattered transmission events were compensated using the energy-based method a quantification error of $-7.55\%$ for the attenuation coefficient of soft tissue was obtained while an error of only $-1.88\%$ was obtained when the SSS
method was applied.

Secondly, when the transmission data and emission data are acquired simultaneously, a TOF-based extraction method is applied to extract the transmission events. Because of the limited TOF resolution, true and scattered emission data might still contaminate the extracted transmission data, especially when the activity inside the transmission source is low compared to the activity injected in the phantom. This could lead to an underestimation of attenuation coefficients in areas of high emission uptake. This was illustrated with the two thorax studies. An underestimation of the soft tissue attenuation coefficient was obtained in the hot lesions of the thorax I phantom. In the second thorax study a significant difference of the soft tissue attenuation coefficient was obtained in the center hot water cylinder compared to the cold water bottles. The influence of the emission data can be decreased by increasing the activity inside the transmission source at a cost of additional radiation dose to the patient, or by increasing threshold value $\tau_1$ at the cost of more noise in the reconstructed attenuation map.

Thirdly, during a PET scan, any object inside the FOV will cause attenuation of the gamma rays. When combining PET with MRI, conventional MR-imaging will generally not be able to visualize MR-coils or the patient table. Hence, most MR-based attenuation correction techniques use templates derived from CT or transmission images. In the initial phantom studies we have demonstrated that the MRI-coils and the patient table can easily be reconstructed and visualized in the attenuation map obtained from the TX data.

Finally, to achieve absolute PET quantification, correcting for the attenuation of gamma rays in bone tissue is mandatory. The phantom studies illustrate how the TX-based method is able to visualize large bone structures such as the jaws of the pig, the humerus in the Alderson torso phantom, the spine insert in the anthropomorphic torso phantom and the bovine femur bone. However, smaller bone structures or spongious bone tissue characterized by a smaller attenuation coefficient are more difficult to distinguish from the surrounding tissue. Typically, a mixture of tissue attenuation coefficients is found. In the pig head study, the attenuation coefficients in the air cavities are more than doubled compared to the CT-based attenuation coefficients. This can be explained by the presence of the nasal and ethmoid bones close to the nasal cavities. Additionally, in the Alderson torso phantom, the ribs and the spine are almost not visible in the reconstructed images. In these tissues a mixture of soft tissue attenuation and bone attenuation was obtained. Similar for the humerus, a lower attenua-
the TX-based method performs well in distinguishing large structures from
surrounding tissue but the performance in detecting smaller bone structures
within the body is limited. Improvement can be made by increasing the
activity inside the transmission source or prolonging the acquisition times.

In conclusion, the phantom studies have allowed us to validate the
transmission-based attenuation correction technique in an experimental en-
vironment. When the TX data is corrected for random and scattered trans-
mission events and count rate related issues, stand-alone transmission scan-
ing yielded acceptable accuracy of the attenuation coefficients at 511 keV
in thoracic and head imaging. Additionally, we have illustrated how simulta-
neous transmission/emission scanning is feasible with state-of-the art TOF
PET systems. These results show that the presence of the emission data
significantly influences the accuracy of the reconstructed attenuation map
in areas of high emission uptake. In these situations, $\mu$-value scaling might
be the method of choice to improve PET quantification.

4.9 Original contributions

The first experiments and the pig head study were presented at the SNM
conference in 2010 [153]. In the same year, the Single Scatter Simulation
method was first illustrated with the NCAT simulation study at the
PET/MR workshop at the MIC conference [162]. One year later, the first
thorax study was presented at the same conference. Other studies such as
the torso phantom studies and the TF PET/MRI thorax study have not
been published. The energy-based scatter correction and $\mu$-value scaling
technique were introduced in a patient study accepted for publication in
JNM [163] (see next chapter). The modification of the SSS algorithm to
include the TOF-based extraction was implemented in the final year of this
PhD project. Some phantom studies were redone to include this scatter
correction technique.
Chapter 5

Clinical imaging experiments

5.1 Introduction

In the previous chapter we demonstrated the transmission-based attenuation correction technique with six phantom studies on the Gemini TF PET/CT and the Ingenuity TF PET/MRI system. In this chapter we will investigate whether our attenuation correction method can be used in patient studies acquired on a TOF PET/MRI scanner. The Ingenuity TF PET/MRI is currently the only FDA-approved system that is equipped with TOF PET detectors. Eventually, this system will evolve into clinical practice for the diagnosis and follow up of various diseases. In clinical applications, PET quantification is very important. Hence the attenuation correction technique must fulfill some requirements. Although most of these requirements were discussed in the previous chapters, we will give a summary in this introduction. First, the reconstructed attenuation maps should be free of artifacts. Three major sources of artifacts are noticed in the attenuation maps derived with methods that exist today: artifacts caused by segmentation errors and noise [164], truncation artifacts caused by a limited FOV and artifacts that arise because of characteristics of the materials inside the FOV (metal implants in CT, magnet susceptibility in MRI). Second, the use of predefined knowledge about the anatomy of the patient or the attenuation coefficients of tissues should be limited. In literature, a high inter- and intra-patient variability of attenuation coefficients of lung tissue is reported [165]. Assigning predefined attenuation coefficients in these tissues is not advisable. Additionally, atlas-based methods might fail when the patient exhibits severely damaged organs or anatomical abnormalities. Thirdly, the method should be able to visualize any object inside the FOV.
MRI protocols require the use of MRI coils which are inside the FOV of the PET scanner. These materials significantly attenuate gamma radiation and should be considered when correcting for attenuation. Additionally, the patient bed should be included in the reconstructed attenuation map. Although when working with MR-based methods, templates can be used for the patient table and fixed coils, special care is needed when working with flexible coils. Finally, because in clinical practice, standard protocols are used and acquisition times are often limited, a robust technique which does not require additional acquisition time from the PET or MRI scanner and which can be fully automated is preferred to maintain a high throughput.

The TEX-based attenuation correction method, described in the previous chapters, attempts to derive the attenuation map with a transmission scan by inserting an annulus shaped positron emitting source inside the FOV of the PET scanner. The method fulfills most of the requirements described above. The FOV is typically much larger than the FOV used in a CT or MRI scan and any object inside can be visualized. Additionally, the method does not depend on any CT or MRI atlases, nor does it require additional acquisition time from the MRI or the PET system. However, some issues remain. Deriving accurate attenuation coefficients is a challenging task, because of the presence of random and scattered coincidences and count rate issues related to the PET system. The reader is referred to the previous chapters on how these image degrading effects were corrected. In this chapter, the attenuation correction method was applied to patient data. As PET/MRI systems will probably be used in clinic for neurology, cardiology and oncology, we investigated how well our method would perform in brain and thoracic imaging. The clinical study involved 6 patients, one brain study and 5 studies of the head/neck and torso region. The goal of this work is to compare our TEX-based method with the MR-based method currently available on the sequential TF PET/MRI and the gold standard CT-based attenuation correction.

5.2 Materials and methods

First we give an overview of the TOF-PET/MRI and CT acquisition protocols used in the brain and thoracic study. Second, we describe how the TEX-, MR- and CT-based attenuation maps were obtained. Finally, we present how the reconstructed PET images were evaluated. If needed, a distinction is made between the brain and the thoracic study.
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5.2.1 PET/MRI and CT Acquisition protocols

All PET and MRI data were acquired with the Ingenuity sequential TOF PET/MRI scanner (Philips Healthcare, Cleveland, OH, USA) installed at Mount Sinai Hospital in New York. The system combines state-of-the-art TOF PET technology (500-600 ps TOF resolution) with the imaging capabilities of a clinical 3.0T MRI system. The CT data was acquired on the Philips Brilliance iCT (Philips Healthcare, Cleveland, OH) which is installed in the room next to the PET/MRI site. All acquisition protocols were approved by the Icahn School of Medicine at Mount Sinai institutional review board (IRB) and all subjects signed written informed consent.

5.2.1.1 Brain imaging

In the first patient study, the accuracy of the attenuation correction method in human brain imaging was examined with a TOF-PET/MRI and CT study. An overview of the complete workflow is given in figure 5.1. First a CT image of the head and torso was acquired. The CT was acquired with a tube voltage and current of respectively 120 kVp and 78 mAs. The CT image was reconstructed on a 512 x 512 x 62 matrix with a 0.6 x 0.6 x 5

![Figure 5.1: Acquisition and image-processing workflow of brain study. From left to right: PET/MRI and CT acquisition and co-registration, derivation of the CT-based and TEX-based attenuation maps and reconstruction of the PET images using the CT-based and TEX-based attenuation map for attenuation correction.](image-url)
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<table>
<thead>
<tr>
<th>Patient</th>
<th>Weight (kg)</th>
<th>Activity (MBq)</th>
<th>Bed positions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>96</td>
<td>200</td>
<td>2 (head)</td>
</tr>
<tr>
<td>2</td>
<td>92</td>
<td>363</td>
<td>3 (neck, torso)</td>
</tr>
<tr>
<td>3</td>
<td>129.3</td>
<td>407</td>
<td>3 (neck, torso)</td>
</tr>
<tr>
<td>4</td>
<td>73.5</td>
<td>498</td>
<td>3 (neck, torso)</td>
</tr>
<tr>
<td>5</td>
<td>65</td>
<td>364</td>
<td>2 (torso)</td>
</tr>
<tr>
<td>6</td>
<td>84</td>
<td>555</td>
<td>2 (neck, upper torso)</td>
</tr>
</tbody>
</table>

Table 5.1: Patient weight (kg), injected activity (MBq) 80-90 minutes prior to PET/MRI acquisition and acquired bed positions during PET/MRI acquisition.

mm$^3$ voxel size. Next, the patient was asked to take place on the table of the TOF-PET/MRI system. First, a T1-weighted MRI was acquired and reconstructed on a $320 \times 320 \times 92$ matrix with $1.88 \times 1.88 \times 6$ mm$^3$ voxel dimensions. The MR image was later used to co-register the PET/MRI and CT data. Unfortunately, the MR-based attenuation map was unavailable. On the PET side, two scans were acquired: a blank reference scan (BX-scan) and a simultaneous transmission/emission scan (TEX-scan). During both scans the annulus shaped source was inserted into the FOV. All scans had a duration of 3 minutes. The patient was injected with 200 MBq of $^{18}$F-FDG, 90 minutes prior to the TEX-scan (see table 5.1). No stand-alone emission scan was acquired.

5.2.1.2 Body imaging

Five patients with risk factors for development of atherosclerotic plaques in the aorta (chest/whole body scans) and carotid (head/neck scans) were investigated with the sequential TOF PET/MRI system. An overview of the complete workflow per patient is given in figure 5.2. Each patient was examined with the same PET/MRI and CT protocols. The MRI acquisition protocol included a conventional T1-weighted image with a FOV of 57cm for the purpose of attenuation correction [166]. The MR image was reconstructed to a $320 \times 320 \times 90$ voxel matrix, with $1.88 \times 1.88 \times 6.00$ mm$^3$ voxel dimensions. The PET protocol included three types of scans: a BX-scan, a TEX-scan and an EX-scan. First an annulus shaped source was placed inside the FOV of the PET scanner and a 5 minute blank scan was acquired. Then the patient was asked to take place on the table and
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was moved inside the PET scanner followed by a simultaneous transmission/emission scan of 5 minutes per bed position. Finally the transmission source was removed and the previous PET scan was repeated measuring only emission data. Each patient received an $^{18}$F-FDG injection of 370 to 550 MBq 80-90 minutes prior to scanning. An overview of the acquired bed positions and injected activity of all patients is given in table 5.1. Additionally, for each patient, a CT was acquired on the Philips Brilliance iCT using the following parameters: 140 kVp, 79 mAs, 0.9-mm slice thickness, in-plane resolution of 0.45 mm and a reconstructed FOV of 40 cm.

5.2.2 PET/MRI and CT co-registration

The co-registration of the CT images with the PET/MRI images was performed automatically using rigid registration in the Philips DICOM viewer.
For this purpose normalized mutual information was used. Manual fine adjustments were performed by visual inspection using the patient spine as an anatomical landmark, as it is least susceptible to breathing artifacts. Visual inspection was performed to check for gross misalignments in lungs, heart, rib cage, and head/neck anatomical structures. We found the spatial error to be less than 4mm, which is acceptable considering the resolution of the PET scanner.

5.2.3 Derivation of the attenuation maps

In this section we will describe how the attenuation maps are derived. All attenuation maps were resampled to a 176 x 176 x 40 voxel matrix, with a 4-mm isotropic voxel dimension, the same matrix as we used for the reconstruction of the PET images. For the brain study, only a TEX-based and a CT-based attenuation map was derived. For the neck and torso studies, attenuation maps were derived from all three modalities.

5.2.3.1 CT-based attenuation map

CT-images are related to electron density and can therefore easily be converted into an attenuation map at 511 keV. In this work, CT-based $\mu$-values were obtained from the CT Hounsfield Units (HU) using a bilinear scaling function as reported in [167]. In both the brain and whole body experiments, the CT-based attenuation map was used as a reference for comparison with the MR and/or TEX-based attenuation maps. For Hounsfield Units ($HU$) lower than or equal to 0 the following scaling was applied:

$$\mu = \mu_{H2O} \cdot \frac{HU + 1000}{1000}$$  \hspace{1cm} (5.1)

For $HU > 0$:

$$\mu = \mu_{H2O} + (HU) \cdot \frac{\mu_{CT}^{H2O}}{1000} \cdot \frac{(\mu_{bone} - \mu_{H2O})}{(\mu_{CT}^{bone} - \mu_{CT}^{H2O})}$$  \hspace{1cm} (5.2)

with

$$\mu_{H2O} = 0.096 \text{ cm}^{-1}, \quad \mu_{bone} = 0.172 \text{ cm}^{-1}$$

$$\mu_{CT}^{H2O} = 0.184 \text{ cm}^{-1}, \quad \mu_{CT}^{bone} = 0.428 \text{ cm}^{-1}$$
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5.2.3.2 MR-based attenuation map

The whole body MR-based attenuation map was obtained using the software available on the scanner [129, 168, 169]. The process consists of MR acquisition, segmentation, μ-value assignment and inclusion of the patient bed and fixed RF coils using templates.

MR images suitable for deriving the attenuation map are acquired with a 3D multi-station spoiled gradient echo sequence with a flip angle of 10 degrees, TE 2.3 ms, TR 4ms, 53 cm transverse FOV with a 3D slab thickness of 60 mm, voxel size 3x3x6 mm\(^3\), and 6 mm overlap between adjacent stations.

The segmentation algorithm attempts to distinguish air and 2 types of tissue: lung tissue and soft tissue. Special care is taken when segmenting the lungs: a deformable shape model was derived from manual segmentation of 20 high-resolution CT datasets [169]. The algorithm works in two phases: first the patients contour and orientation is derived. In the second phase intensity-based region growing is used in combination with the deformable shape model to segment the lungs. This avoids ‘leakage’ of lung segmentation into the stomach and bowel. Although MRI data was acquired for the brain study, no MR-based attenuation map was available.

5.2.3.3 Transmission-based attenuation map

Given a BX and TEX-scan, the attenuation map can be reconstructed. The transmission data is extracted from the TEX dataset using the TOF information. After extraction, the estimated TX data is used to reconstruct the attenuation map using an list-mode based iterative gradient ascent algorithm derived from eq. 4.4:

\[
\mu_j^{k+1} = \mu_j^k + \alpha \left( 1 - \frac{\sum_{e \in TX} c_{ij} w_e SC(e_1, e_2)}{\beta_{\tau_2} \sum_{e \in BX} c_{ij} w_e a_k^i SC(e_1, e_2)} \right)
\]

with

\( e = \text{list-mode event index} \)
\( i_e = \text{LOR or crystal pair index of list-mode event e} \)
$SC_e(\epsilon_1, \epsilon_2) = \text{energy-based scaling factor to suppress scattered events}$

$c_{ej} = \text{probability that an event } e \text{ generated in voxel } j \text{ is detected along LOR } i_e$

$w_e = -1 \text{ if event } e \text{ is marked as a delayed event and 1 otherwise}$

Because of the limited TOF resolution of the PET scanner ($\approx 600$ ps), the measured source position $(x_s, y_s, z_s)$ might fall outside the cylinder radius $\tau_1$, hence, not all transmission data will be separated from the emission data. Secondly, emission events originated at locations close to the radius $\tau_1$ could be misclassified. In chapter 3 we evaluated these classification errors using the Transmission Rejection Rate (TRR) and the Emission Contamination Rate (ECR):

$$TRR = \frac{\#\text{rejected true transmission events}}{\#\text{total true transmission events}}$$

$$ECR = \frac{\#\text{misclassified emission events}}{\#\text{extracted transmission events}}$$

Here, the exact amount of true transmission events and true emission events are unknown. Therefore the blank scan and the stand alone emission scans are used in stead:

$$TRR = \frac{\#\text{rejected BX events}}{\#\text{BX events}}$$

$$ECR = \frac{\#\text{misclassified EX events}}{\#\text{extracted TX events}}$$

For this purpose, the TOF separation method is applied on the BX, EX and TEX data. Although, a different definition for TRR than the theoretical TRR defined in chapter 3 is used, the metric still gives an idea of the amount of transmission data that will be rejected in the TEX scan.

$\mu$-value scaling

Although PET image degrading effects caused by scatter can be reduced using the energy based corrections described above, the method does not yield exact absolute values for the attenuation coefficients at 511 keV because of the limited energy resolution. More accurate values were obtained by scaling the attenuation coefficients in the TEX-maps. For the brain study, the attenuation coefficient of water (0.097 cm$^{-1}$) was used as a reference for soft tissue. For this purpose the mean attenuation coefficient for soft
brain tissue was derived from the histogram of the TEX-based attenuation coefficients. A linear scaling was applied:

\[ \mu = \mu_{\text{H}_2\text{O}} \cdot \frac{\mu^*}{\mu_{\text{soft}}} \]  

(5.4)

Where * indicates the unscaled attenuation coefficients.

For the thoracic study, a histogram matching technique, using all 5 patients was used. The method is described in the previous chapter. Mean CT and TEX-based \( \mu \)-values as well as the intra-patient variability for lung and soft-tissue were derived from the histograms of the attenuation maps of all five patients using a peak detection algorithm. Given the peak values for both tissues in each patient, the standard deviation is derived by locally fitting a Gaussian distribution to the histograms. Subsequently, the peak values and standard deviations are averaged over all patients. A histogram model was defined for each modality as the sum of two Gaussian distributions. As the number of lung and soft-tissue voxels is unknown, the mixture weights of the two Gaussians were set to 0.5. Finally, the cumulative distribution functions \( \text{CDF}_{\text{TX}} \) and \( \text{CDF}_{\text{CT}} \) were calculated from the two mixture models. The TEX-based \( \mu \)-values were rescaled as follows (see figure 5.3):

\[ \mu_{\text{TEX}} = f(\mu_{\text{TEX}}) = \text{CDF}_{\text{CT}}^{-1}(\text{CDF}_{\text{TX}}(\mu_{\text{TEX}})) \]  

(5.5)

5.2.3.4 Truncated TEX/MR-based attenuation map

The discrepancy between the field of view (FOV) of the PET/MRI and CT scanner may influence the reconstructed PET images [170, 171]. To allow quantitative comparison with the CT-based attenuation map, truncated attenuation maps were derived from the TEX- and MR-maps. All voxels outside of the FOV of the CT scanner in both TEX- and MR-based attenuation maps were set to zero. Additionally we decided to remove the patient bed from these attenuation maps as the CT was acquired on a different bed. For the remainder of this work we will refer to these truncated maps as the TEX\(_{\text{tr}}\) and the MR\(_{\text{tr}}\)-map. An overview of reconstructed attenuation maps is given in table 5.2.
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5.2.4 Reconstruction of the PET images

All PET images were reconstructed using 50 to 100 iterations of the standard ML-EM algorithm. Attenuation correction was applied in the forward projection. Random coincidences were estimated using the delayed window method with standard settings of the scanner. Scatter correction was not implemented. The PET images were reconstructed using a 176 x 176 x 40 voxel matrix with a 4 mm-section isotropic voxel.

<table>
<thead>
<tr>
<th>Attenuation map</th>
<th>FOV</th>
<th>Patient bed</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT</td>
<td>CT</td>
<td>No</td>
</tr>
<tr>
<td>TEX</td>
<td>PET</td>
<td>Yes</td>
</tr>
<tr>
<td>TEX_{tr}</td>
<td>CT</td>
<td>No</td>
</tr>
<tr>
<td>MR</td>
<td>MR</td>
<td>Yes</td>
</tr>
<tr>
<td>MR_{tr}</td>
<td>CT</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 5.2: TEX- MR- and CT-based reconstructed attenuation maps.
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5.2.4.1 Brain study

In the brain study, the emission data obtained from the TEX scan was reconstructed using three different maps: a wide FOV TEX-based attenuation map, a CT-based attenuation map and a rescaled truncated TEX-based attenuation map (TEX$_{tr}$-map). No stand-alone emission data was acquired.

5.2.4.2 Thoracic study

For each patient in the thoracic study, the PET data of the stand-alone emission scans were reconstructed using the 5 different $\mu$-maps listed in table 5.2. Additionally, the PET data obtained from the simultaneous TEX scan was reconstructed with the TEX-maps derived from the same dataset.

5.2.4.3 Evaluation of the images

In order to evaluate the effect of the different attenuation maps on the reconstructed PET images, the PET images were compared using a similarity measure. For this purpose the normalized root mean square deviation (NRMSD) was chosen because this metric requires the two images to have intensity values of the same range:

$$NRMSD(x, y) = \frac{1}{R_{xy}} \sqrt{\sum_{i=1}^{N} (x_i - y_i)^2}$$

(5.6)

with

$$R_{xy} = \sqrt{N} \cdot (\max(x, y) - \min(x, y))$$

(5.7)

The similarity is then given by:

$$SIM(x, y) = 1 - NRMSD(x, y)$$

(5.8)

Additionally, a quantitative evaluation was performed for both the brain and thoracic study. For the brain study, VOIs of variable size were defined in the frontal lobe, occipital lobe, white matter, the thalamus and the cerebellum. The relative error of the TEX$_{tr}$-based AC PET images with the CT-based AC PET images was measured. A comparison between the thoracic MR$_{tr}$, TEX$_{tr}$ and CT-based attenuation
corrected PET images is reported by measuring the mean percentage difference in reconstructed PET FDG-uptake in three relevant tissue types (lungs, bone and soft-tissue). For this purpose 20 Volumes-Of-Interest (VOIs) of 8 cm$^3$ were defined in each region. Special care was taken in selecting the VOIs in order to avoid co-registration errors caused by the misalignment of the PET/MRI and CT data.

5.3 Results

5.3.1 Brain imaging

5.3.1.1 PET/MRI and CT co-registration

A central sagittal and coronal slice of the co-registered brain CT and MRI images is shown in figure 5.4. During the CT protocol, the head of the patient was positioned in a different way than during the PET/MRI acquisition. Hence, part of the head was truncated in the CT image.

5.3.1.2 Extraction of transmission data

For each event in the TEX-scan, the estimated annihilation point was derived from the TOF information and reconstructed on a 250 x 250 x 50 matrix with a 4-mm isotropic voxel dimension. A central transverse slice is
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Figure 5.5: Transverse slice of the estimated annihilation points derived from the TOF information (a). Source positions above the threshold value $r_1 = 22$ cm are indicated in green, the source positions that fall within a cylinder of radius $r_1 = 22$ cm are indicated in red. The back-projection of the extracted transmission events is also shown (b).

shown in figure 5.5a. Visual inspection shows that for the brain, the transmission and emission data can easily be separated. In this study a threshold value $r_1 = 22$ cm was used and an TRR of 6.92% was obtained. Because we did not acquire a standalone EX-scan, the ECR could not be estimated. 5.5b shows a central transverse slice of the back-projected image obtained from the extracted transmission data.

5.3.1.3 Reconstructed attenuation map

Figure 5.6 shows central slices of the reconstructed CT- and TEX-based attenuation maps of the brain. Table 5.3 summarizes the reconstructed attenuation coefficients for different tissues inside the brain. In this table, the unscaled $\text{TEX}_{tr}$ map without scatter compensation, the unscaled $\text{TEX}_{tr}$ map with scatter compensation and the scaled $\text{TEX}_{tr}$ map with scatter compensation are compared to the attenuation map derived from the bilinear scaling of the CT-map for soft tissue and bone. For this purpose, soft tissue and bone regions were defined from the segmented CT image using a thresholding technique.
Figure 5.6: Visual comparison of the TEX-based (right) and CT-based (left) attenuation map of the brain. Central transverse (a,b), coronal (c,d) and sagittal slices (e,f) are shown.

<table>
<thead>
<tr>
<th>$\mu$-values (mm$^{-1}$)</th>
<th>White/grey matter</th>
<th>Skull</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT</td>
<td>0.0099</td>
<td>0.0116</td>
</tr>
<tr>
<td>TEX$^{**}_{tr}$</td>
<td>0.0077</td>
<td>0.0085</td>
</tr>
<tr>
<td>TEX$^{*}_{tr}$</td>
<td>0.0081</td>
<td>0.0091</td>
</tr>
<tr>
<td>TEX$^{tr}$</td>
<td>0.0093</td>
<td>0.0103</td>
</tr>
</tbody>
</table>

Table 5.3: Mean reconstructed $\mu$-values (mm$^{-1}$) in VOIs defined in white/grey matter, bone structures and air cavities. (***) indicates that the attenuation map was neither scaled nor compensated for scatter. For The TEX$^{*}_{tr}$ scatter compensation was implemented. For the TEX$^{tr}$-map both $\mu$-value scaling and scatter compensation were applied.
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Figure 5.7: From left to right: transverse slice of the CT-based (a), TEX_{tr}-based (b) and non attenuation corrected (c) PET image of the brain. For the CT-based and TEX_{tr}-based AC PET images, the same thresholds for the color scaling were used. For the non attenuation corrected image the upper threshold was 4 times lower.

5.3.1.4 Reconstructed PET image

Figure 5.7 shows a transverse slice of the CT-based, TEX_{tr}-based and non-attenuation corrected PET image. A central coronal and sagittal slice of the PET/MRI image reconstructed with the non-truncated TEX-map for attenuation correction is shown in figure 5.8. A similarity above 99% was obtained for both the TEX_{tr}^{\star}-based and TEX_{tr}-based AC PET images. A more detailed quantitative analysis is depicted in figure 5.9, where the relative error of the TEX_{tr}^{\star\star}-based, TEX_{tr}^{\star}-based and TEX_{tr}-based AC PET images compared with the CT-based AC PET image is shown.

5.3.2 Body imaging

5.3.2.1 PET/MRI and CT co-registration

Figure 5.10 shows a central transverse and coronal slice of the co-registered CT and MRI images of a thoracic study (patient 6).

5.3.2.2 Extraction of transmission data

Figure 5.11 shows a transverse slice of the estimated annihilation points derived from the TOF information. The threshold value \( \tau_1 \) was set to 28.5 cm and covers a FOV marked in red. Annihilations points that occurred in the green area, were classified as transmission data. Additionally, for each
Figure 5.8: Coronal (a) and sagittal (b) slice of the fused PETMRI image using the non-truncated TEX-based attenuation map for attenuation correction.

Figure 5.9: Relative comparison between the TEX-AC and CT-AC PET images for different VOIs in the brain. The unscaled \(\text{TEX}_t^*\) map, unscaled, scatter compensated \(\text{TEX}_t\) map and scaled \(\text{TEX}_t\) map were evaluated.
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Figure 5.10: Central transverse (a,b) and coronal slice (c,d) of the co-registered CT (left) and MRI (right) image of the torso of the 6th patient.

Patient the TRR and ECR were measured. An overview is given in table 5.4.

<table>
<thead>
<tr>
<th>Patient</th>
<th>TRR (%)</th>
<th>ECR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.70</td>
<td>0.23</td>
</tr>
<tr>
<td>2</td>
<td>9.20</td>
<td>0.58</td>
</tr>
<tr>
<td>3</td>
<td>9.26</td>
<td>0.31</td>
</tr>
<tr>
<td>4</td>
<td>9.25</td>
<td>0.44</td>
</tr>
<tr>
<td>5</td>
<td>9.25</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Table 5.4: Transmission rejection rate (%) and emission contamination rate (%) for 5 patients. Rates are averaged over all bed positions.
Figure 5.11: Transverse slice of the estimated annihilation points derived from the TOF information. The head (a) and torso (b) region are shown. The threshold value $\tau_1$ is also indicated.

5.3.2.3 Reconstructed attenuation maps

The mean $\mu$-values as well as the mean intra-patient variation for lung and soft-tissue used in the Gaussian mixture models are listed in table 5.5. The effect of the scaling method is illustrated in figure 5.12, where the histograms of the unscaled (TEX$^*$) and the scaled TEX-based attenuation maps of one patient are shown.

Joint histograms were derived by voxelwise comparison between the TEX$_{tr}$- and CT-map (figure 5.13c) and between the MR$_{tr}$ and the CT-

<table>
<thead>
<tr>
<th>Modality</th>
<th>Lung Mean</th>
<th>Lung Std</th>
<th>Soft-tissue Mean</th>
<th>Soft-tissue Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT</td>
<td>0.0018</td>
<td>0.00052</td>
<td>0.0098</td>
<td>0.00023</td>
</tr>
<tr>
<td>TEX$^*$</td>
<td>0.0036</td>
<td>0.00051</td>
<td>0.0083</td>
<td>0.00043</td>
</tr>
<tr>
<td>TEX</td>
<td>0.0019</td>
<td>0.00044</td>
<td>0.0098</td>
<td>0.00024</td>
</tr>
<tr>
<td>MR</td>
<td>0.0022</td>
<td>-</td>
<td>0.0096</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.5: Mean and mean standard deviation of reconstructed $\mu$-values (mm$^{-1}$) in lung and soft-tissue for CT, unscaled and scaled TEX-based attenuation map for all patients. Predefined $\mu$-values assigned in the MR-based method are also shown.
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Figure 5.12: Unscaled and scaled TEX-based attenuation map and $\mu$-value distribution using histogram matching with predefined distributions for lung and soft-tissue $\mu$-values in both TEX and CT-based attenuation maps for one patient.

map (figure 5.13d) for all patients combined. Figure 5.13a and 5.13b show the histograms of the reconstructed TEX$_{tr}$ and MR$_{tr}$-maps, respectively. In the joint histograms, as well as in the histograms, voxels in which the CT-based attenuation coefficient was less than $(0.5 \times 10^{-4}$ mm$^{-1}$) were excluded. Finally, figure 5.14 shows a central slice of the TEX- and MR-based attenuation maps of 3 different patients.

5.3.2.4 Reconstructed PET images

An overview of the similarity between different PET images using the CT and truncated TEX or MR-based attenuation maps is listed in table 5.6. Table 5.6 also shows the similarity between the non-truncated TEX and MR-based AC PET images. Additionally, for both TEX and MRI, the similarity between the PET images reconstructed with the truncated and non-truncated attenuation maps is shown.

Next we evaluated the similarity between the CT-based attenuation corrected (AC) PET image and the PET images reconstructed using the TEX$_{tr}$ and MR$_{tr}$-maps for attenuation correction. The scatter plots in figure 5.15a-5.15e give an indication of the correlation between the reconstructed CT-based AC emission values and the TEX$_{tr}$ or MR$_{tr}$-based AC emission values.
Figure 5.13: Histograms (a,b) and joint histograms (c,d) of the CT- vs TEX<sub>tr</sub>-map (a,c) and CT- vs MR<sub>tr</sub>-map (b,d). The joint histograms and histograms were obtained from all patient data combined.

Figure 5.15f depicts the mean percentage difference of the TEX<sub>tr</sub> and MR<sub>tr</sub>-based AC PET image compared to the CT-based AC PET image in VOIs in lung, soft tissue and bone.

5.4 Discussion

5.4.1 Brain imaging

Results show that the annulus-shaped transmission source can be used to obtain an attenuation map of the brain with acceptable accuracy. The method clearly distinguishes bone, air and soft tissue. Additionally, MR brain coils can be visualized and hence, the PET image can be corrected for coils attenuating the gamma radiation. Although scatter compensation
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Figure 5.14: Visual comparison of the TEX-based (left) and MR-based (right) attenuation maps of 3 patients. (a) Central sagittal slice from the lower head/jaw, showing better recovery of the jaw and skull with the TEX-based method. (b) Coronal slice of the torso only shows part of the humerus in the TEX-based attenuation map while the MR-based attenuation map clearly shows truncation artifacts in the arms. (c) Transverse slice of torso indicating segmentation error in the lungs and right humerus with the MR-based method.

and $\mu$-value scaling significantly improve the accuracy of the attenuation coefficients, absolute quantification was not obtained. For brain imaging, the accuracy is dominated by the presence of the skull. An underestimation of the attenuation coefficient was noticed in bone tissue. As a consequence, a PET quantification error between 10 and 15% was obtained for different regions inside the brain. Although CT-based attenuation correction was used as a gold standard in this work, it is not clear if the bilinear scaling causes an overestimation of CT-based attenuation coefficient of bone.

Because brain imaging typically requires a smaller FOV, the threshold value $\tau_1$ can be lowered significantly allowing more transmission data to be extracted. A TRR of 6.9% was obtained for $\tau_1 = 22$ cm. The TRR would increase to 9.92% if $\tau_1$ was set to 28.5 cm, the threshold used for the thoracic study.
Figure 5.15: Scatter plot of the CT-based attenuation corrected (AC) PET image vs TEX_{tr}-based AC and MR_{tr}-based AC PET image for patient 2-6 (a-e). Absolute mean percentage difference of reconstructed emission values of the TEX_{tr} and MR_{tr}-based AC PET image compared to the CT-based AC map (f).
<table>
<thead>
<tr>
<th>PET image x</th>
<th>PET image y</th>
<th>SIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEX\textsubscript{tr}-based AC</td>
<td>CT-based AC</td>
<td>93.01</td>
</tr>
<tr>
<td>MR\textsubscript{tr}-based AC</td>
<td>CT-based AC</td>
<td>90.43</td>
</tr>
<tr>
<td>TEX\textsubscript{tr}-based AC</td>
<td>MR\textsubscript{tr}-based AC</td>
<td>92.23</td>
</tr>
<tr>
<td>TEX-based AC</td>
<td>MR-based AC</td>
<td>82.86</td>
</tr>
<tr>
<td>TEX-based AC</td>
<td>TEX\textsubscript{tr}-based AC</td>
<td>78.78</td>
</tr>
<tr>
<td>MR-based AC</td>
<td>MR\textsubscript{tr}-based AC</td>
<td>87.13</td>
</tr>
</tbody>
</table>

**Table 5.6:** First three rows: mean normalized similarity (%) between reconstructed PET images of 5 patients using 3 different truncated attenuation maps (CT-map, TEX\textsubscript{tr}-map, MR\textsubscript{tr}-map). Last three rows: mean normalized similarity (%) between TEX- and MR-based AC PET images and similarity between PET images reconstructed using the non-truncated (TEX-map, MR-map) and truncated (TEX\textsubscript{tr}-map, MR\textsubscript{tr}-map) attenuation maps. Similarities were measured over all patient data combined.

**Figure 5.16:** Central coronal (a,b) and sagittal slice (c,d) of the reconstruction emission data from TEX scan using TEX-based attenuation correction (a,c), from EX scan using MR-based attenuation correction (b,d).
5.4.2 Body imaging

The results presented above demonstrate that the proposed method can be used to derive attenuation coefficients at 511 keV in thoracic imaging. The similarity measurements listed in Table 5.6 and the mean percentage differences depicted in Figure 5.15f indicate that the TEX_{tr}-based AC outperforms the MR_{tr}-based AC compared to CT, for all tissue-types. In bone tissue 18.7% less error is reported when using TEX_{tr}-based AC compared to MR_{tr}-based AC, while 6.2% and 2.4% less error is obtained in soft-tissue and the lung, respectively (see Figure 5.15f). The absolute percentage difference between the TEX_{tr}- and CT-based AC PET images in regions of normal tracer update are in the same range of the errors reported in [139].

Figure 5.14c illustrates severe segmentation errors of lung-tissue in the areas close to the heart as well as a misclassification of the right humerus in the MR-based attenuation map of patient 4. Segmentation errors decrease correlation of the reconstructed emission value to the CT-based AC emission values as depicted in the scatter plots (see Figures 5.15a-e). These errors do not occur with the TEX-based technique. Additionally, bone structures such as the skull, humerus and jawbone can be discriminated on the TEX-based attenuation maps (see Figure 5.14).

The presence of MR coils during a PET acquisition can cause significant quantification errors. Although attenuation coefficients of fixed coils can be included in the attenuation map using a template derived from a transmission or CT scan, difficulties remain when working with flexible coils. The transmission based technique described in this work can measure the attenuation coefficients for any object inside the FOV, even flexible coils. This also applies to metallic implants, which can cause streak artifacts in CT-based attenuation maps.

In clinical practice, patients usually extend beyond the FOV of the MRI scanner causing truncation artifacts in the MR-based attenuation map (see Figure 5.14b) and an underestimation of the reconstructed PET uptake. This causes significant image bias near the arms. The transmission based technique does not have these issues. As shown in Table 5.6 the high error between the TEX and TEX_{tr} indicates the significant effect of truncation of the FOV on the reconstructed PET images. Additionally, as the FOV of the CT acquisitions is smaller than the FOV of the MRI, a significant error is reported between MR_{tr}- and MR-based AC PET images.

Table 5.5 shows an underestimation of the attenuation coefficient of soft tissue and an overestimation for lung tissue for the TEX-based attenuation
correction compared to the predefined values used for the MR-based attenuation correction as well as the mean $\mu$-values in the bilinearly scaled CT-based attenuation maps. An underestimation is probably caused by scatter and misclassified emission data contaminating the extracted transmission data. It is not clear at this point which effect causes an overestimation of the attenuation coefficient of lung tissue. This is possibly due to inaccuracies in the global count rate correction method used in eq. 5.3. As explained in [154], the correction factor $\beta_{\text{tr}}$ is derived from the count rate on LORs which fall outside a FOV defined by the radius $r_2$. These LORs are selected because the correction method was designed to handle count rate mismatches between the transmission and blank scan. The count rates are typically higher during the simultaneous transmission and emission scan causing more dead-time effects, leading to a loss of counts relative to the blank scan. This is however a global correction technique. The count rate decreases for LORs that pass through the patient and experience high attenuation. Therefore the correction factor $\beta_{\text{tr}}$ might be overestimated on these LORs. As most of these LORs pass through the lungs, the multiplication by $\beta_{\text{tr}}$ in (5.3) could cause an overestimation of the attenuation coefficient of lung tissue.

This issue is solved by applying the scaling method (see figure 5.3), which ensures that the mean TEX-based lung and soft-tissue $\mu$-values are translated into the mean attenuation coefficients derived from the CT database composed out of 5 patients. Additionally, the scaling process reduces the noise and improves the contrast between different tissues (see figure 5.12). One of the major limitations of the scaling method is that only 5 patients were used in this study. More appropriate models could be derived using a larger database other that the 5 patients examined.

The distribution of the CT-based attenuation coefficients shown in Figures 5.13a and 5.13b clearly indicate two peaks in the soft-tissue region. Although the difference is small, classifying adipose tissue improves the accuracy of the attenuation correction [133, 172]. The distinction between fat and soft tissue is not visible in the transmission based methods (see figure 5.13a). However, the broad distribution of the TEX-based attenuation coefficients around soft tissue compensates for that.

The TRR and ECR reported in table 5.4 indicate that the amount of misclassification during the extraction of transmission data is limited. However, a slightly higher ECR value for a larger patient (patient 2) explains a local underestimation of the attenuation coefficients in regions close to the transmission source (shoulder and arms) compared to the other smaller pa-
tients. This effect will be more noticeable when the diameter of the source is reduced to fit the bore of a fully integrated PET/MRI system. These issues can be solved when more complex algorithms are used allowing the simultaneous reconstruction of emission and transmission data. Another approach is to consider alternative geometries for the transmission source such as multiple line sources (see next chapter) or partial rings.

5.5 Conclusions

In this work we have demonstrated that an annulus shaped transmission source can be used to estimate the attenuation map at 511 keV in a sequential TOF-PET/MRI system. Our results show the advantages of our method over the MRI-based two-tissue segmentation method available on the system. An average improvement in PET quantification of 6.4%, 2.4% and 18.7% was obtained in lung tissue, soft-tissue and bone tissue, respectively. Both in brain and thoracic imaging, the relative error of the transmission based technique compared to CT-based attenuation correction PET images show the highest errors in regions containing bone tissue. Hence, obtaining absolute quantification remains a challenging task.

5.6 Original contributions

The 5 thoracic studies were recently published online in the Journal of Nuclear Medicine[163]. Additionally, all patient studies, including the brain study, were presented at the PSMR conference in Elba, Italy in May 2012[173].
Chapter 6

Transmission scanning using fixed line sources

6.1 Introduction

In the previous chapters we proposed and evaluated a technique to derive the attenuation map from a PET transmission scan using an annulus shaped phantom containing a positron emitting source. Results look promising and show how simultaneous emission and transmission imaging is possible through the use of Time-Of-Flight information. Additionally, the approach is MR-compatible and could be used in future TOF PET/MRI systems, avoiding the use of the MR system to derive the attenuation map. However, difficulties arise when accurate attenuation coefficients need to be determined. Scattered events, contamination of the misclassified emission data and count rate issues compromise the quality of the PET transmission data and inaccurate attenuation coefficients are obtained. Scattered data and emission contamination cause an underestimation of the attenuation coefficients while the use of a global count rate correction factor might cause an overestimation of attenuation coefficients as explained in the discussion of the previous chapter. Complicated correction methods are needed to compensate for these errors. In this chapter we propose to limit the influence of scatter and emission contamination by replacing the annulus shaped source with a fixed number of stationary line sources. First we will give a detailed description of the technique and how the transmission data can be extracted from a simultaneously acquired transmission/emission dataset. Next we will show how the optimal configuration and number of line sources was determined using simulated data. Finally, the method is
evaluated with a simulation study close to clinical practice as well as with experimental data acquired on the LaBr₃ TOF PET scanner (LaPET) installed at the Radiology department of the University of Pennsylvania (UPENN), Philadelphia.

6.2 Materials and methods

6.2.1 Transmission source

A fixed number of stationary line sources are placed inside the FOV of the PET scanner close to the detectors. In order to acquire transmission data covering the whole axial FOV of the scanner, the length of line sources equals the axial length of the scanner. The gamma rays, originated from annihilations in the line sources will travel through the subject and hit the PET detectors. The attenuation coefficients can be determined by comparing the measured transmission data with the signal that is measured during a blank reference scan. Depending on whether the patient was scanned before or after injection the transmission scan is called a cold transmission scan (TX-scan) or a hot simultaneous transmission/emission scan (TEX-scan). The position, amount of activity and number of stationary line sources should be optimized to maximize the amount of transmission data passing through the subject. However, to limit the dose delivered to patients and to limit the count rate, the activity should not exceed what was commonly used with the annulus shaped transmission source. A possible configuration is shown in figure 6.1. As we will see later, the use of line sources improves the selection of the transmission data, hereby removing a significant fraction of scattered and/or emission data. A major difficulty with the use of stationary line sources is that not all voxels within the reconstruction matrix will be equally sampled. Insufficient sampling can lead to artifacts which requires special treatment. Later in this chapter we will see how these artifacts can be removed to ensure similar quality compared to the annulus-based technique.

6.2.2 Extraction of transmission data

Before the attenuation map can be derived, the transmission data need to be extracted from the simultaneous transmission/emission dataset. As proposed previously, TOF information can be used. However, when the transmission data is acquired with a fixed number of stationary line sources
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Figure 6.1: 12 Stationary line sources positioned inside the FOV of a PET scanner. In this situation a line source is placed in front of each detector block. The activity, location and number of line sources should be optimized to ensure accurate attenuation coefficients are obtained.

The extraction process can be improved by also ignoring all events which do not pass close to any line source (see figure 6.2). Because the length of the line sources equals the axial length of the scanner and they are parallel with

Figure 6.2: The previously defined TOF-based extraction accepts all events whose estimated annihilation point falls outside a cylinder with radius $\tau_1$ (a). LOR-based selection improves the extraction by ignoring the events marked in red (b).
the central axis, each line source can be determined by its coordinates in
the $XY$-plane. For each event $e$ the distance $d_e$ to the closest line source
$(x_s, y_s)$ is determined (see figure 6.3):

$$d_e = |r_s - r_e|,$$  \hspace{1cm} (6.1)

with

$$r_s = x_s \cos \alpha + y_s \sin \alpha$$
$$r_e = x_1 \cos \alpha + y_1 \sin \alpha$$
$$\alpha = \arctan \frac{x_2 - x_1}{y_2 - y_1}$$  \hspace{1cm} (6.2)

and $(x_1, y_1)$ and $(x_2, y_2)$ the crystal coordinates of the event in the $XY$-
plane.

An event is classified as transmission data if the distance $d_e$ is smaller
Figure 6.4: Three situations to clarify the extraction process: Event (a) is classified as transmission data because the distance $d_e$ to the closest line source is smaller than $\tau_s$ and the estimated emission point $P_s$ is close to the line source. Event (b) is rejected because $d_e$ is too large. Event (c) is rejected because no line source closer than $d_e$ is found in the direct neighborhood (cylinder with radius $\tau_s^{\text{TOF}}$) of the estimated emission point $P_e$.

Three thresholds need to be determined: $\tau_1$ for the TOF-based extraction, $\tau_s$ and $\tau_s^{\text{TOF}}$ for the LOR-based extraction of transmission data. Similar to the annulus-based method, we evaluated the classification error using the Transmission Rejection Rate and the Emission Contamination Rate. Emission events originating close to the threshold radius $\tau_1$ will only be classified as transmission if the event also passes closer than $\tau_s$ for at least one line source. $\tau_s$ should be chosen large enough to allow acceptance of
true events which suffered from parallax errors or acollinearity. However, larger values for $\tau_s$ will increase the contamination of scattered or emission events in the transmission data. $\tau_s^{\text{TOF}}$ depends on the timing resolution of the scanner and should be small enough to determine the line source in which the annihilation occurred if the LOR passes close to at least two line sources.

### 6.2.3 Derivation of the attenuation map

Similar to the case where an annulus shaped transmission source was used, the attenuation map can be derived using the gradient descent algorithm proposed in chapter 3:

$$
\mu_j^{k+1} = \mu_j^k + \alpha \left( 1 - \frac{\sum_{e \in \overline{TX}} c_{e,j} w_e}{\beta \sum_{e \in \overline{BX}} c_{e,a_i} w_e} \right)
$$

(6.4)

Where $\overline{BX}$ and $\overline{TX}$ represent the blank and transmission data extracted from the acquired PET data using both LOR and TOF-based extraction rules.

### 6.3 Simulation study

The transmission-based technique was evaluated with simulation studies in GATE and compared with the transmission-based technique using an annulus shaped source. For the PET scanner, we have chosen to use a model of the LaPET scanner installed at the radiology department at UPENN, Philadelphia. This scanner was later used to acquire experimental data for further validation. The simulations allow us to derive the optimal number of stationary line sources, their configuration and the amount of activity needed. Subsequently, the performance of the LOR and TOF-based extraction process was evaluated and compared with the annulus-based approach. Finally, the method was illustrated with a simulation study using the digital NCAT phantom. An overview of the GATE simulations can be found in table 6.1. Notice that similar simulations were performed in chapter 3 for the validation of the annulus-shaped transmission-based method.
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<table>
<thead>
<tr>
<th>Scan type</th>
<th>Transmission source</th>
<th>Phantom (type, total activity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E&lt;sub&gt;Nema&lt;/sub&gt;</td>
<td>-</td>
<td>NEMA cylinder, 50-1050 MBq</td>
</tr>
<tr>
<td>B</td>
<td>0-148 MBq</td>
<td>-</td>
</tr>
<tr>
<td>30-35 cm radius</td>
<td>6-24 line sources</td>
<td></td>
</tr>
<tr>
<td>T&lt;sub&gt;Enema&lt;/sub&gt;</td>
<td>0-74 MBq</td>
<td>NEMA cylinder, 500 MBq</td>
</tr>
<tr>
<td>30-35 cm radius</td>
<td>6-24 line sources</td>
<td></td>
</tr>
<tr>
<td>T&lt;sub&gt;ncat&lt;/sub&gt;</td>
<td>18 MBq, 35 cm radius</td>
<td>NCAT phantom, 0 MBq</td>
</tr>
<tr>
<td>6-24 line sources</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T&lt;sub&gt;ncat&lt;/sub&gt;</td>
<td>18 MBq</td>
<td>NCAT phantom, 44.5 MBq</td>
</tr>
<tr>
<td>35 cm radius</td>
<td>24 line sources</td>
<td></td>
</tr>
<tr>
<td>T&lt;sub&gt;ncat2&lt;/sub&gt;</td>
<td>18 MBq</td>
<td>NCAT phantom, 44.5 MBq</td>
</tr>
<tr>
<td>35 cm radius</td>
<td>Annulus source</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Blank scans (B<sub>x</sub>), simultaneous transmission/emission scans (TE<sub>x</sub>) and emission scans (E<sub>x</sub>) using GATE. All scans had an acquisition time of 3 minutes.

6.3.1 PET count rate performance

The LaPET scanner comprises a full ring of 24 blocks of detectors. The radius is 93.3 cm and each block contains a 27x60 array of 4x4x30 mm<sup>3</sup> LaBr<sub>3</sub> (5% Ce) crystals. To compensate for the lower stopping power compared to the Gemini TF PET scanner, the LaBr<sub>3</sub> system has a longer FOV (25 cm) and longer crystals (30 mm). The crystals are coupled via a continuous light guide to a hexagonal array of PMTs in the same way as in the Gemini TOF PET system, however high light output and fast decay allowed the use of the larger 51mm-PMTs. Studies show that with this setup a timing resolution of 313 ps FWHM and an average energy resolution at 511 keV of 5.1% FWHM can be achieved [174]. Additionally, an integration time on photon detection of 50 ns is reported [174, 175], which was modeled in GATE with a paralysable dead-time of 50 ns on the singles chain. A paralysable coincidence dead-time of 120 ns was included. GATE simulations of type E<sub>Nema</sub> were done in accordance with the NEMA NU 2-2001 standards.
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protocols [149]: A 20 x 70-cm cylindrical phantom containing a 70 cm long line source at 4.5 mm of center was modeled in GATE. Injected activities range from 50 to 1050 MBq.

6.3.2 Transmission source

The presence of the line sources inside the FOV of the PET scanner is expected to influence the count rate performance of the system. Different parameters should be determined to minimize this influence without losing sufficient transmission data. These parameters include the number of sources, their location relative to the detector, the radius at which to place the sources and the amount of activity inside the sources. The count rate performance of the system during a blank scan and simultaneous emission/transmission scans of type $TE_{Nema}$ were evaluated in function of the different design parameters. Similar to the $E_{Nema}$ simulations, a 20-cm-diameter cylindrical phantom containing an off-center line source was used.

6.3.3 NCAT phantom study

Finally, the method was validated with a simulation study using the digital NCAT phantom ($TE_{ncat}$, $TE_{ncat2}$) [2]. Thirty-two 4 mm slices of the torso were segmented into different tissue types. The phantom was filled with 6.5 MBq/kg of $^{18}$F-FDG, 60 minutes prior to scanning. Table 3.2 shows the FDG-PET uptake values (SUV) and attenuation coefficients assigned to each tissue. A central slice of the tracer distribution and attenuation map is shown in figure 6.6. The NCAT phantom has a maximum lateral outside dimension of 57 cm and weighs 10 kg.

6.4 Experimental study

Experiments were performed on the LaBr$_3$ prototype scanner. The system has excellent timing properties and is equipped with a rotation device which can be used to acquire accurate transmission maps with a rotating $^{137}$Cs source. 24 line sources were mounted on a wooden template as shown in figure 6.5. The template is then fixated to the rotating device. This allows us to change the angular position of the line source relatively to the PET detectors. The sources were positioned at a 32-cm of center radius. First a blank reference scan was acquired. For this purpose the patient bed was moved outside the FOV of the PET scanner. Subsequently, an
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6.5.1 Simulation study

6.5.1.1 PET count rate performance

Figure 6.7 summarizes the results from the count rate simulations for a 20 x 70-cm cylindrical NEMA phantom. The NEC curve shows a peak value of 83.3 kcps which occurs at an activity of 15.92 KBq/ml. No studies in literature have been found to confirm these results. However, similar performance was obtained with the Gemini TF PET system reported in chapter 3. We believe this model represents a typical clinical PET system with realistic count rate performance and can therefore be used to prove the feasibility of this transmission-based technique with simulation studies.
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Figure 6.6: Transverse slice of the NCAT attenuation (a) and emission distribution (b). 24 line sources positioned inside the FOV of a PET Scanner based on the LaBr₃ PET design (c).

6.5.1.2 Transmission source

Figure 6.8 shows the true count rate performance of the blank reference scan for different configurations. Changing the position of the line sources

![Graph showing true, scattered, and random count rate performance of GATE LaBr₃ PET model using the NEMA protocol.](image)

Figure 6.7: True, scattered and random count rate performance of GATE LaBr₃ PET model using the NEMA protocol.
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<table>
<thead>
<tr>
<th>$\mu$-map</th>
<th>Scan type</th>
<th>TX-source parameters</th>
<th>TX extraction method</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1$</td>
<td>$T_{\text{ncat}}$</td>
<td>6 line sources</td>
<td>-</td>
</tr>
<tr>
<td>$M_2$</td>
<td>$T_{\text{ncat}}$</td>
<td>12 line sources</td>
<td>-</td>
</tr>
<tr>
<td>$M_3$</td>
<td>$T_{\text{ncat}}$</td>
<td>24 line sources</td>
<td>-</td>
</tr>
<tr>
<td>$M_4$</td>
<td>$T_{E_{\text{ncat}}}$</td>
<td>Annulus source</td>
<td>TOF</td>
</tr>
<tr>
<td>$M_5$</td>
<td>$T_{E_{\text{ncat}}}$</td>
<td>24 line sources</td>
<td>TOF</td>
</tr>
<tr>
<td>$M_6$</td>
<td>$T_{E_{\text{ncat}}}$</td>
<td>24 line sources</td>
<td>TOF + LOR selection</td>
</tr>
</tbody>
</table>

Table 6.2: 6 attenuation maps reconstructed from the $T_{\text{ncat}}, T_{E_{\text{ncat}}}, T_{E_{\text{ncat}}}$ data sets.

relative to the center of the FOV, as well as the number of line sources does not have a significant influence on the amount of true coincidences acquired. However, as we describe later in this chapter, increasing the number of line sources is desirable to improve the sampling. Additionally, the position of the line sources will also influence the sampling and the accuracy of the extraction of transmission data. The influence of the presence of the line sources on the true count-rate performance during a simultaneous transmission/emission scans of type $T_{E_{\text{Nema}}}$ is shown in figure 6.9. Increasing the transmission (TX) activity in a simultaneous transmission/emission scan will influence the count rate performance of the emission. In our work the total activity was 18 MBq of FDG. The emission count rate drops to 84% of the count rate obtained without the transmission source.

6.5.1.3 NCAT phantom study

In this section we present the results obtained from a simulation study using NCAT digital phantom. First we evaluated the influence of the number of line sources on the accuracy of the reconstructed attenuation maps using only a cold transmission scan of type $T_{\text{ncat}}$. In a second part, the TOF and LOR based extraction of the transmission data was evaluated and compared with the annulus-shaped method. For this purpose simulations of type $T_{E_{\text{ncat}}}$ and $T_{E_{\text{ncat}}}$ were done. In total 6 attenuation maps were derived which are summarized in table 6.2. No noise regularization was applied.

Transmission scanning

For the first three attenuation maps, transmission scans of type $T_{\text{ncat}}$ were acquired (see table 6.2). No TX extraction method is required as only transmission data is acquired. The accuracy of the reconstructed attenua-
Figure 6.8: True count rate performance of the blank reference scan for different configurations. In the left images, the number of line sources was fixed (6 in (a), 12 in (c) and 24 in (e)) and the position of the line sources varied from 30 to 35 cm. In the right images the position of the line sources was fixed (30 cm in (b), 32.5 cm in (d) and 35 cm in (f)) and the influence of the number of line sources on the true count rate in each configuration was determined.
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Figure 6.9: True NEMA emission count rate and true transmission count rate in function of the transmission activity level during a TE\textsubscript{Nema} scan for a different number of line sources. The transmission count rate was normalized to the count rate simulated at a TX activity level of 100 MBq. The NEMA emission count rate was normalized to the count rate simulated during an E\textsubscript{Nema}-scan with an activity level of 500 MBq.

The transmission coefficients was evaluated for transmission scans with 6, 12 and 24 line sources respectively (see figure 6.10 and 6.11). For this purpose VOIs of 4 cm\textsuperscript{3} were defined for each relevant tissue type.

Simultaneous transmission and emission imaging

Simultaneous transmission and emission data was acquired using both the annulus-shaped transmission source (TE\textsubscript{ncat2}) and the line sources (TE\textsubscript{ncat}). First, we evaluated the different approaches to extract the transmission data from the dataset. Figure 6.12 shows the fraction of emission and scattered

Figure 6.10: Transverse slices of the reconstructed attenuation maps M\textsubscript{1}, M\textsubscript{2} and M\textsubscript{3}. The transmission data was acquired with a T\textsubscript{ncat} scan using 6 (a), 12 (b) and 24 (c) line sources respectively.
data falsely classified as transmission data. Both the influence of the design of the transmission source as well as the extraction process are indicated. Additionally, an ERC of 1.13% and TRR = 0.98% was obtained when only TOF information was used for the extraction of the transmission data. When LOR-based information was included, the ECR improved to 0.45% while the TRR increased to 3.61%.

Finally, three attenuation maps $M_4, M_5$ and $M_6$ were reconstructed (see table 6.2). Mean percentage differences compared to the correct attenuation coefficients were calculated and are depicted in figure 6.13. A transverse slice of attenuation maps $M_3, M_5$ and $M_6$ is shown in figure 6.14.

### 6.5.2 Experimental study

In total four attenuation maps were reconstructed from the data acquired on the LaBr$_3$ PET scanner. Table 6.3 gives an overview. In all attenuation maps noise regularization was applied. The first two maps were derived from the stand alone TX scan using respectively all data and the transmission data extracted using the LOR-based method. The third and the fourth map were derived from the simultaneous transmission and emission scan. For the third map, the transmission data was extracted using the TOF-based method. In the fourth reconstruction the transmission data was extracted...
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![Bar chart showing misclassified emission/scatter percentages for Annulus, 24 lines, 12 lines, and 6 lines in TOF-based and TOF + Spatial based methods.]

**Figure 6.12:** Percentage of emission and scattered events classified as transmission data.

![Transverse slices of the reconstructed attenuation maps M3, M5, and M6 using 24 line sources: a T_n cat scan containing only transmission data (gold standard) (a); a TEm cat scan where the TX data was extracted using only TOF information (b); TE_n cat scan where the TX data was extracted using both TOF as LOR information (c).]

**Figure 6.13:** Transverse slices of the reconstructed attenuation maps M3, M5, and M6 using 24 line sources: a T_n cat scan containing only transmission data (gold standard) (a); a TEm cat scan where the TX data was extracted using only TOF information (b); TE_n cat scan where the TX data was extracted using both TOF as LOR information (c).
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Figure 6.14: Percentage error of reconstructed attenuation coefficients compared to the real values for three tissue types.

using both TOF and LOR-based information.

### 6.5.2.1 Reconstructed attenuation maps

Central transverse slices of the reconstructed attenuation maps are shown in figure 6.15. Notice the ringing artifacts that arise in images 6.15a and 6.15c. In the simulation study, similar artifacts are noticed in figure 6.13b. Contrary to the annulus-based method, a non-uniform sampling of the FOV occurs when line sources are used. These uniformities will become visible when $\hat{t}_i$ and $\hat{b}_i$ differ more than just attenuation. Therefore, these rings disappear almost completely when the LOR-based extraction of transmission

<table>
<thead>
<tr>
<th>$\mu$-map</th>
<th>Scan type</th>
<th>TX extraction method</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_7$</td>
<td>TX</td>
<td>No extraction</td>
</tr>
<tr>
<td>$M_8$</td>
<td>TX</td>
<td>LOR-based</td>
</tr>
<tr>
<td>$M_9$</td>
<td>TEX</td>
<td>TOF-based</td>
</tr>
<tr>
<td>$M_{10}$</td>
<td>TEX</td>
<td>TOF + LOR-based</td>
</tr>
</tbody>
</table>

Table 6.3: 4 attenuation maps reconstructed from the TX and TEX data acquired on the LaPET scanner.
Figure 6.15: Central transverse slice of the reconstructed attenuation maps from table 6.3: $M_7$: TX-based without LOR-based extraction (a), $M_8$: TX-based with LOR-based extraction (b), $M_9$: TEX-based with TOF-based extraction only (c) and $M_{10}$: TEX-based with both TOF and LOR-based extraction (d).

Figure 6.16: Error (%) of reconstructed attenuation coefficients for the $M_7$, $M_8$, $M_9$ and $M_{10}$ maps from table 6.3.
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Figure 6.17: Maximum FOV for given line source positions (orange or green) with sampling artifacts caused by the gaps between the detectors (gray area). If the line sources are positioned at the orange spot, a relatively large under-sampled area (gray zone) will cause artifacts in the reconstructed attenuation map. These can be avoided by placing the line source closer to the detector (green spot).

events is applied. The reconstructed attenuation maps were evaluated in VOIs defined in the lungs, water container and the spine insert. Figure 6.16 shows the relative error of the reconstructed attenuation coefficients compared to the attenuation coefficients derived from a CT scan.

**Correction for under-sampled voxels**

Due to the gaps in between the detector blocks each line source will not sample the whole FOV of the scanner. The gaps are magnified when back projected in image space and cause an under-sampled area in the image space as shown in figure 6.17. Although each voxel is sampled by at least half the number of line sources, sampling artifacts might be noticeable and disturb the image quality if the statistics in both the blank and the transmission scan are low.

Given the length $D$ of the detector blocks, the position of the line sources
Figure 6.18: Top: reconstructed attenuation map $M_{10}$ without interpolation (a) and reconstructed attenuation map $M_{10}$ with interpolation (b). The erroneous regions due to the under sampling are indicated with blue spheres. The errors introduced by the interpolation are indicated with the red arrows. Bottom: detected counts from line source 0: matrix representation of detections before interpolation (c), matrix representation after interpolation (d).

$R_L$ and the radius $R$ of the scanner, the maximum FOV which is unaffected by artifacts caused by under sampling can be derived as follows:

$$R_{FOV} = \frac{D \cdot R_L \cdot \cos(\alpha)}{2(R - R_L)} \quad (6.5)$$

The artifact worsens when the detectors at the border of the PET modules have a decreased detection efficiency. In order to remove the artifact, the data was first reorganized as follows: for each line source a matrix is defined. In this matrix all the projections through the line source are stored. Each projection bin of the matrix is defined by 3 parameters: $c_1$, $r_1$ and $r_2$, where $c_1$ and $r_1$ are the crystal number and ring number of the photon hit farthest away from the line source and $r_2$ the ring number of the photon hit closest to the line source. Because the location of the line source is known, $c_2$ is
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not required. All events that pass through the line source are stored in this matrix. Second, for each matrix the under-sampled areas are detected using a thresholding technique. The missing data is then obtained from the bins surrounding the under-sampled areas. When analyzing this neighborhood, we gather statistics such as the fraction of non-zeros elements and the mean and standard deviation of the non-zeros. From these statistics, each bin within the under-sampled area is resampled. Figure 6.18 shows the matrix for line source 0 before and after interpolation as well as the corresponding reconstructed attenuation maps.

6.6 Discussion and conclusion

The use of a positron emitting transmission source allows to estimate the attenuation map and correct for attenuation in TOF PET systems. However, some major drawbacks remain. Scattered and emission data contaminate the transmission data and inaccurate attenuation coefficients are obtained. While correction methods were used for the annulus-shaped method, in this chapter we illustrated how a significant part of the image degrading effects can be reduced by using a fixed number of stationary line sources. A simulation study of a simultaneous transmission/emission scan using 24 line sources and a digital torso phantom illustrates that the fraction of scatter, contaminating the transmission data, is 46.9% less compared to the annulus-shaped method, where only TOF-information is used to extract the transmission data. Additionally, while 1.1% of the emission data is misclassified in the annulus-based method, only 0.42% is misclassified when line sources are used and the TOF-based extraction is improved with the LOR-based extraction procedure. Results also show how the accuracy of the reconstructed attenuation coefficients improves with the proposed LOR-based extraction method. Visual inspection of the attenuation maps in figure 6.10 demonstrate that 24 line sources are required to obtain good image quality. A more quantitative investigation is illustrated in figure 6.11 were the relative errors of the attenuation coefficients in the lungs, bone and soft tissue are high (> 20%) when 6 line sources are used and relatively high (> 5%) when 12 line sources are used.

The results obtained from the experimental data also illustrate how the LOR-based extraction of transmission events improves the accuracy of the reconstructed attenuation maps. However, it is important to mention that better results were obtained for stand-alone annulus-based TX scanning when the data was corrected for scattered transmission events using the SSS
method. Compared to the annulus-based method, the use of line sources is therefore more interesting when the transmission data and emission data are acquired simultaneously. In this case the effect of emission contaminating the transmission data can be reduced significantly using the LOR-based extraction.

All data acquisitions of the phantom study had a duration of 15 minutes. This is three times more than the acquisition time commonly used during our annulus-based phantom experiments. The acquisition time should be limited in clinical practice. This can be done by increasing the activity. However, care should be taken when increasing the activity as dead time effects will occur more often.

The reconstructed attenuation maps depicted in figure 6.13b, 6.15a and 6.15c show how ringing artifacts arise caused by the non-uniform sampling of the image space when line sources are used. Although the presence of these artifacts are significantly reduced when the LOR-based extraction is applied, some additional artifacts arise due to insufficient data collection at the border of the PET detector modules as well as the presence of the gaps limiting the FOV of the method. These artifacts might cause diagnostic problems when interpreting the final PET images. We showed how the reconstruction can be improved by reorganizing the data and perform interpolation prior to the reconstruction. However, some distortions remain or the interpolation might introduce additional artifacts. We suggest to improve the sampling by placing the line sources closer to the detectors to enlarge the FOV of the transmission-based technique.

In conclusion, improvement in accuracy of the attenuation coefficients was obtained by replacing the annulus shaped transmission source with a fixed number of line sources. Further research is needed to avoid sampling artifacts degrading the image quality and the final PET quantification.

6.7 Original contributions

The simulation study as well as preliminary results from the phantom study were presented at the PSMR PET/MR workshop in Aachen, Germany [176].
Chapter 7

General conclusion

In this chapter we give a general overview of each chapter and the most important results obtained during this work. For some remaining issues a strategy for future research will be presented. We will close this chapter with a final conclusion.

7.1 Summary

In chapter 2 we gave an overview of the imaging techniques relevant for this work. In the first part, Positron Emission Tomography (PET) was introduced. PET imaging is based on the tracer principle, which states that an atom in a molecule which participates in an organism’s physiological processes can be replaced by one of its radioactive isotopes. For this purpose positron emitting sources are used. Eventually two gamma photons are produced and detected by a polygonal ring of detectors surrounding the patient. Next, we presented the basics of the PET detector technology including gamma detection, coincidence detection and Time-Of-Flight (TOF) PET. Subsequently, the effects that degrade PET image quality and accuracy were discussed. These effects were grouped into three categories: effects related to positron emission physics, effects related to the limitations of the detector technology and subject dependent effects. Next, the basic concepts of Monte Carlo (MC) simulation in emission tomography were discussed. As an example we presented the GATE simulator, a MC software package which was extensively used in this work. Finally, we summarized the applications of PET in oncology, cardiology and neurology for the diagnosis and follow-up of a wide range of diseases.
In the second part, we described how PET imaging evolved into hybrid imaging techniques such as combined PET/CT and PET/MRI. Special attention was devoted to TOF PET/MRI systems because these are the systems for which the imaging techniques presented in this dissertation were developed. We discussed how PET technology was adapted to become MR-compatible and gave a short overview of the prototypes and clinical systems available today.

PET image reconstruction was introduced in the third part of chapter 2. First the acquired PET data is stored in a sinogram or list-mode format. The data is then reconstructed into image space using an analytical or an iterative algorithm. Iterative PET reconstruction is favorable over analytical reconstruction because it allows more accurate modeling and regularization. For example, we illustrated how the iterative ML-EM reconstruction method can easily be adapted to include TOF information and random and scatter compensation.

Because this research concerns attenuation correction for TOF PET/MRI, the last part of chapter 2 was devoted to this topic. Three approaches were discussed: emission-based, MR-based and transmission-based techniques. The emission-based techniques try to derive the attenuation map from the emission data itself. These techniques can be divided into two methods: the first method attempts to simultaneously reconstruct the activity and density distribution in an iterative algorithm. The second method uses consistency conditions criteria to guide the reconstruction. The MR-based attenuation correction techniques include segmentation techniques, template or atlas-based techniques. In all three approaches predefined information about the attenuation coefficients is used. The template and atlas-based approaches also use anatomical priors. Finally, we also presented the work of Salamon et al [7], in which the authors try to use an MR-based image as a guide in the simultaneous reconstruction of the activity and emission distribution.

In chapter 3 we presented a MR-compatible transmission-based technique to solve the issue of attenuation correction in TOF PET systems. In the first part, the method is described in detail. An annulus shaped transmission source is filled with a positron emitter and inserted inside the Field Of View (FOV) of the TOF PET scanner. First a blank reference scan is acquired. Subsequently, the patient is positioned inside the FOV and a transmission scan is acquired. A distinction is made between a transmission scan (TX-scan) and a simultaneous transmission and emission scan (TEX-scan), depending on whether a tracer was administered to the patient prior or after transmission scanning. Next, we discussed how the transmission
data can be extracted from the PET data if a TEX-scan was acquired. For this purpose the TOF information of each event is used. From this timing information, the source position of the annihilation is estimated. If this position falls outside a cylinder of radius $\tau_1$, the data is classified as transmission data, else, the data is not used for deriving the attenuation map. Finally, we presented a gradient ascent algorithm that was used to derive the attenuation map. In each iteration of the algorithm, a current estimate of the attenuation map is used to back-project the blank data and compare with the back-projection of the transmission data. An update of the attenuation map is derived from the difference image. Because the reconstructed attenuation maps typically contain a lot of noise, a post processing segmentation technique was also presented. Additionally, we described how the reconstructed attenuation map is used to correct for attenuation during the reconstruction of the PET image.

In the second part, the method was validated with a simulation study in GATE. For this purpose a model of the Gemini TF PET scanner was constructed. The count rate performance of the model was compared with experimental results found in literature. Next, we evaluated how this count rate performance is influenced by the presence of an annulus-shaped transmission source inside the FOV of the PET scanner. Finally, the transmission-based method was evaluated with a TEX-scan of a digital torso phantom obtained from the NCAT software. Additionally, we calculated the effective radiation dose absorbed by the patient during the transmission scan.

The results of the simulation studies were presented in the fourth part and discussed in the final part of chapter 3. In ideal circumstances, without the presence of scatter and random coincidences contaminating the transmission data, accurate attenuation coefficients at 511 keV of the torso region can be obtained from a 3 minute simultaneous transmission emission scan using an annulus shaped transmission source filled with 18 MBq of $^{18}$F-FDG. The percentage mean difference in $\mu$-values in VOIs defined in the most relevant tissues, was below 2% for soft tissue and the lungs and below 4% for bone tissue. However, because of the presence of additional activity inside the FOV a drop of the true emission count of approximately 14% is obtained, which can be compensated by prolonging the transmission scan. The error in PET quantification was found to be less then 9% in VOIs inside the lungs, soft tissue and bone tissue. Additionally, the total effective transmission dose delivered to the patient is less then 14% of the effective dose caused by the tracer administered to the patient during the PET acquisition.

Further validation of the transmission-based method was presented in
chapter 4. In the first part of this chapter we gave an overview of the data correction methods that are needed to compensate for image degrading effects such as random coincidences, count rate related issues, noise and scatter. In all studies random coincidences were compensated with the delayed window method. The count rate performance of the blank and transmission scan were matched by calculating a global count rate correction factor $\beta_{r_2}$ in each study and the influence of noise was reduced with noise regularization implemented in the iterative reconstruction. To compensate for the scattered transmission events, two methods were proposed. The first method is based on the fact that scattered coincidences are found in the lower end of the energy spectrum. A scaling function is applied to suppress events in which the energies of the photons are low compared to a given threshold $\epsilon_t$. In the second approach, the amount of scatter on each Line-Of-Response (LOR) is estimated with a fast simulation technique called Single Scatter Simulation (SSS). The results obtained from the phantom studies showed that the SSS method yielded more accurate attenuation coefficients at 511 keV than the energy-based method. Finally, we also introduced a $\mu$-value histogram scaling method which can be used to compensate for the scattered and true emission events contaminating the transmission data. For this method predefined information about the attenuation coefficients of the subject are required.

In the second part of chapter 4 we gave an overview of the phantom studies. In total six phantom studies were performed on state-of-the-art TOF PET/CT and TOF PET/MRI scanners. The first 5 experiments were performed on the Gemini TF PET/CT scanner available at UCL (Université Catholique Louvain), in Brussels, Belgium. The last study was performed on the Ingenuity TOF PET/MRI and the Discovery PET/CT at Mount Sinai Hospital, New York, USA. The studies were divided into four groups: stand-alone TX scanning, simultaneous TEX scanning, bone imaging and thoracic imaging. In the first group, two phantom studies were done: a TX scan of a cylindrical water phantom and a TX-scan of a MRI-coil. For the second group an anthropomorphic torso phantom was used. We made a comparison between the attenuation maps derived from a stand-alone TX-scan and a simultaneous TEX-scan. The possibility of visualizing bone was investigated with TX-scans of the head of a pig and the Alderson phantom in the third group. Finally, two thorax phantoms containing real tissues obtained from a cow and pig were presented.

In the last part of chapter 4 we gave a general discussion of the results obtained from the phantom studies. Four major conclusions were drawn. First, in order to obtain accurate PET image, data corrections for random
coincidences, count rate related issues and scattered transmission events are mandatory. Second, in a TEX-scan, the transmission and emission data are acquired simultaneously. In each TEX study the transmission data was extracted using the TOF information. Because of the limited TOF resolution of current PET scanners, scattered and true emission data will contaminate the extracted transmission data and inaccurate attenuation coefficients are obtained. In regions characterized by a higher tracer uptake an underestimation of the attenuation coefficients was noticed. Thirdly, the phantom studies illustrate that our method is able to visualize any object inside the FOV. Both the MR coils and patient table can be reconstructed and there is no need to include templates derived from CT data or other transmission-based methods. Finally, absolute PET quantification can only be obtained when the PET data is corrected for the attenuation of 511 keV photons in bone tissue. The TX-based method is able to recover large bone structures. However, the contrast with the surrounding tissue is low. Additionally, smaller bone structures or soft bone tissue characterized by a lower attenuation coefficient are harder to discriminate from soft tissue, lung tissue or air. Improvement can be made by increasing the activity inside the transmission source or prolonging the acquisition time of the transmission scan.

Subsequently, we evaluated the transmission-based attenuation correction method in a clinical setting by performing a patient study on the Ingenuity TF PET/MRI and Brilliance CT available at Mount Sinai Hospital, New York, USA. In total 6 patients were investigated: one brain study and five studies of the head/neck and chest region. \(\mu\)-value scaling was used to correct for the influence of scatter and emission data contaminating the transmission data. In the brain study, a linear scaling method based on the attenuation coefficient of soft tissue was applied. For the experiments of the upper torso, all 5 patients were used as a training set to derive a scaling function. Finally, we presented how the attenuation maps were used to correction the PET data for attenuation and how the PET quantification was measured. When relevant, a distinction was made between the brain and thorax studies.

The results were presented in the second part of chapter 5. For both the brain and the whole body studies the following criteria were evaluated: the MR/PET and CT co-registration, the extraction of transmission data, the reconstruction of the attenuation map and the reconstruction of the PET images. The extraction of transmission data was evaluated with the TRR and ECR metrics presented in chapter 3. The reconstructed attenuation maps were evaluated by comparing the reconstructed attenuation
coefficients with the CT-based attenuation coefficients for the brain study and the CT- and MR-based attenuation coefficients for the thoracic studies. The discrepancy between the CT-based, TEX-based and MR-based attenuation maps were evaluated with joint histograms. Finally, the PET data were reconstructed using the attenuation maps derived from the different modalities. For the brain study, a quantitative comparison was done by evaluating the reconstructed PET intensity in different regions inside the brain. For the whole-body experiments, similarity measures and scatter plots were used.

In the third and last part of this chapter the results were discussed. The most important result obtained from the brain study is the fact that an underestimation of the attenuation coefficient of bone has an significant influence on the reconstructed PET images. Compared to the CT-based AC PET image, a quantitative error between 10% and 15% for different regions inside the brain was obtained. A major advantage of brain studies is that the threshold value $\tau_1$ can be lowered significantly allowing more transmission data to be extracted. The results obtained from the thoracic studies yielded better results with the TEX-based AC compared to the MR-based AC: an average difference in PET quantification of 6.4%, 2.4% and 18.7% was obtained in lung tissue, soft tissue and bone respectively. The scatter plots and the reconstructed attenuation maps clearly show the segmentation artifacts in the MR-based attenuation maps compared to the CT and TEX-based maps. However, the TEX-based maps fail to classify soft tissue and adipose tissue as separate tissue classes and the accuracy of the reconstructed attenuation coefficients highly depends on the $\mu$-value scaling technique applied.

In chapters 2 to 5 we evaluated the transmission-based technique using an annulus shaped transmission source. Experimental results show how difficulties arise in obtaining accurate attenuation coefficients due to scatter and emission contaminating the transmission data. In the sixth chapter we proposed an alternative approach in which the annulus shaped source is replaced by multiple fixed line sources covering the complete axial FOV of the scanner. In the first part of the chapter we discussed how the TOF-based extraction of transmission data can be improved when line-sources are used, hereby reducing the influence of scatter and emission data contaminating the transmission data. By rejecting those LORs which do not pass close to at least one line source and additionally reject events based on the TOF information the TRR and ECR can be reduced significantly.

The concept was illustrated with a simulation study using GATE in the
second part of chapter 6. First we built a model of the LaBr₃ PET scanner, as this scanner was later used for the experimental evaluation. Next a model of the line sources and a digital torso were generated. The TX and TEX-based methods were evaluated for different configurations of the line sources. From these results the best configuration was selected. The LOR-based extraction of transmission data reduced the effect of the emission and scatter contamination on the reconstructed attenuation coefficients.

Finally, in the third part of the chapter we evaluated the method with a phantom study on the LaBr₃ PET system available at the radiology department of the University of Pennsylvania (UPENN), Philadelphia, USA. For this purpose an anthropomorphic torso phantom was used. The attenuation maps derived from a TX and TEX scan were evaluated. Compared to the CT-based $\mu$-values, a relative difference of the attenuation coefficients below 10% was obtained for all tissues in both methods. For bone, the error was below 5%.

### 7.2 Future research

The transmission-based technique addresses most issues related to MR-based attenuation correction. However, some major drawbacks remain. First, the technique is limited by the poor resolution of the PET system. Small bone structures are hard to distinguish from surrounding tissues and consequently a mixture of multiple attenuation coefficients is found in voxels close to small structures. A way to improve the resolution is to include the MR-images as a guide in the reconstruction of the TX-based attenuation map. A segmented MR-image is used as a first estimate, while the TX-data can be used to estimate the attenuation coefficient in each region. TX-data might also be used to merge or divide existing regions depending on the inter- and intra-region variance of the attenuation coefficients. Secondly, although $\mu$-value scaling or an alternative transmission source configuration reduce the influence of scatter and emission contamination, in order to obtain absolute quantification other approaches should also be considered. For example, simultaneous reconstruction of activity and emission does not require the extraction of transmission data. It has been shown in literature that in a TOF PET system, attenuation coefficients can be determined up to a scaling factor [6]. Hence, combining transmission and emission data could help to improve the accuracy of the attenuation coefficients. Finally, the method was validated with phantom studies and a clinical study including 6 patients. More studies are required to validate the method in clinical
practice.

7.3 Final conclusion

Future and current TOF PET/MRI systems require a robust and accurate technique to correct the PET image for attenuation. Many research groups focus on deriving the attenuation map from the MR data. MR-based segmentation and atlas-registration techniques are commonly used for this purpose. However, these approaches show some major difficulties. In this dissertation we have introduced a method to derive the attenuation map from a transmission scan by inserting a positron emitting source inside the FOV of the PET scanner. By using TOF-information one can acquire transmission data simultaneously with the emission data. Hence, no acquisition time is lost on the MR and the PET system for the purpose of attenuation correction. Further improvements are possible by choosing the appropriate geometry for the transmission source. The transmission-based technique solves most issues related to MR-based attenuation correction. However, some difficulties remain which need to be addressed in future research, we believe this method is a potential candidate solution for attenuation correction in clinical PET/MRI, especially in whole-body or thoracic imaging.
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