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Purpose: Solid state detectors such as avalanche photodiodes (APDs) are increasingly being used in PET detectors. One of the disadvantages of APDs is the strong decrease of their gain factor with increasing ambient temperature. The light yield of most scintillation crystals also decreases when ambient temperature is increased. Both effects lead to considerable temperature dependence of the performance of APD-based PET scanners. In this paper, the authors propose a model for this dependence and the performance of the LabPET8 APD-based small animal PET scanner is evaluated at different temperatures.

Methods: The model proposes that the effect of increasing temperature on the energy histogram of an APD-based PET scanner is a compression of the histogram along the energy axis. The energy histogram of the LabPET system was acquired at 21 °C and 25 °C to verify the validity of this model. Using the proposed model, the effect of temperature on system sensitivity was simulated for different detector temperature coefficients and temperatures. Subsequently, the effect of short term and long term temperature changes on the peak sensitivity of the LabPET system was measured. The axial sensitivity profile was measured at 21 °C and 24 °C following the NEMA NU 4-2008 standard. System spatial resolution was also evaluated. Furthermore, scatter fraction, count losses and random coincidences were evaluated at different temperatures. Image quality was also investigated.

Results: As predicted by the model, the photopeak energy at 25 °C is lower than at 21 °C with a shift of approximately 6% per °C. Simulations showed that this results in an approximately linear decrease of sensitivity when temperature is increased from 21 °C to 24 °C and energy thresholds are constant. Experimental evaluation of the peak sensitivity at different temperatures showed a strong linear correlation for short term (2.32 kcps/MBq/°C = 12%/°C, R = −0.95) and long term (1.92 kcps/MBq/°C = 10%/°C, R = −0.96) temperature changes. Count rate evaluation showed that although the total count rate is consistently higher at 21 °C than at 24 °C for different source activity concentrations, this is mainly due to an increase in scattered and random coincidences. The peak total count rate is 400 kcps at both temperatures but is reached at lower activity at 21 °C. The peak true count rate is 138 kcps (at 100 MBq) at 21 °C and 180 kcps (at 125 MBq) at 24 °C. The peak noise equivalent count rate is also lower at 21 °C (70 kcps at 70 MBq) than at 24 °C (100 kcps at 100 MBq). At realistic activity levels, the scatter fraction is lower at higher temperatures, but at the cost of a strong decrease in true count rate.

Conclusions: A model was proposed for the temperature dependence of APD-based PET scanners and evaluated using the LabPET small animal PET scanner. System sensitivity and count rate performance are strongly dependent on ambient temperature while system resolution is not. The authors’ results indicate that it is important to assure stable ambient temperature to obtain reproducible results in imaging studies with APD-based PET scanners. © 2013 American Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4819823]
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1. INTRODUCTION

A positron emission tomography (PET) detector usually consists of two components: a scintillation crystal, which converts a single gamma photon to a number of scintillation photons, and a photodetector, which converts the scintillation photons to an electronic pulse.1 Photomultiplier tubes (PMTs) are most widely used as photodetectors in PET scanners. More recently solid state detectors such as avalanche photodiodes (APDs) have been introduced as photodetectors for PET.2,3 APDs have two important advantages over PMTs. They are insensitive to magnetic field variations, which makes it possible to use them in combined PET-MRI scanners.4–6 They are also considerably smaller than PMTs, making it easier to use them in small animal PET scanners and enabling one-to-one coupling between crystal and photodetector.2,7

A disadvantage of APDs is the strong dependence of their gain factor on ambient temperature.8 This is explained by increased lattice vibrations at higher temperatures, which in turn lead to a higher probability of electron–phonon interactions and a lower avalanche yield.9,10 The same mechanism also leads to an increase in breakdown voltage with higher temperature, as more electron–phonon interactions lead to a higher threshold to obtain the avalanche effect. A variation in
gain of 2%–4% per °C can be observed in most APDs. Apart from a decrease in gain, the dark current is also increased with increasing temperature, leading to more background noise. Overall, the signal to noise ratio of APDs is therefore lowered at higher temperatures.

Due to the strong dependence of APD performance on ambient temperature, the performance of APD-based PET scanners may also be significantly influenced by temperature variations. As temperature fluctuations may occur on relatively short term (within minutes), it is possible that scanner properties such as sensitivity and resolution fluctuate during the day or even during a single PET scan. This may lead to suboptimal data acquisition. Knowledge of detector properties is also needed for accurate modeling in iterative image reconstruction. If detector properties change between different PET acquisitions (or during a single acquisition) and these changes are not incorporated in the image reconstruction algorithm, this will lead to reduced image quality.

The performance of scintillation crystals is also known to be dependent on temperature. For most types of crystals, a decrease in light yield is observed at higher temperatures. The magnitude of this effect has been quantified for some crystal materials. For LSO, a decrease in scintillation light output of approximately 1% per °C can be observed.

The necessity of ensuring ambient temperature stability for APD-based PET scanners is well known. Nevertheless, there have been only few investigations into the effect of temperature on the performance of APD-based PET scanners. Spanoudaki et al. have investigated the effect of temperature on the performance of individual APD-based PET detectors. They concluded that increasing temperature leads to significant changes in the energy spectrum obtained with the detector. They also demonstrated that this effect is due to a combination of the temperature sensitivity of the APD gain, light yield of the scintillation crystal, and of the electronic noise. As the context of that paper was to determine the requirements for the cooling system of a scanner based on APD detectors, they did not investigate the effect of ambient temperature on characteristics of a complete PET system, such as resolution and sensitivity. In this paper, we present the evaluation of the temperature dependence of the LabPET APD-based small animal PET scanner. We have investigated the effect of temperature on the energy spectrum, sensitivity, resolution, scatter fraction, count rate performance, and image quality of this scanner. Simulations were performed as well as experiments. A theoretical basis for the temperature dependence is proposed which can also be applied to other APD-based PET scanners.

2. MATERIALS AND METHODS

2.A. Hardware

All acquisitions described in this paper were performed on the Triumph II system (Gamma Medica - Ideas, Sherbrooke, Canada). This is a trimodality system consisting of a micro-PET (LabPET8), micro-CT (X-O), and micro-SPECT (X-SPECT). The LabPET and X-O were used for these experiments. The LabPET is an APD-based micro-PET scanner with 50% LYSO and 50% LGSO crystals. Virtual one-to-one coupling between crystal and photodetector is achieved by using Phoswich detectors in which each APD is coupled to an LYSO and an LGSO crystal in subsequent axial rings and the different timing properties of both scintillators are used to separate light pulses coming from both crystals. Contrary to designs where Phoswich detectors are used to discriminate depth-of-interaction, they are used here to discriminate subsequent axial crystals coupled to a single APD. Crystals are organized in detector modules of two (axial) by four (tangential) crystals. Sixteen (4 axial × 4 tangential) modules are grouped into a detector cassette, which are repeated 12 times in tangential direction to obtain rings with 192 crystals. The LabPET8 has 4 cassettes in the axial direction, leading to 32 axial crystals and an axial FOV of 7.6 cm. The design and signal processing architecture of the scanner have been extensively described. Evaluation of its performance has also been published elsewhere. Of special interest to this work is the cooling system of the scanner, which is done by drawing ambient air from the bottom of scanner and blowing it toward the top, where ventilators help in the removal of hot air.

During all experiments the ambient temperature was monitored. This was done using a USB temperature logger (THL2 Temperature/Humidity USB Datalogger, UEI Test Instruments, Beaverton, USA). Samples were taken every minute. The temperature logger was always placed at the same location in the center of the scanner room, at about 1 m from the bore of the scanner. During one experiment, the temperature of the detectors was also recorded. It can be obtained per cassette from the control panel of the scanner.

2.B. Energy spectrum

2.B.1. Theory

In this section, we present a theoretical framework for the influence of temperature variations on APD-based PET detectors. Spanoudaki et al. have already discussed the basis of this reasoning in their paper, but it is discussed in more detail here. Before an APD-based PET scanner can be used, the energy spectrum of each detector is calibrated, as depicted in Figs. 1(a)–1(e). When a positron source is inside the field of view (FOV) of the scanner, single gamma photons will be detected by the detectors. For each detected gamma photon, the number of photons produced by the scintillation crystal is proportional to the energy of the gamma photon. Because electric charges are integrated by the electronics of the detector, the amplitude of the pulse produced by the APD upon detection of these scintillation photons will therefore also be proportional to the energy of the gamma photon, albeit within the limits of the energy resolution of the detector. However, the proportionality factor may be different for each detector. When a number of gamma photons are detected by one detector, a pulse amplitude histogram can be created for each detector by binning the amplitudes of detected pulses. Each detector is then calibrated by aligning the peak of this histogram with 511 keV. This process can usually be
performed in an automated manner. After calibration, the same energy window can be applied to all detectors to remove excess scattered coincidences.

Calibration is mostly performed at standard ambient temperature, e.g., 21 °C. For this temperature, it is then known for each detector which gamma photon energy corresponds to a certain pulse amplitude. However, when the ambient temperature changes, the gain factor of the APD is changed as well as the scintillation light yield of the crystal. Hence, the detection of a gamma photon with a certain energy will produce a different pulse amplitude than is expected at the calibration temperature [Fig. 1(f)]. As this change is proportional to the energy of the photon, this will lead to a uniform scaling of the energy spectrum along the energy axis, as illustrated in Fig. 1(g). When temperature is increased APD gain and scintillation light yield decrease and the spectrum is “compressed” along the energy axis. This scaling factor is proportional to the temperature difference and the temperature coefficients of the APD and the scintillator. If the same energy window is applied as at the standard ambient temperature, without recalibration of the relationship between pulse amplitude and photon energy, a different subset of the detected photons will be retained [Fig. 1(h)]. When interpreting the effect of increased temperature, the photopeak is shifted toward the lower limit of the energy window and a wider range of energies are included within the energy window due to the compression along the energy axis. The inverse happens at lower temperatures: the energy spectrum is expanded along the energy axis, yielding an apparent shift of the photopeak toward the upper limit of the energy window and a smaller range of energies included in the energy window.

2.B.2. Acquisition

To investigate the effect of temperature changes on the energy histogram of the LabPET scanner, single detector energy histograms were acquired at 21 °C and 25 °C. At each temperature, two histograms were obtained: a blank acquisition with no source in the FOV and an acquisition with a 1ml $^{18}$F source with an activity of approximately 37 MBq in the FOV. The blank histograms are needed because the LGSO and LYSO crystals used in the LabPET scanner possess intrinsic radioactivity due to the presence of the Lutetium, of which 2.6% appears naturally as $^{176}$Lu, a $\beta^-$ emitting isotope. By subtracting both energy histograms the counts obtained from the background $^{176}$Lu radiation are removed and a single energy histogram is obtained for each temperature, representing only the energy distribution of the point source. For each detector, the energy of the photopeak and the energy resolution were determined at both temperatures. The energy resolution was defined as the full width at half maximum of the photopeak divided by the photopeak energy. The relative change in photopeak energy and energy resolution was then calculated for each detector. For the purpose of visualization, these values were averaged per detector cassette.

2.C. Sensitivity

For all simulations and acquisitions described in this section, the same source was used: a calibrated $^{22}$Na point source in the center of a $10 \times 10 \times 10$ mm$^3$ acrylic cube, conforming to the NEMA NU 4-2008 protocol. At the start of the experiments, the activity of the source was 255 kBq. Unless
mentioned otherwise, the point source was placed in the center of the FOV.

2.C.1. Simulation

Based on the theoretical considerations presented above, a change in temperature will thus lead to a compression or expansion of the energy spectrum at higher or lower temperatures, respectively. The scaling of the energy values depends on the temperature variation and the temperature coefficient of the APD and the scintillation light yield. Although there is no data on the temperature dependence of the scintillation light yield of the LYSO and LGSO crystals used in the LabPET scanner, these data are available for the comparable material LSO. For LSO, the light yield decreases approximately linearly with increasing temperature. This effect therefore works in the same direction as the APD gain temperature dependence, and both effects can be included in a single temperature coefficient of the complete detector, defined as

\[ \tau = \frac{1}{M} \frac{dM}{dT}, \]  

(1)

where \( M \) is the amplitude of the detected pulse and \( T \) is the ambient temperature. \( \tau \) is expressed as a percentage and is negative. For a temperature difference \( \Delta T \) from the reference temperature, the scaling of the energy can be calculated as

\[ E_{\text{new}} = (1 + \tau) \Delta T E_{\text{ref}}, \]  

(2)

where \( E_{\text{ref}} \) is the actual energy of the detected photon and \( E_{\text{new}} \) is the energy that will be attributed to the detected photon at a temperature differing from the reference temperature by a difference \( \Delta T \).

Using this equation, we have performed a simulation of the variation of system sensitivity for different temperatures and different temperature coefficients of the APDs. 21°C was used as reference temperature and the simulated temperature range was 18°C to 26°C, in steps of 0.5°C. Detector temperature coefficients of −1%, −2%, −4%, and −6% were used. The simulation was performed in three steps. First, a Monte Carlo simulation was performed of an acquisition of the \(^{22}\text{Na}\) point source using GATE and a model of the LabPET scanner.\footnote{20,21} The simulated energy resolution was 25% at 511 keV.\footnote{18} No energy window was set on this simulation, and hence the full energy histogram was extracted. Subsequently, for each temperature point and temperature coefficient, the energy spectrum was scaled using Eq. (2). Then the standard LabPET energy window was applied by calculating the integral between the points in the histogram which correspond to 250 keV and 650 keV at the reference temperature. To obtain the relative sensitivity this value was then divided by the integral at the reference temperature.

2.C.2. Short term variations

The immediate effect of temperature variations, occurring, e.g., during a single acquisition, was investigated by performing a long experiment with the \(^{22}\text{Na}\) point source while ambient temperature was varied considerably. The total time of the experiment was approximately 5 h. Ambient temperature was varied between 21°C and 28°C by changing air conditioner settings. The experiment started at 21°C. The air conditioner settings were not changed for 1 h. Then the air conditioner was turned off for 2 h, during which the ambient temperature increased to approximately 28°C. Finally, the air conditioner was switched on at maximum power again for 2 h, yielding a decrease of ambient temperature until approximately 21°C. During the experiment, 30 acquisitions of 10 min were performed, and for each frame the sensitivity was calculated based on the NEMA NU 4-2008 protocol,\footnote{19} including the \(^{22}\text{Na}\) branching ratio. The correlation coefficient between temperature and sensitivity was calculated. Linear regression was used to determine the relationship between both. During this experiment, the temperature per detector cassette, as available from the scanner control panel, was also recorded at the end of each acquisition. For each cassette, linear regression was performed to determine the relationship between ambient temperature and detector temperature.

2.C.3. Long term variations

There may be a difference between the immediate effect of quickly varying temperatures as investigated above, and the effect of temperature changes that have occurred at a certain time point and stabilized for a period of time (hours). We will refer to these temperature changes as long term variations. They may be observed when the baseline temperature of the scanner room is changed, for example because of a change in air conditioner settings, and remains stable at the new temperature. This was investigated by performing acquisitions of the \(^{22}\text{Na}\) point source at different temperatures after they have stabilized. In total 13 acquisitions were performed at temperatures between 21°C and 25°C. Before each acquisition the temperature in the scanner room had stabilized for at least 4 h. This was verified by checking the temperature log and assuring that temperature variations in the preceding 4 h were smaller than ±0.1°C. The acquisition time was 5 min. The data were processed as in the previous experiment to obtain the peak sensitivity of the system in each acquisition and determine the relationship between sensitivity and temperature.

2.C.4. NEMA axial sensitivity profile

In a last sensitivity experiment, the axial sensitivity profile of the scanner was measured at 21°C and 24°C. At each temperature, an experiment was performed according to the NEMA NU 4-2008 protocol.\footnote{19} Sensitivity was measured in the transaxial center of the field of view along the axial direction in steps of 2 mm. An acquisition of 1 min was performed at each location. The data at each point were processed as described above. Blank scans were also acquired at the same temperatures and used to subtract background counts from the acquisitions. To assess the reproducibility of this experiment, the experiment was repeated three times at 21°C. As the reproducibility at 21°C was very high, only one experiment was performed at 24°C.
2.D. Spatial resolution

System spatial resolution was evaluated at 21 °C and 24 °C using the NEMA NU 4-2008 protocol. The 22Na point source described above was placed in the center of the axial field of view and at radial distances of 5, 10, 15, and 25 mm from the transaxial center of the field of view. The same measurements were done at 1/4 of the axial field of view. The acquisition time for all scans was 3 min. Images were reconstructed using 2D filtered back projection with single slice rebinning including all oblique slices, using the high-resolution protocol (0.25 mm isotropic voxel size) implemented on the scanner. For each acquisition, the full width at half maximum (FWHM) and full width at tenth maximum (FWTM) of the axial, radial, and tangential resolutions were determined as defined in the protocol.

2.E. Scatter fraction, count losses, and random coincidences

2.E.1. Energy histogram composition

As temperature changes have an effect on the acquired counts by scaling the energy histogram, and unscattered and scattered photons have a different energy spectrum, the effect of temperature changes on the detection of scattered and unscattered counts will be different. To illustrate this, we have estimated the energy distribution of scattered and unscattered photons by performing a GATE simulation of the NEMA rat-size phantom with the LabPET scanner. The energy resolution of the scanner was set to 25% at 511 keV. The rat-size phantom consists of a HDPE (high density polyethylene - density 0.96 +/- 0.1 g/cm³) cylinder with diameter 50 mm and length 150 mm. At a radial distance of 17.5 mm from the center of the cylinder a cylindrical hole with 3.2 mm diameter is drilled in which the activity is placed. A total activity of 10 MBq of 18F was simulated for 4 s to obtain sufficient counts. From the coincidences separate energy histograms were obtained for true, scattered, and random coincidences.

2.E.2. Count rate variation at stable temperature

To evaluate the influence of temperature on the scatter fraction and count rate performance over a wide range of count rates, the corresponding experiment defined in the NEMA NU 4-2008 standard was performed at 21 °C and 24 °C. The stability of the temperature was verified as described above. The NEMA rat-size phantom, described in Sec. 2.E.1, was used. 11C was used as radioactive source. At the start of the experiment the total activity inside the phantom was 325 MBq and 350 MBq at 21 °C and 24 °C, respectively. A scan was performed with a total duration of 180 min, acquiring data during decay of the source to approximately 1 MBq at both temperatures. The data were split into 18 frames of 10 min and prompt and delayed histograms were extracted for each frame. In each frame, the total, true, scattered, random, and noise equivalent count rates were calculated using the methodology defined in the NEMA NU 4-2008 protocol.

2.E.3. Temperature variation at constant low count rate

The experiment described in Sec. 2.E.2 will yield information on performance of the system over a wide range of count rates, but only at 21 °C and 24 °C. It would be interesting to investigate the performance over a range of temperatures. Another remark on the previous experiment is that the scanner electronics may generate considerable heat at the start of the experiment by acquiring at such high count rates. This may lead to a temperature effect which is due to the nature of this acquisition and would not occur in a realistic imaging situation. For these reasons, two experiments were also performed with the NEMA rat-size phantom at low count rates and at different temperatures. This was done by inserting a 7.6 cm long 68Ge rod source with an activity of 11.7 MBq into the rat-size phantom. In the first experiment, the ambient temperature was first kept constant at 21 °C for 1 h. Then the air conditioner was switched off for 2 h, leading to an ambient temperature of approximately 28 °C. The air conditioner was then switched back on at maximum power for 2 h, yielding a return to a temperature of approximately 21 °C. This evolution of temperature is comparable to the one obtained in the short term sensitivity experiment. The data were split into 30 frames of 10 min and processed as described above. During a second experiment, the air conditioner settings were changed in steps from 21 °C to 25 °C and back to 22 °C and the temperature was allowed to stabilize for 30 min after each change in air conditioner settings. In that experiment, 8 acquisitions of 10 min were performed and processed as described above.

2.F. Image quality

To investigate the effect of temperature in a realistic imaging situation, several acquisitions were performed of the NEMA image quality phantom, as described in the NEMA NU 4-2008 standard. The cylindrical image quality phantom consists of three sections which are used to evaluate nonuniformity, recovery coefficients for warm rods of different diameters and spill over ratio of warm background activity into cold regions. A total of six acquisitions of the phantom were performed, with stable temperatures of 21 °C and 24 °C on alternating days. The phantom was filled with approximately 7 MBq of 18F-FDG and the acquisition time was 20 min as defined in the protocol. A CT was also obtained for attenuation correction. CT settings were 285 μAs and 75 kVp and CT images were reconstructed to a 512 × 512 × 512 matrix with 0.1 mm isotropic voxel size using the software provided by the manufacturer. After each acquisition a normalization scan with a rotating 68Ge rod source was performed.

Two reconstructions were performed for each acquisition: one with the correct normalization scan (acquired directly after the phantom acquisition) and one with the average normalization scan acquired at the other temperature. The average normalization scan at a temperature was obtained by calculating the average number of counts in the three normalization scans acquired at that temperature in each bin. PET images were reconstructed using the maximum...
likelihood - expectation maximization (ML-EM) algorithm with CT-based attenuation correction. The reconstructed matrix was $160 \times 160 \times 128$ with 0.5 mm isotropic voxel size. Postsmoothing with a Gaussian filter with FWHM of 1 mm was performed. Nonuniformity, recovery coefficients, and spill-over-ratio’s were calculated in each reconstructed image as described in the protocol.

3. RESULTS

3.A. Energy histogram

The energy histograms of a single LGSO detector acquired at 21°C and 25°C are shown in Fig. 2. The peak of the energy histogram acquired at 21°C is located approximately at 511 keV. At 25°C, the peak is located approximately at 350 keV. This is a relative shift of the energy histogram to the left over $-31\%$ or $-7.8\%$ per °C and essentially changes the 250–650 keV energy window to a 328–852 keV energy window. Each energy bin also contains more counts at 25°C than at 21°C as each bin at 25°C contains a wider energy range due to compression of the energy spectrum. Figure 3 shows the average relative shift of the photopeak position and average change in energy resolution between both temperatures per cassette. The average photopeak shift from 21°C to 25°C for LGSO and LYSO was $-27.4 \pm 7.1\%$ ($6.85 \pm 1.78\%$ per °C) and $-20.1 \pm 10.1\%$ ($5.1 \pm 2.53\%$ per °C), respectively. The average change in energy resolution was $+1.8 \pm 5.2\%$ and $+1.9 \pm 9.7\%$, respectively.

3.B. Sensitivity

3.B.1. Simulation

The results of the simulation of system sensitivity for different temperatures and different detector temperature coefficients are shown in Fig. 4. When the temperature is increased relative to the reference temperature, an approximately linear decrease in sensitivity is observed. Over the temperature interval between 21°C and 24°C, a relative sensitivity decrease of $-5\%$, $-10\%$, $-21\%$, and $-26\%$ is seen for temperature coefficients of 1%, 2%, 4%, and 6%, respectively. This corresponds to respective decreases of $-1.7\%$, $-3.3\%$, $-7\%$, and $-8.7\%$ per °C. When temperature is increased further, the relationship becomes nonlinear for high temperature...
Fig. 4. Simulation of the sensitivity of an APD-based PET scanner at different temperatures and for different APD temperature coefficients. The sensitivity was calculated relative to the sensitivity at a reference temperature of 21°C. The results of the measurement of the effect of long term sensitivity changes is also shown, as well as the linear regression on that data set.

coefficients. This is also the case when temperature is decreased from the reference temperature.

3.B.2. Short term variations

Figure 5 depicts the variation of ambient temperature, average detector temperature, and sensitivity over time during the scan performed to evaluate the immediate effect of temperature changes. The correlation coefficient of ambient temperature and sensitivity was $-0.95$, with a peak sensitivity change of $-2.32$ kcps/MBq per °C or approximately $-12\%$ per °C. The correlation of average detector temperature with ambient temperature was 0.98. Figure 5 also shows the evolution of detector temperature in a module at the top and at the bottom of the scanner, demonstrating a difference of almost 15 °C between both modules and a slightly different time course: the module at the top seems to lag behind the module at the bottom. The linear regression analysis between ambient temperature and detector temperature was therefore performed separately in the warming up phase (until approximately 180 min) and the cooling down phase (after 180 min) of the experiment. Figure 6 shows the correlation coefficient

Fig. 5. Peak sensitivity (inside the energy window) of the LabPET system, average detector temperature throughout the system, and ambient temperature during a 5 h acquisition with varying air conditioner settings. Detector temperature for a cassette at the top and the bottom of the scanner are also shown (dashed lines).

Fig. 6. Spatial distribution throughout the scanner of the correlation coefficient between detector temperatures and ambient temperature as well as the linear regression coefficient of detector temperatures versus ambient temperature during the experiment depicted in Fig. 5. The calculations were split up between the warming up phase (until 180 min) and cooling down phase (after 180 min). One pixel represents a detector cassette (four modules axial by four modules tangential). In the tangential direction, the cassettes at the top of the scanner ring are depicted in the middle.
between detector temperature and ambient temperature per cassette for both phases. The linear regression coefficients are also depicted, illustrating the temperature change at the detectors per °C ambient temperature change. In the warming up phase and the cooling down phase, the correlation coefficients are on average 0.94 ± 0.02 and 0.83 ± 0.05, respectively, but the correlation with detector temperature at the top of the scanner is lower than at the bottom. In the warming up phase, the linear regression coefficients are uniform throughout the scanner, with a temperature rise of 1.37 ± 0.04 °C ambient temperature increase. During the cooling down phase, a regional effect is seen: the detectors at the bottom of the scanner cool down almost as quickly as ambient temperature, whereas the detectors at the top only cool down 0.7 °C per °C ambient temperature decrease. The overall average linear regression coefficient during the cooling down phase was 0.92 ± 0.1 °C/°C.

3.B.3. Long term variations

Temperature and sensitivity measured at different time points at stabilized conditions are shown in Fig. 7. The correlation coefficient of temperature and sensitivity was −0.96. Linear regression revealed an estimated decrease of sensitivity of −1.92 kcps/MBq per °C or approximately 8.5% per °C. The measured data points are also plotted in Fig. 4. In that plot the sensitivity in each point is depicted relative to the sensitivity at 21 °C estimated by linear regression. The regression line determined by linear regression is also plotted.

3.B.4. NEMA axial sensitivity profile

The axial sensitivity profile at 21 °C and 24 °C is depicted in Fig. 8. A total of three measurements were performed at 21 °C to verify reproducibility. In the graph the average sensitivity at each point is shown and the error bars depict the standard deviation. The average standard deviation is 0.28 kcps/MBq, reflecting a good reproducibility of the experiment. The peak sensitivity at 21 °C and 24 °C was 21.0 kcps/MBq and 17.0 kcps/MBq respectively, or a change of sensitivity by −1.33 kcps/MBq per °C.

3.C. Spatial resolution

The FWHM and FWTM of the tangential, radial, and axial resolution in the center of the scanner at different radial distances at 21 °C and 24 °C is depicted in Fig. 9. The FWHM of the radial resolution increases from 2.1 mm to 3.2 mm at increasing radial distances due to the parallax effect. The FWHM of the tangential resolution is approximately 2.1 mm at all radial distances and is approximately equal for both temperatures. No difference is observed between both temperatures. The FWHM of the axial resolution is different for both temperatures: at 21 °C it ranges from 2.8 mm to 8.1 mm with increasing radial distance, while at 24 °C it ranges from 2.8 mm to 9.7 mm. The relative increase in FWHM of the axial resolution is higher at larger radial distances: 20% at 25 mm and 9% at 10 mm. The FWTMs of the radial and tangential resolution are almost 1 mm smaller at 24 °C than at 21 °C. For the axial resolution, this is also the case at 5 mm radial distance. At larger radial distances, the FWTM of the axial resolution is larger at 24 °C, but the difference with 21 °C is smaller than for the FWHM. Comparable results were observed at 1/4th of the axial FOV.

3.D. Scatter fraction, count losses, and random coincidences


The energy histograms of the true, scattered, and random coincidences obtained by simulating the NEMA rat-size phantom are shown in Fig. 10. The limited energy resolution of the scanner leads to a broad peak around 511 keV for the true coincidences. Nevertheless, the majority of true coincidences are contained within the 250–650 keV energy window set on the scanner. As expected the energy histogram
of scattered photons contains most of its counts in the lower energy range. As random coincidences contain scattered and unscattered photons, the energy histogram is a combination of both. The fraction of scattered coincidences in each energy bin is also shown. Obviously, more scattered coincidences are present in the lower energy ranges. However, the difference in scatter fraction between lower and higher energies is not a gradual one, but occurs over a relatively short energy range between 360 keV and 470 keV.

3.D.2. Count rate variation at stable temperature

Count rates for true, scattered, and random coincidences at 21 °C and 24 °C are shown in Fig. 11. The total count rate and noise equivalent count rate (NEC) are also shown. The peak true count rate at 21 °C is reached at 100 MBq and is approximately 138 kcps. At 24 °C, the peak true count rate is reached at 125 MBq and is higher (180 kcps). The peak total count rate is 400 kcps at both temperatures but is reached at higher activity at 24 °C. At each activity point below the peak total activity, the total count rate at 21 °C is higher than at 24 °C. Scattered and random coincidence count rates are consistently higher at 21 °C at all activity, but the true coincidence rate is only slightly higher at 21 °C in the low activity range (below 50 MBq). The combination of these effects also leads to a higher peak NEC rate at 24 °C: 100 kcps at 100 MBq versus 70 kcps at 70 MBq at 21 °C.

3.D.3. Temperature variation at constant low count rate

The results from both experiments with the NEMA rat-size phantom at constant low count rates are shown in Fig. 12. The solid lines with filled symbols represent the experiment during which ambient temperature was continuously varying, from 22 °C to 29 °C and back again over 5 h. All count rates are reduced at higher temperatures, but there is a different effect on different count rates. The true count rate is reduced by a factor of 14 from 22 °C to 29 °C, and back again over 5 h. All count rates are reduced at higher temperatures, but there is a different effect on different count rates. The true count rate is reduced by a factor of 14 from 22 °C to 29 °C, but the scattered count rate is reduced by a factor 21. There is also a strong impression of hysteresis during this experiment, where higher count rates than expected are seen when warming up and lower count...
rates than expected when cooling down. To investigate if this was just a time effect or actual hysteresis of the detectors, the dashed lines represent the results of an experiment during which temperature was stable for 30 min before each acquisition. Those results demonstrate comparable count rates for a specific temperature when warming up as when cooling down.

3.E. Image quality

Two transverse slices and one coronal slice of the reconstructed images of the NEMA image quality phantom acquired at 21 °C and 24 °C and reconstructed with the correct normalization scan are shown in Fig. 13. An axial nonuniformity artifact is visible at 24 °C in the coronal slice, as well as a slightly higher reconstructed activity in the cold cylinders at the top of the phantom at 21 °C. Figure 14 depicts the quantitative results. When using a normalization scan acquired at the same temperature, the spill-over-ratios (SORs) in air and water are approximately twice as large at 21 °C than at 24 °C. The recovery coefficients (RCs) in the rods with 5 mm and 3 mm diameter are also larger at 24 °C. Nonuniformity is higher at 24 °C. Reconstructing using normalization at the incorrect temperature yields comparable results, except for the nonuniformity, which is then larger for the images acquired at 21 °C.

4. DISCUSSION

Based on the sensitivity of APD gain and scintillation light yield to temperature and the general signal processing architecture of PET scanners, we have proposed a theoretical model for the temperature dependence of APD-based PET scanners. Comparable results at detector level have previously been described by Spanoudaki et al.13 Our hypothesis is that, due to decreased gain of the APDs and decreased scintillation light yield at higher temperatures, the acquired energy histogram of APD-based PET detectors will be compressed along the energy axis relative to the reference energy histogram. If the energy window settings on the scanner are not changed to account for this, a different fraction of detected photons will be discarded compared to the reference temperature. Based on this theoretical model, we performed numerical simulations of the sensitivity of APD-based scanners with different detector temperature coefficients. This showed that first of all an approximately linear relationship between temperature and sensitivity is observed when temperature is increased up to 3 °C from the reference temperature. When larger temperature differences are simulated the relationship becomes nonlinear. As can be expected, this happens first for the highest temperature coefficients. Second, a decrease of ambient temperature leads to nonlinearities more quickly. At a temperature coefficient of 6%, sensitivity
changes. For short term temperature variations, a sensitivity change of 2.32 kcps/MBq per ambient °C was found, a relative decrease of sensitivity of over 10% per °C. If care is not taken to ensure stability of the ambient temperature during long experiments, significant changes in sensitivity can therefore occur even during the experiment. In the case of dynamic experiments where images are reconstructed in different time frames, this may lead to artificial differences (or similarities) between frames, which are only caused by the scanner sensitivity variation induced by temperature instability and have no physiological meaning. For stabilized temperature changes a change in sensitivity of -1.92 kcps/MBq per ambient °C was found. This is also a considerable effect and again shows the necessity of maintaining a stable scanner room temperature to allow reproducible experiments. The difference with the effect of short term variations is probably due to partial compensation of ambient temperature changes by the scanner cooling system, which lags 5 to 10 min behind ambient temperature variations. The results show good similarity with the curve obtained by simulating a detector sensitivity change of between 4 and 6% per ambient °C. This agrees with the measurements of the energy spectrum at different temperatures. The axial sensitivity profile at 21 °C and 24 °C shows that sensitivity is higher at 21 °C at each point along the axial profile. The effect of temperature on sensitivity is therefore comparable throughout the FOV, which is what would be expected with the proposed model.

The spatial resolution measurements indicate no large difference between tangential or radial resolutions acquired at different temperatures. The FWHM of the axial resolution strongly increases at increasing radial distance due to the single slice rebinning technique used on the LabPET system: from 3 mm FWHM at 5 mm radial distance to 8.8 mm and 10.3 mm at 25 mm radial distance at 21 °C and 24 °C, respectively. The larger increase at 24 °C than at 21 °C can be attributed to the difference in temperature effect on LYSO and LGSO crystals, which are alternated axially. The FWTM of the tangential and radial resolution are slightly (<0.5 mm) smaller at 24 °C, which is related to a reduction in scatter, as discussed below. The spatial resolution results presented here are different from those presented by Bergeron et al.15 This can be attributed to the use of single slice rebinning of data sampled from all ring differences.

Although the measurements of sensitivity and resolution using a 22Na point source represent a good evaluation of basic system properties, they do not give a realistic representation of the resolution and sensitivity obtained in a real experimental situation where an animal is scanned. The main difference in such a situation is that the animal acts as a scattering medium. Therefore, a higher fraction of detected photons will be scattered photons in such a situation. A simulation of the NEMA rat-size phantom shows that the fraction of scattered photons is relatively constant in the high and low energy ranges, but changes significantly over the energy range between 470 keV and 360 keV. When the energy histogram is compressed along the energy axis with increasing temperature, the actual lower limit that is applied will move from 250 keV upwards and hence a smaller portion of the energy increase first when the ambient temperature is decreased, but then decreases again. Finally, although the relationship between temperature and system sensitivity is linear, the relative change in sensitivity per °C is higher than the change in detector gain. All of these observations can be explained by the shape of the energy histogram and the application of the energy window.

During all the experiments performed for this work, ambient temperature was recorded at the same position in the scanner room, and changes in scanner properties were expressed relative to ambient temperature. However, the proposed model is entirely based on changes in detector temperature, which are not necessarily directly correlated with ambient temperature. We have verified the correlation between ambient temperature and detector temperature over a wide range of temperatures, as depicted in Figs. 5 and 6. A very strong correlation between both was shown in the entire scanner when temperature was increased, with a detector temperature change of approximately 1.4 °C per ambient °C. When cooling down, the correlation was still high at the bottom of the scanner, but lower in the detectors at the top of the scanner. Detector temperature also only reduces around 0.7 °C per ambient °C at the top, versus approximately 1 °C at the bottom. Detector temperature at the top of the scanner is on average also 15 °C higher. This can be explained by the cooling system of the scanner, which functions by drawing ambient air from an inlet at the bottom and blows the air upwards to the outlet at the top of the system. During the cooling down phase, the ambient air that is drawn from the bottom cools the bottom detectors more efficiently than the top detectors. Nevertheless, after a period of stabilization of ambient temperature detector temperature at the bottom as well as at the top also stabilizes to a value which is strongly correlated with ambient temperature. Therefore, we believe that ambient temperature can be used as a surrogate measurement for detector temperature.

By acquiring the energy histogram of a 22Na point source with the LabPET scanner at two different temperatures, we demonstrated that the energy histogram is indeed compressed at higher temperature. The results indicate a change in sensitivity of the detectors used in the LabPET system of approximately 6% per °C ambient temperature change. As described above, detector temperature changes approximately 1.4 °C per °C ambient temperature change. This means that 6% per ambient °C corresponds to 4.4% per °C temperature coefficient at detector level. This is comparable to what was observed by Spanoudaki et al. for an LSO-APD detector.13 In the LabPET system, LGSO and LYSO crystals are used, and a difference in temperature coefficient between detectors with these crystals was observed: 5.2% versus 3.7% per °C temperature change for LGSO and LYSO, respectively. This difference can be due to a difference in temperature sensitivity of both scintillator materials or could also be caused by influence of temperature on the discrimination between LYSO and LGSO detections.

As expected from the simulations, there was a strong experimental correlation between temperature and sensitivity. This was the case for immediate, short term temperature variations as well as for long term (stabilized) temperature variations. For short term temperature variations, a sensitivity change of 2.32 kcps/MBq per ambient °C was found, a relative decrease of sensitivity of over 10% per °C. If care is not taken to ensure stability of the ambient temperature during long experiments, significant changes in sensitivity can therefore occur even during the experiment. In the case of dynamic experiments where images are reconstructed in different time frames, this may lead to artificial differences (or similarities) between frames, which are only caused by the scanner sensitivity variation induced by temperature instability and have no physiological meaning. For stabilized temperature changes a change in sensitivity of -1.92 kcps/MBq per ambient °C was found. This is also a considerable effect and again shows the necessity of maintaining a stable scanner room temperature to allow reproducible experiments. The difference with the effect of short term variations is probably due to partial compensation of ambient temperature changes by the scanner cooling system, which lags 5 to 10 min behind ambient temperature variations. The results show good similarity with the curve obtained by simulating a detector sensitivity change of between 4 and 6% per ambient °C. This agrees with the measurements of the energy spectrum at different temperatures. The axial sensitivity profile at 21 °C and 24 °C shows that sensitivity is higher at 21 °C at each point along the axial profile. The effect of temperature on sensitivity is therefore comparable throughout the FOV, which is what would be expected with the proposed model.

The spatial resolution measurements indicate no large difference between tangential or radial resolutions acquired at different temperatures. The FWHM of the axial resolution strongly increases at increasing radial distance due to the single slice rebinning technique used on the LabPET system: from 3 mm FWHM at 5 mm radial distance to 8.8 mm and 10.3 mm at 25 mm radial distance at 21 °C and 24 °C, respectively. The larger increase at 24 °C than at 21 °C can be attributed to the difference in temperature effect on LYSO and LGSO crystals, which are alternated axially. The FWTM of the tangential and radial resolution are slightly (<0.5 mm) smaller at 24 °C, which is related to a reduction in scatter, as discussed below. The spatial resolution results presented here are different from those presented by Bergeron et al.15 This can be attributed to the use of single slice rebinning of data sampled from all ring differences.

Although the measurements of sensitivity and resolution using a 22Na point source represent a good evaluation of basic system properties, they do not give a realistic representation of the resolution and sensitivity obtained in a real experimental situation where an animal is scanned. The main difference in such a situation is that the animal acts as a scattering medium. Therefore, a higher fraction of detected photons will be scattered photons in such a situation. A simulation of the NEMA rat-size phantom shows that the fraction of scattered photons is relatively constant in the high and low energy ranges, but changes significantly over the energy range between 470 keV and 360 keV. When the energy histogram is compressed along the energy axis with increasing temperature, the actual lower limit that is applied will move from 250 keV upwards and hence a smaller portion of the energy...
range with a higher scatter fraction will be included. Therefore, it is expected that the scatter fraction at higher temperatures is lower. This was observed when evaluating the true, scattered, and random count rates based on the NEMA protocol. When looking at high count rates, better results are obtained for 24°C than for 21°C. The peak true count rate at 24°C is higher than at 21°C, as well as the peak NEC rate. These results show that count rate effects appear at higher activity at 24°C. This is explained by the lower sensitivity of the individual detectors at that temperature and the fact that system count rate limits apply to the total count rate. This is illustrated by the equal peak total count rate at both temperatures. As the relative fraction of true counts is higher at 24°C, and the same peak total count rate is obtained, a higher peak true count rate and NEC rate are obtained at 24°C.

Remarkably, the difference in total count rates between both temperatures at low phantom activity seem smaller than expected. This may be explained by the very high count rates at the start of the acquisition, which may have led to an increase in power dissipated by the detector electronics which was different at both temperatures. To eliminate these temperature loading effects, two experiments with varying temperature and a fixed low count rate were performed using a 68Ge source. These experiments show that the scatter fraction is indeed lower at higher temperatures, but the true and noise equivalent count rate is also strongly reduced. One should therefore not conclude from these experiments that image quality is better at higher temperatures, as a large increase in noise at higher temperatures will also strongly affect image quality. Instead, scatter should be reduced by acquiring at low temperature and adjusting the energy window if needed. For each experiment there exists an ideal lower energy limit which will result in the highest image quality. This ideal limit depends on system properties, mainly energy resolution and geometry, as well as on the properties of the object under study. For the LabPET system investigated in this paper, the ideal lower limit will be higher when imaging a rat than when a mouse is used.

The results obtained from acquisitions with the NEMA image quality phantom also demonstrate that a higher scatter fraction is seen at 21°C, leading to a higher spill-over-ratio. The lower recovery coefficients at 21°C are most likely due to the higher scatter content of the uniform section, which is used as a reference for the calculation of these coefficients. Uniformity is worse at 24°C, which can also be observed in the slices depicted in Fig. 13, showing especially nonuniformity in the axial direction. This artifact is mainly due to the normalization, as nonuniformity is also higher when the images acquired at 21°C are reconstructed using a normalization scan acquired at 24°C. It is explained by the difference in temperature sensitivity of LYSO and LGSO crystals. There is also a small contribution of higher noise at 24°C, in the normalization scan as well as in the phantom acquisition.

The results presented in this paper also illustrate that caution should be used when interpreting system characteristics such as sensitivity and resolution, even when measured by a reproducible standard such as the NEMA NU 4-2008. Small animal PET scanners usually have a limited energy resolution, due to the small size of the scintillation crystals. By using a broad energy window it is still possible to contain approximately the entire 511 keV photopeak within the energy window. Therefore only very few detected photons are rejected based on the energy window and a high sensitivity is obtained when measuring a point source. However, from the rat-size phantom experiment it is clear that this broad energy window also leads to a relatively high scatter fraction in a realistic imaging situation. This may lead to degradation of image quality in real experiments.

5. CONCLUSION

We have presented a thorough evaluation of the temperature sensitivity of the LabPET, an APD-based small animal PET scanner. The theoretical considerations presented here can also be applied to other APD-based PET systems (and future SiPM-based PET systems), although the effects may be quantitatively different. We propose that the temperature dependence of APD-based PET systems is mainly due to the temperature dependence of the gain of the APDs and the light yield of the scintillation crystal. The decrease of APD gain and light yield at higher temperatures leads to a scaling of the actual energy histogram acquired with the PET scanner along the energy axis relative to the energy histogram used for calibration. At higher temperature, this leads to a decrease of system sensitivity if the same energy window is applied as at the reference temperature. These results indicate that it is important to assure stable room temperature to obtain comparable PET images. Evaluation of the scatter fraction and count rate effects when imaging a rat-size phantom showed higher peak true count and NEC rates at higher temperature. This is due to the composition of the energy histogram at different energies. However, experiments at more realistic count rates show that the sensitivity loss is also substantial. Therefore, acquisitions should be performed at stable low temperature, the scanner should be accurately calibrated, and the lower limit of the energy histogram should be adjusted depending on the object that is being imaged.
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