Scalable dimensioning of optical transport networks for grid excess load handling
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Abstract Grids consist of the aggregation of numerous dispersed computational and storage resources, able to satisfy even the most demanding computing jobs. An important aspect of Grid deployment is the allocation and activation of installed network capacity, needed to transfer data and jobs to and from remote resources. Due to the data-intensive nature of Grid jobs, it is expected that optical transport networks will play an important role in Grid deployment. As Grids possibly consist of high numbers of resources and users, solving the network dimensioning problem (i.e. determining the number of wavelength channels per fiber and wavelength granularity required) using straightforward Integer Linear Programs (ILP) does not scale well with increasing number of jobs. Therefore, we propose the use of Divisible Load Theory (DLT) when modeling the OCS (with wavelength translation) dimensioning problem in this context. We compare this approach to both an exact ILP and heuristic (derived from the exact ILP) approach as a function of the job arrival process, network related parameters and the Grid job scheduling strategy on the Grid. Results show the convergence of the DLT-based and the exact ILP approach, which indicates that the DLT-based approach is of practical use in cases where the exact ILP-based problem becomes intractable. We study an excess load scenario and evaluate the network cost for varying wavelength granularity, fiber/wavelength cost models, network topology and traffic demand asymmetry under multiple Grid scheduling strategies. Results indicate the suitability of our DLT-based approach as an Optical Transport Network dimensioning tool to be used by network operators.
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Introduction

By coupling numerous heterogeneous computational and storage resources distributed over various locations, Grids are able to satisfy the ever increasing demand for both processing and storage power, surpassing the capabilities of each of its individual resources. This allows a Grid to accommodate even the largest and most resource-demanding applications. These Grid applications typically need access to multiple resources simultaneously (so-called co-allocation); the most common types of resources include computational resources, data storage resources and the transport network interconnecting the various Grid sites. As the computational requirements for typical Grid applications originate from the large amounts of data they need to process, the transportation of this data between the involved Grid resources is an important factor when it comes to cost and time efficient scheduling of the Grid’s workload. Optical circuit switched transport networks allow for high-bandwidth end-to-end transfers capable of low latency delivery of these large amounts of data, and thus are well suited to interconnect the various Grid resources. The relevance of optical networks in Grids is illustrated...
by the recent increase in research activities into these "supernetworks" [1, 2].

If a Grid's aggregate power is to be successfully exploited, an important problem to be solved is to determine how the expected workload generated at each location should be distributed over the Grid's resources if it cannot be handled locally (Fig. 1). This is usually denoted as a scheduling problem. Moreover, given a set of possible locations where Grid resources can be deployed, the question arises how operators interested in installing Grid infrastructure should decide on the capacities of the resources (influenced by the scheduling strategy) to be allocated at each site. This is known as a dimensioning problem.

In this paper, we address the dimensioning of an optical transport network connecting sites with already installed processing and storage capacity. This scenario is of importance to providers looking to deal with temporary spikes in local processing demand, as in such a scenario the connected remote sites can help to address the excess load.

We propose to solve this dimensioning problem using the technique of Divisible Load Theory (DLT), which in fact yields an approximation. We compare the results from this solution method to the results obtained by modeling the problem as a classical Integer Linear Program (ILP), and to a heuristic derived from this ILP. These results reveal that our DLT-based method is an efficient and scalable technique that is able to find near-optimal solutions in cases where both the ILP and the derived heuristic become computationally intractable.

The remainder of the paper is structured as follows: Section Related work gives an overview of existing mathematical models and solution techniques to similar or related workload scheduling and dimensioning problems. Section Grid model and operational scenario formally defines the problem under study. In Section Dimensioning algorithms, an accurate mathematical model extending one of the techniques from Section Related work for the problem (optical network dimensioning in a Grid context) at hand is provided. Several alternatives are shown to reduce the model's computational complexity, one of which is our proposed DLT-based formulation. Results and discussions are presented in fifth section, and, after listing possible future extensions and applications in sixth section, the main conclusions are presented in the final section.

Related work

Static network dimensioning starts from a given demand matrix, i.e., a matrix representation of the traffic demands between each pair of nodes in the network. In the case of optical circuit-switched networks (the type of networks considered in this paper), the required network dimensions follow from the solution to a so-called routing and fiber and wavelength assignment (RFWA) problem [3, 4].

This type of problem can be modeled as a multi-commodity network flow problem [5], where every commodity maps to a single source-destination pair of nodes in the network. When the problem's objective does not depend on e.g., the number of wavelength conversions used (if any), a simpler formulation called source formulation is possible [6].

In a distributed computing environment (e.g., Grids, clusters, ...), traffic demand between two nodes arises when computational load and any data processed by this load are transferred between the particular nodes. How
this computational load is distributed among the participating nodes, is determined by the scheduling strategy.

A common mathematical framework used to describe the scheduling problem of a given set of jobs on computational elements is the ILP formulation. This way, most scheduling problems can be seen as special instances of project scheduling problems [7–10].

Alternatively, the distributed computing platform can be treated as a queuing network. In [11, 12], for instance, average values for metrics such as idle time and resource utilization are derived for a pure space-shared system by analyzing the system as a steady-state queueing system.

In our Grid model, resources are time-shared; moreover, resource co-allocations made by a single job are, in general, not independent: a data processing job, which gets only small CPU shares will output less data per time unit (thus use less network resources too) when compared to the same job running exclusively on the same CPU.

When these complications need to be taken into account, or when large problems need to be tackled (which is not unlikely, given the nature of Grids) the use of the cited ILP or queueing theory can become cumbersome. Due to complexities involved in obtaining analytical results for realistic Grids, a lot of authors have used simulations on Grid models to obtain quantitative results with regard to schedule quality and workload distribution [13–17].

However, a formal and scalable mathematical approach is possible, if it can be assumed that the total load carried by the jobs behaves like an arbitrarily divisible workload. This approach is central to the DLT [18, 19]. The use of DLT in a Grid environment, taking into account not only Computational Resources but also network parameters, has been demonstrated in [20]. In that work, the network constraints enforced include a limited number of (TCP) connections per link and a fixed bandwidth per connection. Traffic is entirely composed of the workload itself, and does not include “external” data processed by the load.

This contrasts with the approach used in this paper, as we use DLT and a load-balancing scheduling algorithm to derive traffic demands between network nodes, applicable to problems with large numbers of data-processing jobs. We readily map the network constraints laid out in [20] to physical constraints in an optical circuit-switched network supporting wavelength conversion. Once demands are known, the dimensioning problem can then be modelled by a source routing formulation. As real workloads are not arbitrarily divisible, we compare the DLT-derived network dimensions with an ILP approach based on an exact description of the job set where this latter approach is computationally tractable. Where it is not, the DLT results are compared to computationally tractable heuristics based on the ILP approach. The suitability of the DLT-based approach as a network dimensioning tool has been touched briefly in [21].

Grid model and operational scenario

Resources

We treat a Grid as a collection of different sites \( \mathcal{R} \), connected through a transport network. The core network (which is to be dimensioned) is an optical circuit-switched transport network. It consists of core and access optical cross connects (OXC) connected through directed links from the set \( \mathcal{L} \). Each link \( e \in \mathcal{L} \) contains optical fibers; each fiber can carry a (technology-dependent) number of wavelengths \( W \). Each wavelength supports a (also technology-dependent) data rate \( B \). All cross connects have unlimited wavelength conversion capabilities.

Each Grid site \( r \in \mathcal{R} \) connects to an access router of the optical network and offers two time-sharing resources—a Computational Resource and a Data Storage Resource. The Computational Resource can process locally submitted as well as “foreign” jobs, and has a maximum computational capacity of \( P_r \). It will only send locally generated jobs to a remote site if it cannot process or store that job locally. The Data Storage Resource holds input and output data for jobs; it is assumed they provide sufficient storage space for the jobs submitted at the resource’s site.

Jobs

At each site, users can submit jobs from a job pool \( \mathcal{J} \). The home site of a job \( j \in \mathcal{J} \) is the site where it has been submitted. Jobs are indivisible work packets, characterized by their length \( t_j \) (i.e., processing time on a reference processor), the size of the input data \( d_j^* \) they process and the size of the output data \( d_j^0 \) they generate. It is assumed that all jobs read their input data from their home site and that they submit any output data to their home site as well, that is, only remotely processed jobs produce network traffic (between their processing site and their home site). Furthermore, jobs are assumed to process data at a constant rate throughout their lifetime; this way, remotely executed jobs can be treated as Constant Bit Rate (CBR) sources from a network point of view.
Excess load scenario

In our approach, Computational Resources are first dimensioned to be able to deal with a specified steady-state load. Next, we assume that a single Computational Resource suffers from excessive (locally generated) load and that it needs to invoke remote Computational Resources.

We consider the set (parameterized by some integer $k$) of load-balancing scheduling strategies where the excess load is evenly distributed across $k$ remote Computational Resources, a scenario not unlikely given that these remote resources may also be processing or storing local load. Again, we assume the Grid to converge into a steady-state mode of operation (periodic with period $T$). For a given excess load instance per time-period, we can decide which jobs are to be processed where (under the constraint of fair distribution across all remote resources), which determines the amounts of input and output data transferred per period between Grid sites.

Once traffic demands between each pair of Grid sites have been determined, solving the optical network dimensioning problem (for this single overloaded Grid site scenario) means deciding how lightpaths should be set up and routed in order to accommodate these demands with minimal cost. Here, only activation costs (fiber and wavelength) are taken into account.

The final network dimensions (i.e., number of installed fibers on each link and number of wavelengths activated on each fiber) are determined by the global optimum over all single-site overload problems.

### Dimensioning algorithms

In the following, we present several approaches to the optical grid dimensioning problem. More specifically, Section Exact work load ILP introduces an ILP formulation for the exact workload, which is reformulated in a parallelized form in the following section. The complexity of the exact workload ILP model is reduced for large job counts in Section Large job count heuristic. Finally, the DLT-based approach is given in Section DLT. Each approach results in a Linear Program, which is solved as described in Section ILP solver. The common objective of all linear programs is the minimization of the network cost, which is defined as the weighted sum of the number of activated fibers and the number of used wavelength channels.

---

**Exact workload ILP**

**Single scenario formulation**

The following ILP formulation allows us to optimally dimension the optical network for a single overloaded resource $S$. Suppose the excess load of this resource is given explicitly by a set of jobs $J^S$. We introduce the following integer variables (Fig. 2):

- $I^S_r$ = number of fibers on edge $e$,
- $c^S_{cr}$ = number of wavelengths originating from resource $r$ carried by edge $e$, with $0 \leq c^S_{cr} \leq \sum_{j \in J^S} \frac{d^S_j}{B \cdot T}$ for $r = S$ and $0 \leq c^S_{cr} \leq \sum_{j \in J^S} \frac{d^S_j}{B \cdot T}$ for $r \in \mathcal{R}\{S\}$,
- $y^S_{jr}$ = 1 if job $j$ is executed on resource $r$, 0 otherwise,
- $d^S_{uv}$ = demand (number of required wavelengths) between resources $u$ and $v$, with $0 \leq d^S_{uv} \leq \sum_{j \in J^S} \frac{d^S_j}{B \cdot T}$ for $u = S$ and $v \in \mathcal{R}\{S\}$, $0 \leq d^S_{uv} \leq \sum_{j \in J^S} \frac{d^S_j}{B \cdot T}$ for $u \in \mathcal{R}\{S\}$ and $v = S$, $d^S_{uv} = 0$ otherwise.

The first set of constraints ensures that all excess jobs are remotely executed, while protecting each resource from being overloaded:

$$\forall j \in J^S : \sum_{r \in \mathcal{R}} y^S_{jr} = 1 \quad (1)$$

$$\forall j \in J^S : y^S_{jr} = 0 \quad (2)$$

$$\forall r \in \mathcal{R} : \sum_{j \in J^S} \frac{d^S_j}{T} \cdot y^S_{jr} \leq P_r \quad (3)$$

Next, the demand variables are bound by the CBR traffic generated by each job:

![Fig. 2 Example 5-node network with $d^S_{uS} = d^S_{S} = 1$ and $c^S_{S} = 2$](image-url)
\[ \forall r \in \mathcal{R} \setminus \{S\} \cdot d_r^S \geq \frac{\sum_{j \in \mathcal{J}^r} d_j^r \cdot y_j^r}{B \cdot T} \quad (4) \]

\[ \forall r \in \mathcal{R} \setminus \{S\} \cdot d_r^S \geq \frac{\sum_{j \in \mathcal{J}^r} d_j^r \cdot y_j^r}{B \cdot T} \quad (5) \]

The following constraints express the network flow conservation (\( \mathcal{E}_v^+ \) is the set of outgoing directed links from resource \( v \); \( \mathcal{E}_v^- \) the set of incoming links):

\[ \forall v \in \mathcal{R}, \quad \forall v \in \mathcal{R} \setminus \{u\} \cdot \sum_{e \in \mathcal{E}_v^+} c_e^v + d_{uv}^v = \sum_{e \in \mathcal{E}_v^-} c_e^v \quad (6) \]

\[ \forall r \in \mathcal{R} \cdot \sum_{u \in \mathcal{R}} d_{ru}^v = \sum_{e \in \mathcal{E}_v} c_e^v \quad (7) \]

Finally, connections carried on an edge force the activation of fibers on that particular edge:

\[ \forall e \in \mathcal{E} \cdot \sum_{r \in \mathcal{R}} c_e^r \leq W \cdot f_e^s \quad (8) \]

Our goal is to minimize the network cost, which is given by

\[ \sum_{e \in \mathcal{E}} \left( \alpha \cdot f_e^S + \beta \cdot \sum_{r \in \mathcal{R}} c_e^r \right). \]

However, to model the fair distribution of workload over all sites, the actual objective function to be minimized is:

\[ \sum_{e \in \mathcal{E}} \left( \alpha \cdot f_e^S + \beta \cdot \sum_{r \in \mathcal{R}} c_e^r \right) + M \cdot \max_{r \in \mathcal{R}} \sum_{j \in \mathcal{J}^r} t_j \cdot y_j \]

In this last expression, \( M \) is a penalty factor, large enough to force the fair workload distribution in the solution without interfering with the network cost. For \( M \gg \sum_{e \in \mathcal{E}} (\alpha \cdot f_e^S + \beta \cdot \sum_{r \in \mathcal{R}} c_e^r) \), the resulting network cost can easily be found from the solution's objective value. Unless stated otherwise, the costs presented in this paper were obtained for \( \alpha = \beta = 1 \).

**Global scenario**

In order to dimension the network so that it is capable of handling all individual scenarios, we must ensure that there is enough network capacity to handle each overload scenario (cfr. Section Excess load scenario). Therefore, all constraints from the previous section for each possible source node \( S \in \mathcal{R} \). Additionally, we introduce the following variables:

- \( F_e = \) number of fibers on edge \( e \) for all scenarios,
- \( C_{cr} = \) average number of wavelengths departing from resource \( r \) carried by edge \( e \) over all individual scenarios, with \( 0 \leq C_{cr} \leq \sum_{e \in \mathcal{E}} \|d_j^r \cdot (B \cdot T)\| (|\mathcal{R}| - 1) \cdot d_j^r \cdot (B \cdot T) \cdot \| \mathcal{R} \|^{-1} \).

\[ \forall e \in \mathcal{E}, \quad \forall S \in \mathcal{R} \cdot F_e \geq f_e^S \quad (9) \]

\[ \forall e \in \mathcal{E}, \quad \forall r \in \mathcal{R} \cdot C_{cr} = \sum_{e \in \mathcal{E}} C_{cr}^e \| \mathcal{R} \|^{-1} \quad (10) \]

The former constraint ensures sufficient fibers are activated to carry traffic for all scenarios, while the latter fixes the number of connections to the average over all scenarios. The network cost becomes in this case:

\[ \sum_{e \in \mathcal{E}} \left( \alpha \cdot F_e + \beta \cdot \sum_{r \in \mathcal{R}} C_{cr} \right) \]

**Parallellizing heuristic**

The previous section showed how to combine the individual scenarios into a model that is able to satisfy all individual scenarios at once. However, this approach becomes intractable very quickly for an increasing number of variables, in particular because of the number of jobs. We therefore propose an alternative technique, which is able to return solutions within reasonable calculation time and resource limits, however, at increased network cost.

As illustrated in Fig. 3, we start by solving all individual scenarios independently. This step can be performed in parallel, and results in a series of fiber counts on each edge (variables \( f_e^S \)). These values are used to initialize the parameters \( G_e \)

\[ \forall e \in \mathcal{E} \cdot G_e = \max_{S \in \mathcal{R}} f_e^S, \]

and then we proceed by solving the problem as defined in Section Global scenario, but replace constraints (9) by

\[ \forall e \in \mathcal{E} \cdot F_e = G_e. \]

**Large job count heuristic**

Given workload \( L \) is generated by a large number of jobs \( n \). In this case, the actual probability of a certain number of random jobs totaling a given workload depends on that number and the distributions associated with the arrival process and the job lengths. Therefore, we can approximate this set of jobs by substituting them by \( n \) jobs of equal length \( L/n \). Assume that \( L_{\max} \) is the
a-priori maximum length of a single random job. Then, typically, a large set of jobs totalling workload \( L \ll n L_{\text{max}} \) will contain a relatively large number of “small” jobs (i.e., a length around \( L/n \)). This means that the total workload can be divided into \(|R| - 1\) parts of equal size plus some excess jobs of size \( L/n \). Obviously, the case of \( n \) equal-sized jobs is a special instance of this. In this approximation, jobs are perfectly interchangeable.

Since we are handling a load balancing scenario, this implies that each resource must execute at least \( \left\lfloor \frac{|S^R|}{|R|} \right\rfloor \) jobs. The assignment of the remaining jobs (at most \(|R| - 2\)) is then limited by the fact that each resource may not receive more than one job (because of the load balancing constraint).

Clearly, it is not necessary to hold on to the binary variables \( y_{i,j}^S \) for each job. Instead, we introduce new binary variables \( \delta^S_r \), which equal 1 if one of the remaining jobs is executed on resource \( r \) and 0 otherwise. Constraints (1) and (3) are replaced by

\[
\sum_{r \in R} \delta^S_r = |S^R| \mod (|R| - 1),
\]

while constraint (2) becomes

\[
\delta^S_r = 0.
\]

This effectively reduces the influence of the amount of excess jobs in the single scenario model, by elimination of \(|S^R| \cdot |R|\) job decision variables to \(|R|\), and \(2 \cdot |S^R| + |R|\) job-related constraints to only 2.

DLT

In the previous sections, Integer Linear Programming formulations for the combined load distribution and the optical transport network dimensioning problem were presented. The central concept in these formulations (regarding the load distribution and thus traffic demand generation) is the use of per-job (integer) decision variables. These variables ensure that the workload distribution and network dimensioning (obtained by solving the ILP) is feasible for a given set of jobs. However, as the number of jobs increases, the ILP’s resulting complexity makes it difficult to obtain an optimal solution in reasonable time (Fig. 4).

For steady-state analysis of Grid systems processing large amounts of tasks, it has proven useful to treat massively parallel applications as arbitrarily divisible. By extension, one can imagine treating the workload generated at a single Grid site as arbitrarily divisible. That is, one does not consider the individual jobs (each of which is, in reality, not divisible at all) but only takes into account the aggregate workload (i.e., sum-of-jobs) generated at each site during some interval \( T \). Using the divisible load approach, the network dimensioning problem (and the related workload scheduling problem) can be restated as a Linear Programming problem without the per-job variables. The load distribution variables in this problem are now real-valued instead of integer.

As it is common for a workload to be described in terms of stochastic variables (e.g., interarrival time of the jobs, job length, etc.), we derived appropriate DLT parameters as follows. First, we set the local processing
capacity of each Computational Resource to the x-percentile of the stochastic workload arriving per unit of time at that Computational Resource. This value can be computed from the known distributions of job inter-arrival time and length and the size of the steady-state period T. Next, the actual workload arriving at such a CR per time unit is projected to be the y-percentile of the same stochastic workload.

The relevant portions of the scenario of a single overloaded Computational Resource r can then be reformulated (using the DLT-derived parameters) as

\[ \sum_{r \in R \setminus \{S\}} \alpha_r = \alpha^y_S - \alpha^x_S \]  

(15)

\[ \forall r \in R \setminus \{S\} \cdot d_{Sr} \geq \alpha_r \cdot D_1 \]  

(16)

\[ \forall r \in R \setminus \{S\} \cdot d_{Sr} \leq \alpha_r \cdot D_O \]  

(17)

\[ \forall r \in R \setminus \{S\} \cdot \alpha_r + \alpha^y_r \leq \alpha^x_r \]  

(18)

In these equations, \( \alpha^y_r \) and \( \alpha^x_r \) represent the y- and x-percentiles for site r, calculated as described above. The amount of excess load (generated at resource S) that is scheduled for remote execution at resource r is dubbed \( \alpha_r \) (real-valued). The value of \( D_1 \) (\( D_O \)), which represents the average amount of input (output) data per processing unit, can be calculated from the job interarrival time, job length and job input (output) data size stochastic variables.

For simple network topologies (full mesh, star, ring) and shortest-path routing, the resulting network cost for a single excess load scenario (overloaded resource \( S = 0 \)) can be expressed analytically in terms of \( \alpha_r, \alpha^y_r, \alpha^x_r, B, D_1 \) and \( D_O \) (substituting \( \frac{D_1 (\alpha^y_r - \alpha^x_r)}{B (\alpha^y_s - \alpha^x_s)} \) for \( d_{Sr} \) — assuming that \( D_1 = D_O = D \) and excess load is distributed evenly across all remote sites), which gives, respectively:

\[ \text{Cost}_{\text{Mesh}} = 2 \sum_{r \neq i} \left( d_{lr} + C \cdot \left\lceil \frac{d_{lr}}{W} \right\rceil \right), \]  

(19)

\[ \text{Cost}_{\text{Star}} = 2 \sum_{r \neq i} \left( d_{lr} + C \cdot \left\lceil \frac{d_{lr}}{W} \right\rceil \right) + 2 \sum_{r \neq i} d_{lr} \]  

\[ + 2 \cdot C \cdot \left\lceil \frac{\sum_{r \neq i} d_{lr}}{W} \right\rceil, \]  

(20)

\[ \text{Cost}_{\text{Ring}} = \sum_{k=1}^{\lceil \frac{R}{2} \rceil} \left( \sum_{r=k}^{\frac{R}{2}} d_{lr} + C \cdot \left\lceil \frac{\sum_{r=k}^{\frac{R}{2}} d_{lr}}{W} \right\rceil \right) \]  

\[ + \sum_{k=1}^{\lfloor \frac{R-1}{2} \rfloor} \left( \sum_{r=k}^{\frac{R-k-1}{2}} d_{lr} + C \cdot \left\lceil \frac{\sum_{r=k}^{\frac{R-k-1}{2}} d_{lr}}{W} \right\rceil \right), \]  

(21)

where \( l = \lceil \frac{R}{2} \rceil + 1 \). Here, \( \lfloor x \rfloor \) denotes the smallest integer greater than or equal to \( x \), and \( \lceil x \rceil \) denotes the largest integer smaller than or equal to \( x \).

Results and discussion

ILP solver

All ILP needed to evaluate the different solution methods have been solved using ILOG CPLEX 8.0, running on an AMD Athlon XP1700+ based OpenMosix cluster (20 Debian GNU/Linux nodes) with 1 GB RAM per node.

Reference topology

We used the European core network depicted in Fig. 5, which is composed of 13 nodes and 17 bidirectional links. These links constitute fiber ducts; the exact number of fibers needed on each link follows from the solution to the dimensioning problem. As each OXC is located in a major European city, it is conceivable that each such cross-connect has a Grid site attached to it. We therefore assume that each such OXC actually doubles as a Grid.
site (thus, we make abstraction of any access networks in place), so that our Grid has as many cross connects as Grid sites. Unless stated otherwise, we have solved the dimensioning problem on this topology assuming each wavelength provides a data transfer rate of 2.5 Gbps, each fiber carries at most four wavelengths and the workload consisted of 2,000 jobs instantiated as described in the following section.

Job parameters

For the evaluation of the global optimization of the single overloaded source scenarios using an exact ILP, a heuristic decomposition of the exact program and the divisible load technique, we chose the following synthetic workload:

- job interarrival times are assumed to be independent and identically distributed, following an exponential distribution (thus, the number of jobs arriving over some interval follows a Poisson distribution),
- job lengths are also chosen to be independent and identically distributed, following a uniform distribution over $[0, L_{\text{max}}]$, with $L_{\text{max}} \ll T$,
- the size of the input data processed by a job is proportional to that job's length (factor $D_1$, resulting in size $d_1^j$),
- in analogy, the size of the output data generated by a job is proportional to that job's length (factor $D_0$, resulting in size $d_0^j$).

Excess load

As previously explained, we assume a single Computational Resource is experiencing excessive load. We set the amount of load that can be handled locally (i.e., the Computational Resource's capacity) to be the 60%-percentile of the load as described by the arrival process and the job length distribution. We assumed that an excessive load is made up by a job set instance whose aggregate load equals the 90%-percentile of the arriving workload. For the job sets used in the ILP model, we generated sets with total load equal to the difference of these percentiles. Except for the results presented in section Scheduling strategies, it is always assumed that excess load is distributed evenly among all remote sites (i.e. $k = |\mathcal{R}| - 1$).

Computational complexity

We have compared the computational complexity of the (Mixed) Integer Programs resulting from the application of the ILP, Heuristic and DLT methods in Table 1, which lists the (order of magnitude of the) number of variables and constraints in each program as functions of network dimensions, number of resources, and number of jobs.

As explained, the main simplification introduced by the DLT method is the absence of per-job variables, while the computational advantage of the heuristic over the ILP method lies in the reduced size of the individual subproblems. Note that, for example, the calculation of distribution fractiles for job length and data sizes is not contained in any of the complexity metrics in Table 1.

ILP vs DLT

In Fig. 6, we have depicted the resulting cost for the dimensioning problem, applied to the topology from Fig. 5. These results show the cost for increasing number of jobs under the constraint that the total job load (per period) remains constant. Each value obtained for the parallelizing heuristic is the result of averaging the cost over ten different job instances. For low values of the job count ($\leq 2000$), we used the same approach for the costs obtained with the exact ILP formulation. The granularity of the job requirements causes the ILP method to perform better than the DLT approach in some cases, and worse in others. For higher number of jobs however, the computational intractability forced us to resort to the approximation described in Section Large job count heuristic. In this case, each measurement is the average cost obtained from $|\mathcal{R}| - 2$ evaluations of this approximation for successive numbers of jobs around
Fig. 6 Cost vs. number of jobs per period for European network

Table 1  Algorithm comparison: computational complexity (reduction by factor \( |R| \) from ILP to parallelizing heuristic, and term \( |J| \) from ILP to DLT)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Integer Vars</th>
<th>Float Vars</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILP</td>
<td>(</td>
<td>R</td>
<td>^2 - (</td>
</tr>
<tr>
<td>Heuristic</td>
<td>(</td>
<td>R</td>
<td>- (</td>
</tr>
<tr>
<td>DLT</td>
<td>(</td>
<td>R</td>
<td>^2 - (</td>
</tr>
</tbody>
</table>

Table 2  Network cost for different wavelength/fiber cost models and wavelength granularity

<table>
<thead>
<tr>
<th>B (Gbps)</th>
<th>Algorithm</th>
<th>Constant</th>
<th>Geo (1.5)</th>
<th>Geo (2.5)</th>
<th>Geo (3.5)</th>
<th>Linear</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.155</td>
<td>DLT</td>
<td>58361.1</td>
<td>27602.13</td>
<td>11815.0</td>
<td>7384.46</td>
<td>6241.2</td>
</tr>
<tr>
<td></td>
<td>ILP</td>
<td>58241.08</td>
<td>27548.26</td>
<td>11793.06</td>
<td>7373.76</td>
<td>6254.76</td>
</tr>
<tr>
<td></td>
<td>Heuristic</td>
<td>58485.23</td>
<td>27755.44</td>
<td>12072.47</td>
<td>7739.88</td>
<td>6648.85</td>
</tr>
<tr>
<td>0.622</td>
<td>DLT</td>
<td>16780.12</td>
<td>12147.2</td>
<td>8407.4</td>
<td>6772.856</td>
<td>6241.2</td>
</tr>
<tr>
<td></td>
<td>ILP</td>
<td>16760.30</td>
<td>12134.00</td>
<td>8396.88</td>
<td>6786.76</td>
<td>6254.96</td>
</tr>
<tr>
<td></td>
<td>Heuristic</td>
<td>16992.92</td>
<td>12385.82</td>
<td>8723.89</td>
<td>7126.62</td>
<td>6651.31</td>
</tr>
<tr>
<td>2.5</td>
<td>DLT</td>
<td>6259.54</td>
<td>6259.54</td>
<td>6259.54</td>
<td>6259.54</td>
<td>6259.54</td>
</tr>
<tr>
<td></td>
<td>ILP</td>
<td>6259.54</td>
<td>6259.54</td>
<td>6259.54</td>
<td>6259.54</td>
<td>6259.54</td>
</tr>
<tr>
<td></td>
<td>Heuristic</td>
<td>6660.23</td>
<td>6660.23</td>
<td>6660.23</td>
<td>6660.23</td>
<td>6665.23</td>
</tr>
<tr>
<td>10</td>
<td>DLT</td>
<td>3065.77</td>
<td>4079.58</td>
<td>4986.93</td>
<td>5909.23</td>
<td>6364.6</td>
</tr>
<tr>
<td></td>
<td>ILP</td>
<td>3065.77</td>
<td>4066.15</td>
<td>4986.92</td>
<td>5906.54</td>
<td>6364.62</td>
</tr>
<tr>
<td></td>
<td>Heuristic</td>
<td>4116.92</td>
<td>4555.38</td>
<td>5432.30</td>
<td>6309.23</td>
<td>6762.69</td>
</tr>
</tbody>
</table>

the measurement's corresponding x-value. Obviously, the cost of the DLT-based method remains constant as by its very nature, only the aggregate load is of importance. From the figure, it is clear that for high number of jobs (totalling a constant load), the cost for the ILP method converges to the DLT cost. Furthermore, the DLT-based approximation performs consistently better than the heuristic, which reduces computational complexity by parallelizing the dimensioning problem into independent subproblems (maximal deviation from ILP method is about 0.5% in this case, vs. 5% deviation for the heuristic).

Connectivity

In the previous section, results were obtained for a single network topology. Figure 7 shows the resulting cost for the dimensioning problem when solved for a wider range of network topologies, for 2,000 excess jobs per period. We randomly generated connected networks (with number of nodes equal to the number of nodes in the reference network) for varying random-link probabilities \( p \). Using this method, the European reference network is similar to the networks obtained for \( p = 0.1 \). For each value of \( p \) (except for \( p = 1 \), denoting a full mesh
network), 10 topologies were generated. For all topologies, the DLT-based solution is very close to the solution obtained from the ILP, the difference staying below 1% for all values of $p$. Only in trivial cases ($p \to 0, p \to 1$) the heuristic approach obtains the quality of the DLT-based solution.

Asymmetric jobs

So far, symmetry between incoming and outgoing traffic for each job was assumed ($D_I = D_O$). Figure 8 shows the cost (for the reference network, again using 2,000 excess jobs per period) for varying ratios of $D_I/D_O$ but constant $D_I + D_O$. Since the dimensioning problem we study a global optimization over individual similar scenarios, we expect these results to show symmetry around $s = D_I/D_O = 1$ as each pair of directed links (connecting two routers) considered for transporting input data will also be considered for transporting output data. The net result is that the chosen dimensions are actually determined by $\max(D_I, D_O)$. This is also an indicator that minimal cost is expected for $s = 1$. Clearly, the figure confirms these expectations.

Wavelength granularity

Results presented so far were obtained using at most four wavelengths per fiber, each wavelength able to carry 2.5 Gbps. Below, we have evaluated the dimensioning problem for the reference network for different wavelength granularities. In all cases, fiber capacity was fixed at 10 Gbps. This value and the wavelength granularity determined the number of wavelengths that can be carried on each fiber. Additionally, we have compared different cost models of the wavelength per fiber parameter $C = \beta/\alpha$. Each model is represented by a non-decreasing function, which mirrors the economic reality of the higher cost for technologies with larger wavelength capacity (Fig. 9). However, since smaller wavelength capacity implies a larger number of activated wavelengths, and thus increasing number of line termination equipment, we introduce three different functions for the parameter $C$. First, the constant function is invariant to changes in wavelength granularity. The second function scales the cost of a wavelength over a fiber linearly with the wavelength’s bandwidth. Finally, three different geometric functions (factors 1.5, 2.5, and 3.5) are bounded by the constant and linear functions.

Table 2 summarizes our results for different wavelength bandwidths and cost models. For all wavelength granularities presented (and thus, maximal number of wavelengths per fiber), our DLT-based approach outperforms the heuristic and follows the ILP approach closely. This remains the case over all different cost models.

Figure 10 shows the resulting network cost obtained with the DLT approach for different models of the wavelength per fiber cost.

Scheduling strategies

In the previous sections, all results were obtained for uniform excess load distribution over all remote sites (i.e., $k = 12$ for 13-node networks). As our model supports the combined dimensioning of the network and optimal selection of load-balancing sites, Figs. 11 and 12 show the results for the DLT, ILP and heuristic approaches for different scheduling strategies ($k$-values). These results
were obtained on the previously used sets of randomly generated networks with average connectivity 0.1 and 0.9, respectively.

In all cases, the DLT and ILP approaches give similar network costs, outperforming the heuristic. Note though that in some cases, the DLT approach yields better solutions than the ILP approach, which can be attributed to the limited computational resources available to the ILP solver. The results for the heuristic approach (as a function of k) can be explained as follows: for each individual excess load scenario, the heuristic “optimizes” network cost by selecting the k closest (with respect to hop count) remote sites. For high average connectivity values, the amount of sets resulting in minimal cost is higher than for lower average connectivity values. This means that the heuristic approach (which does not correlate individual scenarios) is prone to selecting previously unused resources, resulting (after deciding on global capacities) in high network costs. This effect decreases for larger values of k, as the number of sets resulting in minimal network costs are lowered.

On the other hand, for low average connectivity values, the remote sites yielding minimal network cost are more likely to form a unique set. As such, higher
Fig. 10  DLT Cost vs. Wavelength Granularity for European network under different wavelength/fiber cost models

Fig. 11  Cost vs. scheduling strategy for random networks with 13 nodes, average connectivity 0.9

$k$-values imply higher network costs due to the use of remote sites located further away (with regard to hop-count). In addition, the difference between the network cost obtained through the heuristic and the network costs obtained by using the DLT or ILP approaches is smaller in the case of lower average connectivity because the heuristic is forced into using the same resource set as used by the DLT and ILP methods.

The same argument explains why the heuristic seems to perform badly for high connectivity and low $k$-values. Here, we compare to the heuristic operating in the low connectivity, low $k$-value scenarios. This is because of the possible existence of multiple optimal solutions to a single overload scenario in the former case, a simple maximization over all these individual scenarios (without correlation) may perform erratically, depending on which optimal solution was selected in each individual scenario. An interesting improvement to the heuristic therefore consists of determining the set of optimal solutions to each individual scenario, and selecting the best global combination of these solutions.

Applicability of DLT

Results show that the DLT approach to modeling and solving the optical transport network dimensioning problem (in the context of Grid excess load handling) approximates the ILP-based approach quite well in case this
latter method becomes intractable due to large job numbers. This in turn means that the DLT approach can be used by network operators to obtain network costs for different interconnection topologies and compare them (e.g., in order to determine the most cost effective interconnection topology, given an excess load scenario that the resulting Grid must support). A simple comparison between the European network and the simple topologies mentioned in Section DLT is shown in Figs. 13 and 14. The Multiring network mentioned there consists of three rings, connected through a superring intersecting each ring exactly once. Costs in these figures were obtained for $C = \beta/\alpha = 2$.

**Future work**

Due to the proven applicability of the DLT-based approach, we will study how it can be extended into more complex, non-load balancing scheduling scenarios featuring multiple workload sources. As we are particularly interested in dimensioning optical networks, an interesting topic to investigate is the influence and/or necessity of limited wavelength conversion capabilities in the network, possibly introducing (the number of) wavelength conversions in the cost function.

Finally, we will extend our formulations to support the dimensioning of survivable networks.
Conclusions

In this paper, we have studied the dimensioning problem of an optical transport network for Grid applications under single site excess load assumption. We presented and discussed a solution for this problem using a model based on DLT. We compared this model to an Integer Linear Programming formulation using an exact job-level workload description, and a parallelizing heuristic based on this ILP.

Results show that the global optimization of single overloaded source scenarios using the exact job-level ILP formulation is possible only for a low number of jobs. However, we have established the convergence of the DLT-based approach and this job-level ILP formulation for increasing number of jobs. This indicates that the DLT formulation is of practical use in cases where the exact ILP becomes computationally intractable. Additionally, we have presented a heuristic method based on the job-level ILP model, which shows good results and scales better for a high number of jobs, although it is consistently outperformed by the DLT-based method. We showed that these conclusions remain valid for a wide range of parameter variations, most notably network topology (through variation in average link probability), wavelength granularity and cost model, changes in traffic demand (a) symmetry and Grid scheduling policy. This means that our DLT-based approach is of practical use to network operators interested in selecting and dimensioning a suitable OCS Grid interconnection topology, including selection of optimal wavelength granularity.
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