Resonator-based all-optical Kerr-nonlinear phase shifting: Design and limitations
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The design of all-optical phase shifting by means of Kerr-nonlinear resonators is investigated using a one-dimensional analytical model. Dependence on different device parameters and design optimization are discussed. In particular, it is shown that a tradeoff in terms of optical input power and device length is required, which is limited by the signal bandwidth. © 2005 American Institute of Physics. [DOI: 10.1063/1.1829148]

I. INTRODUCTION

From the beginning, nonlinear optics showed great potential for all-optical signal processing, because of its ultrafast response times. However, nonlinear effects like the Kerr effect are typically very small in standard photonic material systems ($n_2 = 10^{-15} - 10^{-13}$ cm$^2$/W). This means that very high input powers or very long device lengths are required to obtain a phase shift of $\pi$—which is the basis for most optical switches today—leading to impractical designs.

A possible route to overcome these impairments is by using resonating structures. They enhance the electric field or power density and slow down the pulse propagation, so that the nonlinear response is larger. Examples of such structures are coupled cavity waveguides, ring resonators, ... It has been shown that with these components, important improvements are possible for the purpose of Kerr-nonlinear phase shifting. In addition, they also exhibit features which cannot be implemented with simple waveguides, such as all-optical limiting, all-optical switching, and bistability.

An important question however is how far one can go in reducing the input power or device length. Increasing the resonating effect will result in further reduction, however, at the expense of the obtainable signal bandwidth since stronger resonators have a higher finesse. Therefore a tradeoff among input power, device length, and signal bandwidth is to be expected.

In this paper, a detailed analysis of one-dimensional (1D) coupled resonators is performed to investigate the realistic possibilities of resonator-based approaches for Kerr-nonlinear phase shifting in case the data signal itself behaves either linearly or nonlinearly. A 1D model makes an analytical description of the nonlinear effects inside the structure possible, providing deeper insight in the influence of various structural parameters. Although this model essentially considers a nonlinear Fabry–Perot cavity, it is used here in the context of waveguide-implemented devices. Based on this model, general conclusions are drawn about design aspects which are representative for all three-dimensional (3D) structures mentioned above and design optimization is carried out to determine the limitations of this approach. Note also that this 1D structure is an immediate model for Fabry–Perot cavities implemented in waveguides.

The organization of this paper is as follows. In Sec. II the resonator structure considered in this paper is discussed. Sections III and IV describe the linear and nonlinear behavior of this structure. The applicability of resonator structures is then discussed in Sec. V. Finally conclusions are drawn in Sec. VI.

II. 1D STRUCTURE

The resonator structure that will be used throughout this paper has the following periodic:

$$a_n b_n a_n b_n a_n b_n \ldots b_n a_n b_n a_n b_n a_n b_n a_n b_n$$

with $a$ and $b$ two different materials, $\lambda_c$ the resonance wavelength of the structure, and $N_{av}$ an integer indicating the cavity length (in units of $\lambda_c/2$). The parameter $N_{av}$ will be used to indicate the total number of $b$ layers in one resonator period. The length of one resonator period is then

$$L_{\text{per}} = \frac{\lambda_c}{4n_a} \left( N_{\text{av}} - 1 + 2N_{\text{av}} \right) + \frac{\lambda_c}{4n_b} \left( N_{\text{av}} \right).$$

Quarter-wave mirrors were chosen here for analytical purposes and because they have the largest reflectivity per unit of length. The rightmost layer of one period combines with the leftmost of the next period to create an uninterrupted distributed Bragg reflector (DBR) mirror. The in- and out-coupling layers to the resonator structure are assumed to have a refractive index $n_a$.

An example for two periods is given in Fig. 1.
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III. LINEAR THEORY

The linear properties for a resonating structure with one and with \( \infty \) periods are now derived. These two cases serve as boundaries for the realistic situation in which the number of periods to achieve a nonlinear phase shift of \( \pi \) is finite, but still can be either low or high.

A. Properties of one period

A rigorous calculation using the transfer-matrix method is in principle possible but is not suitable to derive the analytical formulae. Therefore a few approximations are introduced. The frequency dependence of the amplitude of mirror transmission and reflection coefficients \( t_{\text{br}} \) and \( r_{\text{br}} \) can generally be neglected compared to that of the phase, so

\[
|t_{\text{br}}|e^{i\varphi_{t}} = |t_{\text{br}}|_{v_{c}} e^{i\varphi_{t}},
\]

(2)

\[
|r_{\text{br}}|e^{i\varphi_{r}} = |r_{\text{br}}|_{v_{c}} e^{i\varphi_{r}}.
\]

(3)

For the mirrors defined in this paper, one has

\[
|t_{\text{br}}|_{v_{c}} = \frac{2n_{a}^{2}n_{\text{br}}^{2}n_{c}^{2}}{n_{a}^{2} + n_{\text{br}}^{2}},
\]

(4)

\[
|r_{\text{br}}|_{v_{c}} = \frac{n_{a}^{2}n_{c}^{2} - n_{\text{br}}^{2}n_{c}^{2}}{n_{a}^{2} + n_{\text{br}}^{2}}.
\]

(5)

Using a linear approximation, the phases \( \varphi_{t} \) and \( \varphi_{r} \) can be written as

\[
\varphi_{t} = \pi + \frac{\Delta \varphi_{t}}{2} |v_{c} - (v - v_{c})|
\]

(6)

\[
\varphi_{r} = 0 + \frac{\Delta \varphi_{r}}{2} |v_{c} - (v - v_{c})|
\]

(7)

with the sign of \( \varphi_{r} \) depending on \( N_{\text{br}} \) and \( \text{d} \varphi_{r}/\text{d} v |_{v_{c}} \), due to the symmetry of the mirror. An analytical expression for \( \text{d} \varphi_{r}/\text{d} v |_{v_{c}} \) will be determined in Sec. III B.

If the resonator is now considered as the aggregate of a cavity, two mirror sections and two outside layers (for continuity), and the transfer-matrix approach is applied, the transmission coefficient for the complete structure becomes

\[
|t_{\text{ca}}(v)|^2 = \frac{1}{1 + \left(\Delta \varphi_{t}/\Delta v |_{v_{c}}\right)^2 |t_{\text{br}}|_{v_{c}}^2},
\]

(8)

where \( \Delta \varphi_{t}/\Delta v |_{v_{c}} \) are the phase shift of the cavity and the factor \( e^{-i(\pi/2)(v/v_{c})} \) corresponding to the phase change in the in- and out-coupling sections (together with a quarter wavelength, see Sec. II). Using Eqs. (6) and (7) and expanding the exponentials in the denominator around \( v = v_{c} \), the intensity transmission \( |t_{\text{ca}}(v)|^2 \) and the phase change \( \phi(v) \) over a single resonator period for a resonator structure with one period become

\[
|t_{\text{ca}}(v)|^2 = \frac{1}{1 + \left(\frac{4(v - v_{c})^2}{|t_{\text{br}}|_{v_{c}}^2} \left(\frac{\pi}{v_{c}} - \frac{\text{d} \varphi}{\text{d} v |_{v_{c}}}ight)\right)^2},
\]

(9)

\[
\phi^{(1)}(v) = \pm \frac{\pi}{2} - \arctan \left(\frac{2(v - v_{c})}{|t_{\text{br}}|_{v_{c}}^2 \left(\frac{\pi}{v_{c}} - \frac{\text{d} \varphi}{\text{d} v |_{v_{c}}}ight)}\right).
\]

(10)

Equation (9) shows the typical Lorentzian transmission characteristic of a single resonator, while Eq. (10) shows that its output phase relation has an arctan behavior. Note that \( \text{d} \varphi/\text{d} v |_{v_{c}} \) still needs to be determined. This will be done in Sec. III B.

B. Bloch characteristics (properties for \( \infty \) periods)

Using the Floquet–Bloch theory, the general dispersion relation—which relates the propagation constant \( k \) of a Bloch mode to its frequency \( v \)—for a structure with a period consisting of \( N \) layers (indicated by \( a \cdots N \)) is given by

\[
2N_{a}n_{a}n_{b} \cdots n_{N} \cos(\ell k_{\text{pca}})
\]

\[
= \sum_{\mu = 0}^{\infty} \frac{(-1)^{\mu}n_{\mu}n_{\mu+1} \cos(-1)^{\mu}k_{\text{a}}l_{a}}{(-1)^{\mu}n_{\mu}n_{\mu+1} \cos(-1)^{\mu}k_{\text{a}}l_{a}}
\]

\[
\times \left[(-1)^{\mu}n_{\mu+1}(-1)^{\mu+1}n_{\mu+2} \cdots (-1)^{\mu}n_{N}(-1)^{\mu}n_{N+1}ight],
\]

(11)

with \( n_{i} \) the refractive index of layer \( l_{i} \), \( k_{i} = (2\pi v/c)n_{i}/l_{i} \), the length of layer \( l_{i} \), \( k \) the propagation constant of the Bloch mode, and \( L_{\text{pca}} = \Sigma l_{i} \), the period length. This formula was obtained by induction. In the case of the resonator period described above, this formula is not immediately usable because there are too many layers involved. The dispersion relation for weakly coupled resonators is however approximately sinusoidal around the central frequency \( v_{c} \), so it can be written as

\[
v - v_{c} \approx \frac{\Delta v}{2} \sin\left(\ell k_{\text{pca}} \pm \frac{\pi}{2}\right),
\]

(12)

with \( \Delta v \) the resonance bandwidth. The exact sign depends on \( N_{\text{av}} \) and \( N_{\text{br}} \), but is not important here. \( k_{\text{pca}} \) is the phase change between the input and output over a single period, denoted as \( \phi \) in Sec. III A. Using this notation, one obtains for the single period phase change of a resonator structure with \( \infty \) periods,

\[
\phi^{(\infty)}(v) = \pm \frac{\pi}{2} - \arcsin \left(\frac{2\Delta v}{\Delta v} (v - v_{c})\right).
\]

(13)

Differential of Eq. (13) to the frequency shows

\[
\text{d}\phi^{(\infty)}(v) = \frac{2}{\Delta v},
\]

leading to
\[ \phi^{(1)}(v) = \pm \frac{\pi}{2} - \arctan \left[ \frac{d\phi^{(0)}}{dv} \right]_{v_c} \left( v - v_c \right) \]  

Equations (14)-(16) fully describe the resonance bandwidth and the phase relation inside the bandwidth.

C. Comparison between 1 and \( \infty \) periods

The limiting cases of one and \( \infty \) periods coincide for \( v = v_c \). Indeed for the resonance frequency, the transmission of every single resonator period is one, so they cannot interact. Based on this, a relation for \( (dv/d\nu)_c \) —which was left undetermined in Sec. III A—can be derived by an expansion of Eqs. (10) and (15) at \( \nu = \nu_c \). The result of this is

\[ \frac{d\phi}{d\nu} \bigg|_{v_c} = -\frac{\pi}{2v_c} \left( \frac{n_2 + n_3}{n_2 - n_3} - 1 \right). \]  

Substitution of this Eq. in (10) allows now to derive the output phase relation for the case of one resonator period (Sec. III A) as

\[ \phi^{(1)}(\nu) = \pm \frac{\pi}{2} - \arctan \left[ \frac{d\phi^{(0)}}{dv} \right]_{v_c} \left( \nu - \nu_c \right) \]  

Differentiation shows that

\[ \left| \frac{d\phi^{(1)}}{dv} \right|_{v_c} = \frac{d\phi^{(0)}}{dv} \bigg|_{v_c}, \]  

so that Eqs. (15) and (18) finally become

\[ \phi^{(0)}(\nu) = \pm \frac{\pi}{2} - \arctan \left[ \frac{d\phi^{(0)}}{dv} \right]_{v_c} \left( \nu - \nu_c \right), \]

\[ \phi^{(1)}(\nu) = \pm \frac{\pi}{2} - \arctan \left[ \frac{d\phi^{(0)}}{dv} \right]_{v_c} \left( \nu - \nu_c \right). \]

IV. NONLINEAR THEORY

The nonlinear effect on the transmission spectrum of a resonating structure can qualitatively be described as follows. The incoming light builds up inside the cavity and partially in the mirrors and therefore changes the refractive index of the complete structure. This means that both the resonance peak and the resonance bandwidth can change. The index changes also affect the output phase relation \( \phi(\nu) \).

In the most general case, \( n_{a2} \neq n_{b2} \). It can then roughly be said that the resonance shift is determined by the overall value of \( n_2 \) (a shift to higher frequencies occurs for \( n_2 < 0 \) and vice versa), while the change of bandwidth is due to the modulation of \( n_2 \).

In this paper, it will be assumed that \( n_{a2} = n_{b2} \), which is especially a good approximation for waveguide-implemented Fabry–Perot cavities. It also holds quite well for other resonator types. This means that the resonance bandwidth can in good approximation be considered as constant (only in cases in which \( n_{a2} \) and \( n_{b2} \) have opposite signs, bandwidth changes become important). A method to calculate cases with \( n_{a2} \neq n_{b2} \) will be discussed in Sec. IV C.

From Eqs. (15) and (18), it is obvious that the nonlinear resonance shift and the change of the output phase will be interdependent. The new resonance frequency can easily be determined by looking at the phase condition inside the cavity. From that, the nonlinear phase change will be calculated. An effort will be made to obtain insight in the nonlinear interaction, therefore avoiding long mathematical calculations as much as possible.

A. Shift of resonance frequency

From Eq. (8), it is clear that the total transmission will only be achieved if

\[ \varphi_1 - \varphi_{\text{res}} = \pm \frac{\pi}{2} + \pi x, \]  

with \( \rho \) an integer. In the linear case, this immediately leads to \( \nu = \nu_c \), since for this frequency \( \varphi_1 = (\pi/2) \) and \( \varphi_{\text{res}} = N_{\text{res}} \pi \). The Kerr-nonlinear interaction will however change the refractive index in both the cavity and the mirrors, so this condition will now be true for another wavelength.

1. Kerr-nonlinear cavity only

Since the electric field will be the strongest inside the cavity, it is interesting to start by considering only the cavity as Kerr-nonlinear. First, the nonlinear enhancement in the cavity must be found. It is well known that the electric field for a certain frequency in a 1D medium with a Kerr-nonlinearity, is in good approximation given by

\[ E_\nu = E_{r,0} e^{-12\pi|\nu-c_0 n_0 n_2 (E_{r,0} d_{22} E_{r,0})^2}; \]

\[ + E_{h,0} e^{-12\pi|\nu-c_0 n_0 n_2 (E_{h,0} d_{22} E_{h,0})^2} f(z), \]  

with \( n_0 \) and \( n_2 \) the linear and nonlinear refractive indices, respectively, and \( E_{r,0} \) and \( E_{h,0} \) the forward and backward field components, respectively, and \( z \) the direction of propagation. An easy way to verify this is with the use of a multitime scale approach although other methods are possible. Since high-field enhancement is required, strong mirrors will typically be used in the resonating structure leading to almost perfect standing waves inside the cavity, so \( E_{r,0} = E_{h,0} = E_{\text{max}} \) with \( E_{\text{max}} \) the maximum cavity field. This means that both the forward and the backward field in Eq. (23) approximately see the same index profile, which is given by

\[ n = n_0 + 2n_2 \left| \frac{E_{\text{max}}}{4} \right|. \]  

Using Eqs. (4) and (5), the maximum linear cavity field for \( \nu = \nu_c \) [so that \( E_{r,0}(\nu_c) = E_{\text{out}}(\nu_c) \)] for \( n_2 > n_0 \) is given by
\[ \Delta \phi^{(1)} = 2 \arctan \left( \frac{d \phi}{d \nu} \frac{\Delta \nu_c}{\nu_c} \right) \]  

(35)

2. Phase shift for \( \infty \) periods

For a structure with \( \infty \) resonator periods, the linear phase relation is given by Eq. (15)

\[ \phi^{(e)}(\nu) = \pm \frac{\pi}{2} - \arcsin \left( \frac{d \phi}{d \nu} \frac{\nu_c}{\nu_c^{NL}} \right) \]  

(36)

Again neglecting the resonance bandwidth change, one immediately obtains for the nonlinear phase relation

\[ \phi^{(n)}(\nu) = \pm \frac{\pi}{2} - \arcsin \left( \frac{d \phi}{d \nu} \frac{\nu}{\nu_{c,NL}} \right) \]  

(37)

since no problems arise with transmission here. Note that in the bistable region of course two phase relations exist: The “transmissive” one is given here, the other one is simply \( \phi^{(n)}(\nu) = \pi \) if \( n_2 > 0 \) and \( \phi^{(n)}(\nu) = 0 \) if \( n_2 < 0 \). So \( \Delta \phi^{(n)} \) is equal to

\[ \Delta \phi^{(n)} = 2 \arcsin \left( \frac{d \phi}{d \nu} \frac{\Delta \nu_c}{\nu_c} \right) \]  

(38)

3. Comparison and generation

If small resonance shifts or large resonance bandwidths (which means a small value of \( |d \phi/d \nu_c| \)) are assumed, Eqs. (35) and (38) can be linearly approximated as

\[ \Delta \phi^{(lin)} = \frac{d \phi}{d \nu} \Delta \nu_c \]  

(39)

which means that this \( \Delta \phi^{(lin)} \) will also be approximately valid for any finite number of periods \( N \). Note that this formula for the phase shift \( \Delta \phi \) is completely in accordance with intuitive reasoning: a phase shift proportional to \( \Delta \nu_c \) and to \( |d \phi/d \nu_c| \) is indeed what one would expect.

To check these results, the phase shift \( \Delta \phi \) is plotted as a function of the relative resonance shift \( \frac{\Delta \nu_c}{\Delta \nu_c + d \phi/d \nu_c \Delta \nu_c/2} \) for a large variation of all parameters (\( N_{av}, N_{av}, n_2/n_0, n_2, n_{av} \), and \( \bar{E}_{\text{lin}} \)) in Fig. 2. The numerical simulations were obtained by means of a nonlinear extension, \(^13\) of cavity modeling framework \(^13\) (CAMFR) based on spatial index discretization.

As can be seen, excellent agreement is obtained between numerical simulations and the analytical formulae (35), (38), and (39) for all situations. This also verifies the theory of Sec. IV B. The deviations between simulations and Eq. (35) in the case of one period are due to transmission issues, as discussed in Sec. IV B 1.

C. Complete Kerr-nonlinear resonator (model approach)

As discussed in Sec. IV A 2, the resonance shift of a complete Kerr-nonlinear structure cannot easily be derived from Eq. (22). However, instead of calculating first the resonance shift and using that result to determine the phase shift—as done in Sec. IV B, \( \Delta \phi \) can be calculated immediately, using modal theory.

In modal theory, the nonlinear field profile along the propagation axis is assumed to stay close to the linear one, so that the nonlinear action only consists of changing the amplitude of this profile. \(^14\) It is obvious that a modal approach will only be valid for small nonlinearities, which is in general the case for Kerr-nonlinear effects. Using the general theory in Ref. 14 and the intermediate results in Ref. 6, one immediately obtains for the (linearized) single period phase change \( \Delta \phi^{(lin)} \)

\[ \Delta \phi^{(lin)} \approx \frac{3 \pi}{8} \left( \frac{n_{e,0}}{n_{a,0}} \right)^2 \frac{n_2}{n_{a,0}} \left\{ \frac{1}{|E_{\text{lin}}|^2} \right\} \]  

(40)

in the case of \( n_{a,2} = n_{b,2} = n_2 \) and \( n_{a,0} > n_{b,0} \), as considered in this paper. It is however easy to extend the calculation to more general cases, such as \( n_{a,2} \neq n_{b,2} \). The main disadvantage of a modal approach is that it is quite difficult to gain simple insights in the nonlinear interactions, such as Eq. (39).

Using Eqs. (35), (38), and (39) and the theory of Sec. IV B 3, the phase changes for complete Kerr-nonlinear resonator structures, consisting of one and \( \infty \) periods, are then

\[ \Delta \phi^{(1)} = 2 \arctan \left( \frac{3 \pi}{16} \left( \frac{n_{e,0}}{n_{a,0}} \right)^2 \frac{n_2}{n_{e,0}} |E_{\text{lin}}|^2 \right) \]  

(41)

\[ \Delta \phi^{(\infty)} = 2 \arctan \left( \frac{3 \pi}{16} \left( \frac{n_{e,0}}{n_{a,0}} \right)^2 \frac{n_2}{n_{e,0}} |E_{\text{lin}}|^2 \right) \]  

(42)

Now, based on Eq. (39), it is also possible to determine the resonance shift \( \Delta \nu_c \) analytically for a complete Kerr-nonlinear resonator.
\[
\Delta \nu_c = \frac{3}{4} \frac{n_{a,0}}{n_{b,0}} \left| \frac{n_{a,0}^4 - n_{b,0}^4}{n_{a,0}^2 - n_{b,0}^2} \right| \left( F_{\text{min}}^2 \right) \frac{N_{\text{cav}}}{N_{\text{cav}} + N_{\text{cav}}^4 + n_{a,0}^4 + n_{b,0}^4} \left( N_{\text{cav}} + n_{a,0}^4 + n_{b,0}^4 \right) \frac{n_{a,0}^4 - n_{b,0}^4}{n_{a,0}^2 - n_{b,0}^2}.
\] (43)

Note the close resemblance of this equation with Eq. (29). As predicted in Sec. IV A 2, one indeed has, \( \Delta \nu_c \rightarrow - (3/4) \times (n_{a,2}/n_{a,0})(n_{a,0}/n_{b,0})^3 \omega |E_{\text{in}}|^2 \nu_c \) for large cavities.

V. DESIGN AND DISCUSSION

As mentioned in the Introduction, the design of a resonating structure for Kerr-nonlinear phase shifting will be a tradeoff among input power, device length, and signal bandwidth.

Since the resonance peaks in the linear and the nonlinear case do not coincide, the signal bandwidth \( \Delta \nu_s \) can be substantially lower than the resonance bandwidth \( \Delta \nu \). In the ideal case, \( \Delta \nu_s \) will be equal to the bandwidth overlap between both cases, thus,

\[
\Delta \nu_s = \Delta \nu - \Delta \nu_c.
\] (44)

In the case of a realistic, finite structure, the resonance window will, in fact, not be completely transmissive. At the edges, the transmission function will show a number of peaks (increasing with the number of periods), in between which the transmission can drop even more than 50%, depending on the index contrast of the mirrors. Therefore, \( \Delta \nu \) should be correct with a factor \( f_{\text{corr}} < 1 \), so the maximum signal bandwidth is

\[
\Delta \nu_s = f_{\text{corr}} \Delta \nu - \Delta \nu_c.
\] (45)

A good estimate for this correction factor was found to be \( f_{\text{corr}} = 0.5 \). This value was obtained by comparing the high transmission shape of general, multiperiod resonator structures \((N = 3–9)\) with their resonance bandwidth \( \Delta \nu \).

From Eqs. (39), (14), (43), and (45), this tradeoff is obvious; to minimize the device length \( L_{\text{tot}} \), the phase shift per unit of length \( \Delta \phi / L_{\text{tot}} \) must be maximized. This implies that the resonance shift \( \Delta \nu_c \) should be as high as and the resonance bandwidth \( \Delta \nu \) as low as possible. However these last two conditions also result in a lower signal bandwidth \( \Delta \nu_s \). Furthermore, a restriction to the resonance shift \( \Delta \nu_c \) will be imposed by the achievable input power.

This optimization is now done for a realistic example: a coupled cavity photonic wire in silicon-on-insulator (SOI) is approximated by taking \( n_a = 2.6 \) and \( n_b = 2.36 \), which corresponds to an index contrast of \( \approx 10\% \). The Kerr coefficient is equal to \( n_{33} = 0.6 \times 10^{-13} \text{ cm}^2/\text{W} \) (or \( 2.4 \times 10^{-16} \text{ cm}^2/\text{V}^2 \)) and the cross-section area \( A_{\text{cross}} \approx (\lambda^2/2n_a) \). The input power \( P_{\text{in}} \) corresponding to a certain input field \( E_{\text{in}} \) may be estimated from the input intensity \( I_{\text{in}} = (1/2)cn_0\epsilon_0|E_{\text{in}}|^2 \) and the cross-section area, so

\[
P_{\text{in}} = I_{\text{in}} A_{\text{cross}} = \frac{c}{8n_a} \epsilon_0 \lambda^2 |E_{\text{in}}|^2.
\] (46)

The results are shown in Fig. 3; the required input powers which may be expected are shown as a function of device length for several signal bandwidths. To become continuous curves, the parameters \( N_{\text{deb}} \) and \( N \) were assumed to be continuous, which is a good approximation since both values are typically high. The situation of a simple wire without resonating structures is drawn in Fig. 4 as a comparison.

Comparing Figs. 3 and 4, it can be seen that the improvements in the order of 10 000 for the device length are possible (depending on the signal bandwidth). The signal bandwidth is however an important limiting factor, especially for very high bandwidths. Note also that from a certain input power on, the relative improvement of \( L_{\text{tot}} \) drops very steeply so using even higher powers are not sound.

In Fig. 5, the example above is recalculated with other index contrasts for a signal bandwidth of 40 GHz. From this, it is clear that high index contrasts allow major improvements in the device length. This is due to two factors: first, the length of mirrors with the same reflectivity substantially reduces for higher contrast (Eq. (5)). In addition, the resonance shift for a certain input power will also be larger for shorter mirrors, because a smaller part of the nonlinear phase change in the cavity will be used to compensate the phase.
shift in the mirrors, as discussed in Sec. IV A 1. The obtainable index contrast is however typically limited by scattering and radiation loss in actual structures.

An important remark is that for all situations depicted in Figs. 3 and 5, one has $N_{\text{cav}}=1$. From Eqs. (14) and (16), it can be seen that the resonance bandwidth reduces both with higher $|r_{\text{tot}}|_r$ and larger $N_{\text{cav}}$. However, only the mirror strength determines the field strength inside the cavity [Eq. (25)]. On the other hand, a larger cavity improves the frequency shift, as mentioned in Sec. IV A 1. These results now imply that increasing $|r_{\text{tot}}|_r$ is more efficient in terms of device length than increasing the cavity length.

To determine the real optimum, only integer values of $N_{\text{det}}$ and the period number $N$ can be taken into account. In most situations, one will also choose $N_{\text{det}}$ to be even (this was implicitly done in Sec. II). Otherwise $b_{\text{opt}}$ layers must be constructed at the in- and out-coupling sections, which require more demanding feature size limitations. Suppose one would like to minimize the device length of a bandwidth of 10 GHz and input powers up to 30 mW is allowed. To find the optimal solution, one should first make a 3D graph of the input power $P_{\text{in}}$ required for $N\Delta \phi = \pi$ with discrete axis $N_{\text{cav}}$, $N_{\text{det}}$, and $N$ under the condition that $\Delta \nu = 10$ GHz. Then solutions can be found by transferring the cut $P_{\text{in}} \approx 30$ mW to a new 3D graph now showing $L_{\text{tot}}$. The five best parameter combinations obtained in this way are shown in Table I, together with the required input power $P_{\text{in}}$ and the total device length $L_{\text{tot}}$.

Note that $N_{\text{cav}}$ is not necessarily equal to one, since only discrete solutions are now taken into account. Note also that the required input power already drops 10 mW for an increase in device length of 3 $\mu$m. Due to tradeoff requirements, several solutions are found, which lie very close together.

To clarify this even further, $\Delta \phi/L_{\text{tot}}$ is drawn as a function of $N_{\text{det}}$ and $N_{\text{cav}}$ in Fig. 6. The limiting line $P_{\text{in}} = 30$ mW is also shown.

From this figure, it can be seen that $\Delta \phi/L_{\text{tot}}$ is almost constant along $P_{\text{in}} = 30$ mW for low $N_{\text{cav}}$. Only for increasing $N_{\text{cav}}$, $\Delta \phi/L_{\text{tot}}$ drops more substantially. As already discussed, increasing $|r_{\text{det}}|_r$ (thus $N_{\text{det}}$) is more efficient in terms of device length than increasing $N_{\text{cav}}$. However for low cavity values, this difference in efficiency is relatively low, since increasing $N_{\text{cav}}$ still improves the frequency shift substantially (Sec. IV A 1). Discreteness of the parameter space therefore allows closely spaced optimal solution.

The optimal result of Table I is now numerically checked in Fig. 7.

![FIG. 6. Phase shift per unit of length $\Delta \phi/L_{\text{tot}}$ as a function of $N_{\text{cav}}$ and $N_{\text{det}}$. The line $P_{\text{in}}=30$ mW is also shown.](image)

It can be seen that the resonance shift is equal to 0.19 nm, which is in good agreement with Eq. (43). The obtained phase shift for $\lambda=1/2(\lambda_{\text{cav}}+\lambda_{\text{tot}}) = 1.550 905$ $\mu$m is $\Delta \phi_{\text{tot}} = 3.32$, which is close to $\pi$. As can be seen, the phase shift is almost constant over a large range, however, for resonance of transmission, the usable wavelength range ($|\Delta \nu| > 0.9$) is only $\Delta \nu = 0.085$ nm, so the signal bandwidth is approximately limited to 10 GHz, as expected.

The resonance bandwidth based on Eqs. (14) and (16) is $\Delta \lambda = 0.6$ nm, so the resonance shift is about one third of the bandwidth. On the other hand, $|\partial \phi/\partial \nu|_r$ is much steeper than in the absence of resonators. This means that both $|\partial \phi/\partial \nu|_r$ and $\Delta \nu_r$ are important in this example. For higher $P_{\text{in}}$ or $n_2$, driving factor of the phase shift will typically be $\Delta \nu_r = f_{\text{nonlin}}(\Delta \nu)$, while in the case of lower $n_2$ or $P_{\text{in}}$, $|\partial \phi/\partial \nu|_r$ will be more significant ($\Delta \nu_r \ll f_{\text{nonlin}}(\Delta \nu)$).

### VI. CONCLUSIONS

In this paper, the design of ultrafast nonlinear phase shifting devices by means of resonators has been discussed. It has been shown that a phase shift of $\pi$ can be achieved.
within reasonable power and device length budgets, much smaller compared to the case of simple waveguides.

It was, in particular, shown that device optimization is possible by using resonators consisting of high contrast mirrors, both for reducing the optical power and the device length. Furthermore, the cavity length itself should be kept small, although not necessarily a half wavelength.

An important limitation to this concept is however the signal bandwidth. A high bandwidth signal (>100 GHz) requires substantially more optical power or longer nonlinear components.
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