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Abstract

The emerging wavelength switched networks reduce the strain on packet forwarding. Unfortunately, that solution is not
really efficient on a bandwidth level, and is not ideally suited for bursty traffic. Packet switched solutions, whether electronic
or optical, can use statistical multiplexing to cope with bursty traffic and yield better bandwidth efficiency. We present a novel
network concept that can combine these two worlds, withholding their advantages. We introduce this Overspill Routing In
Optical Networks (ORION), and discuss several aspeets of it: the overall architecwure and network concept, node design and
implementation, and evaluation at network level as well as node level.
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1. Introduction

In the past optical networks opened up a vast
amount of bandwidth, with the breakthrough of op-
tical fiber and all-optical amplification. A second
boom in bandwidth capacity came with the develop-
ment of (Dense) Wavelength Division Multiplexing,
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(D)WDM. As a consequence, pure bandwidth avail-
ability is no longer the most important cost determin-
ing factor on the technological side. Originally, op-
tical connections were used as high capacity point-
to-point interconnections. Data was converted to the
electronic domain every hop, and processed at an elec-
tronic router. This resulted in highly efficient sharing
of the transmission resources. At the same time, how-
ever, most of the traffic handled in any router is transit
traffic, i.e. still has to travel one or more hops to reach
the exit point of the network. 70% of all traffic be-
ing transit is not an exception [1], which is of course
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mainly due to the low meshing degree of backbone
networks. Given the current trend that optical trans-
mission capacity grows faster [2] than electronic pro-
cessing capability, the electronics will become a major
bottleneck. Consequently, several solutions were pro-
posed to reduce the strain on the electronic layer. The
most important one certainly is the concept of wave-
length paths (or lightpaths). In this technology a wave-
length passes transparently through an optical cross-
connect (OXC), without the IP router inspecting the
carried data. The drawback of this approach is that
a wavelength path cannot be re-used by intermediate
nodes when it is not used at full capacity. This can re-
sult in an increased amount of wavelengths needed to
fulfill a set of demands. A logical next step in this evo-
lution are Automatically Switched Optical Networks
(ASONs), where the wavelength paths are set up by
the control plane, without (explicit) intervention of the
network operator. This allows adapting to traffic vari-
ations on a medium to large time scale (several min-
utes to even hours or days). However, these solutions
inherently remain wavelength switched. Although the
flexibility is considerably increased, the granular-
ity, in terms of bandwidth and time scale, is still
coarse.

In this paper we describe a recently proposed
switch and network architecture proposal, called
Overspill Routing In Optical Networks (ORION), that
succeeds in using the full benefits of the ASON,
without sacrificing the high statistical multiplexing
gains from the earlier point to point WDM optical
networks. In contrast to earlier papers, we will look
at ORION from a broader perspective, integrating
existing results from recent and earlier work. The all-
optical extensions were previously unpublished.

2. Related work

Although ORION as a hybrid is quite unique in
its design and concept, several other proposals try
to achieve similar objectives, through some kind of
intermediate form of simple point to point WDM
and wavelength switched networks. Since we haven’t
introduced ORION at this point, we will come back
to these during the explanation and highlight some
important differences with ORION when appropriate.
The closest resemblance ORION has with any other
proposals certainly is the polarization based concept

described in [3,4], as well as the light-trail and light-
bus concepts [5}, and [6]. Others may seem similar,
like [7,8], or [9], but during our discussion we will
show that they are actually, in our view, an extreme
form of more classical switching paradigms. The
overspill mechanism we will explain is sometimes
also likened to deflection routing [10] or the light-
tree [11] concept, but we will also illustrate that it is
fundamentally different. Finally, the CHEETAH [12]
concept comes to. mind as related. This is also a
true hybrid, but is actually a form of a combined
architecture, with two physically distinct networks in
parallel (see also Section 7 for more details).

The remainder of the paper is organized as follows.
First, we introduce the ORION concept from a
network level. We continue by describing an ORION
node in a very generic way. The node operation relies
on the use of a special marker for packets, which
is why we continue by suggesting a few ways for
actual implementation of this marker. Then, we show
a case study evaluation of ORION performance in a
pan-European network from a dimensioning point of
view for the network. This is followed by a simple
case study at node level, where simulation can show
the finer behavior of the overspill mechanism. A
conclusion summarizes the content and indicates some
other points of interest, already investigated (but not
explained here) or still in the pipeline. Throughout
the paper we will usually explain ORION using an IP
over WDM setting, but it is important to note that the
concept is not restricted to it. Other options may be to
implement it in e.g. IP/MPLS/WDM, Gigabit Ethernet
over WDM, or ATM/WDM.

3. Architectural concept

We will begin by explaining how ORION works
at a network level. First, we start from a wavelength
switched WDM network, where some wavelength
paths are established. In a normal wavelength switched
network a lightpath passes some node transparently,
i.e. the node cannot access the data in the passing
wavelength. In the example of Fig.1 node D has
no access to the IP packets travelling in wavélength
A1. Only wavelengths starting or terminating in
that node can be accessed. Suppose we have the
connections A—a-b—c—d-D on A3, B-b-c~d—e-E on A3
and A-a-b—c-d-e-E on A, established as indicated on
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Fig. 1. A simple ORION network scenario.

Fig. 1. The basic problem with wavelength switching
occurs in the following scenario: when the capacity
of the lightpath AD is fully used, and there is
some temporary overload for this connection, the
wavelength A; cannot be used to carry some of its
traffic, as it is dedicated for connection AE. It is,
however, perfectly possible that the lightpath AE (on
A1) is only carrying a low traffic load, so that in fact
at some moments in time it is empty (as mentioned,
we focus on IP directly over WDM here). Thus,
while connection AD has a capacity shortage, AE has
capacity in abundance.

While ordinary wavelength switched WDM net-
works cannot solve this type of situation instantly
(since it requires a reconfiguration of the network),
ORION enables the network to use this capacity on
A1 (normally dedicated to the connection AE) for the
connection AD by switching to the so-called overspill
mode, which essentially means operating the network
as if it is a point to point WDM network. What hap-
pens: packets (belonging to connection AD) are in-
serted in A (normally dedicated to connection AE),
we call this overspilling, hence the name Overspill
Routing In Optical Networks (ORION). Thus, packets
inserted in a wavelength different from the lightpath
of the connection are called overspill packets. Like-
wise, packets sent on their correct lightpath are light-
path packets. When packets of connection AD are in-
serted in 4;, node b has to be able to detect these, get
them out and let B handle them. They have to be routed
further to their destination, which, in this case, is pos-
sible by sending them out again as overspill packets
on A3 (or again A;). At node ¢ they need to get lifted

out again and be handed over to C, which does the
same. In our case they are sent out again as overspill
packets, again on A3 or A;. The packet flow for con-
nection AD can be seen on Fig. 1, and is indicated by
the numbers in the packets. Packets in gray travel on
an ORION interface (see further) between the OXC
(b) and the IP/MPLS router (B). The packets in white
travel on wavelengths belonging to other connections,
so capacity on links is shared!”

Obviously, this kind of low-level overriding of
wavelength switched behavior and wavelength break-
ins needs modification of the nodes. As we will show
in the next sections, we can do this by adding function-
ality. More importantly, existing components can be
re-used, while the extra components are already com-
mercially available today! Also, it is very important
to note that currently we mandate overspill packets to
follow the same route as its lightpath, but on a differ-
ent wavelength. In other words, when looking at the
network as a point to point WDM network (i.e. the
actual, physical topology), no deflection routing takes
place. This is mainly to avoid the classic deflection
routing problems [10]. Another design choice is that
an overspill packet always gets OE converted at the
next encountered node (thus, it never bypasses, like
a lightpath packet does). Both these design choices
are mainly to clearly separate the two modes of op-
eration in an ORION network—point to point WDM
like for overspill, and wavelength switched for light-
path packets—and to avoid further complicating the
design (needlessly). '

Note that the overspill mechanism is meant as a
temporary solution for a transient overload scenario.
If the experienced imbalance in the network however
remains for a longer period of time, wavelength
paths should be re-arranged to accommodate for the
changing traffic pattern. Typically this would mean
cither an intervention from the operator or a dynamic
re-arrangement protocol. Thus, overspill is meant as
a solution for the time frame not handled by these
slower mechanisms. This would mean overspill could
work in a time-frame seconds up to even hours or
days, depending on the underlying re-arrangement
technology and the severity of the imbalance. The
overspill mechanism itself could even function to
postpone unnecessary tearing down and construction
of wavelength paths, thereby enhancing network
stability.
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Fig. 2. Block design of an ORION node.

4. A generic ORION node

So how do we achieve the described scenario?
Fig. 2 shows, in general, how. We need the following
extra functionality:

(1) When IP packets are transported on a wavelength,
we need some way to mark whether they are on
their proper wavelength, or whether they are in
overspill mode.

(2) This marker needs to be easily recognizable,
without having to opto-electronically convert each
passing packet, and with a very low processing
complexity (i.e. without fully examining its
header, including table look-ups etc.). This sets
ORION apart from Optical Packet Switching
(OPS) and Optical Burst Switching (OBS),
making it a true hybrid.

(3) When the marker is detected, the overspill packet
has to be extracted, but lightpath packets should
be left on the wavelength. In other words, no light-
trees, drop & continue nor broadcast & select like
scheme.

(4) The node must be able to insert overspill packets
in a wavelength path passing through if capacity
is available, without disturbing existing lightpath
traffic on that wavelength.

In this section we assume such a marker exists.
Ways to achieve the marker functionality (especially
to fulfill condition (2)) are explained in Section 6.

Fig. 2 shows a complete example ORION node.
First, as with a classical wavelength switched node,
there is an optical cross-connect (OXC) (1), lambdaj.
denotes wavelength j at the OXC input, while
lambda‘} denotes the same wavelength at the output.
This OXC has four wavelengths coming in, of which
two, Aé and A; are terminated towards the electrical
IP router (2). The two others, A"l and Ai, pass through
transparently (3). Each packet is assumed to be
Intensity Modulated (IM), with the possibility to have
the marker, indicating overspill status. To detect this
marker, we split off some of the power at (4) and
process it at (5). If the marker indicates an overspill
packet, 1x2 fast optical switches (6) are set up to
lead the packet towards the electrical IP router. But
first, to save interface cards, we group together (7)
all wavelengths. It reflects the expectation that packets
in overspill will form the exception rather than occur
very frequently. It however also implies that we need
some contention resolution for the case that both pass-
through wavelengths contain overspill packets at the
same time, since we can only receive one overspill
packet at a time. Deciding on how many wavelengths
should be grouped together in this way is a design
parameter which depends on how many overspill
packets there can be expected simultaneously. In
general, we reduce the range of wavelengths where
1x2 switches are installed, M, to a smaller range
N. More on this in Section 8. The current contention
resolution scheme we assume is a simple “first come
first serve” mechanism. In the event of contention
packets are dropped. Since overspill is a “last resort”
to be used for otherwise lost low(er) priority packets,
this should suffice.

After the 1x2 switch is set, the overspill packet
can be received through a wide-band receiver (8).
The electronic IP router, by means of the simple
electronic ORION control block, can then decide
(11) to either send it via the normal regime (on a
lightpath originating at that IP router) with fixed (or
slowly tunable) lasers, either again in overspill mode
(9). In standard ORION a packet always remains in
overspill mode (once overspill, always overspill). If,
however, we allow overspill packets to enter a (under-
used) wavelength path originating at an intermediate
node leading to the correct destination (for example,
if 23 goes to the same end node as the detected
overspill packet), we use the term ORION with
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wavelength sk ve-entry [13]. Note that there are
no 1x2 swithles nceded on wavelengths A7 and
A, since these wavelengths are received by the IP
router anyway. They can, however, be useful when
rearranging the network (in the ASON way). After
such a reatrangement, A5 and A may become part
of a wavelength path, and thus no longer terminate
locally, at which point the overspill capability on these
wavelengths can be put to good use.

The reading and detection, together with deciding
on eventual contention resolution and the setting of the
1x2 switches of course takes some time. Therefore,
we provide for some delay lines (10). The required
delay lines also have a second function if we want
to insert packets in overspill mode on the two pass-
through wavelengths. The same way we used a marker
to identify overspill packets, we can also use it
for detection of idle periods on the wavelengths,
indicating when lightpath packets occupy the line. The
delay line then provides “a window in the future”
to provide time for finding a large enough gap and
processing time (another example of this approach of
fiber delay lines allowing for a window in the future, is
described in [16]). The markers thus can have a double
function, illustrated in Fig. 3:

(1) Identify overspill packets.
(2) Identify the start and end of occupied petiods on
the line.

The information about availability is sent to the
ORION control module (11), whose function now
also is to provide the electrical edge router with
a wavelength on which an overspill packet can
be sent, should the provided (lightpath) capacity
be insufficient. To be able to access all oltgoing
wavelengths without having to install a transmitter
(and interface card) for each wavelength, a fast tunable
laser (which we term ORION transmitter) can be
employed (9). Again, the shown schematic implies
that only one overspill packet can be sent at a time,
which can be changed by adding more tunable lasers.

The advantages of ORION are already reflected
partly in the node design. First of all, the logic
controlling the overspill part needs to work only with
the markers. Secondly, packets which are inserted
on a direct wavelength path are left untouched until
they reach their destination, This means that no
expensive interface cards at the line rate are needed
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Fig. 3. The double use for the marker functionality, “O” marks
overspill packets while “L” marks lightpath packets,

for pass-through traffic, and that the delay of the
packets throughout the network can be guaranteed,
and is minimal. Once they enter the direct wavelength
path, their delivery is assured (apart from physical
corruption). And finally, since we only rely on
information obtained via the markers, this part of
the node is totally oblivious to the underlying line
encoding or data rate. Finally, note that the IP router
(2) in this design can be replaced by an OPS/OBS
switch. The advantages of ORION still apply: smaller
OPS/OBS switches (less traffic seen, which means less
processing) and a high utilization rate, resulting in
potentially cheaper networks.

As a result of the overspill concept the wavelength
resources in fact seem shared between the connec-
tions, while the default behavior is to send via the
lightpaths, with a minimum processing burden for the
routers. Only a small fraction of the traffic is expected
(o use the overspill mode, but the benefits can be quite
large in terms of number of wavelengths needed in the
network and number of packets to be handled, as will
be shown in Sections 7 and 8.

5. Relation to the light-trails and light-bus

The light-trails [5] and light-bus [6] concepts are
very similar to ORION in terms of design, but differ
in a few fundamental ways. That is why we explicitly
highlight some differences;

(1) Both light-bus and light-trails have an optical
receiver and transmitter at each wavelength. In
ORION, those are limited in number by the
passive combiner and the tunable laser.

(2) Deciding whether or not to terminate in light-trails
or light-bus is based upon processing of the optical
Intensity Modulated (IM) signal, for each passing
packet in the trail. ORION only relies on a marker,
and only for the overspill packets.
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(3) Sensing for free space on the line is done similarly.
The described ORION way of finding a gap large
enough to fit a packet is very like the most
advanced version of the light-bus concept. Both
use FDLU'’s to find a large enough gap for a packet
waiting for transmission, avoiding garbling up
existing traffic.

(4) All packets in the network are transported through
light-trails and light-buses, while in ORION, most
traffic is simply wavelength switched.

From a high-level viewpoint, the sensing and actual
receiving in overspill in ORION is split in two
functions, since the former is deemed to be a lot
less complex than the latter. Furthermore, ORION
has a strict priority system built in, due to direct
usage of wavelength switched traffic. In light-bus or
light-trails, this can be regarded as giving the source
node of a light-trail or light-bus absolute priority over
others. Traflic inserted by subsequent nodes in the trail
corresponds to using the overspill mode in ORION.
While overspill traffic has no fixed priority in ORION
(from an optical viewpoint), since they are processed
electronically at each hop, in light-bus and light-trail
there is (traffic from upstream nodes have priority).

6. Node implementation options

So how do we implement this marker, which is
critical for the ORION concept? In this section we
detail two options, one fully electronic based and
another which requires some all-optical circuitry.

6.1. Electronic overspill, with an orthogonal signal

The original design relied on total electronic
control when dealing with the marker. The inspiration
came from the IST-STOLAS project [17], where a.0.
orthogonal labeling of optical signals is studied. Thus,
one option would be to implement the marker as
an orthogonal signal, for example a Frequency Shift
Keying (FSK) signal, which would look like Fig. 3.
In essence, the orthogonal signal is modulated at a
much lower speed than the IM signal, which allows for
cheaper electronics and easy extraction of the marker,
without tampering with the actual payload of pass-
through packets. Thus we control high speed data
by meaus of a low speed signal, only processing the

high speed data when necessary. Two options were
considered, differing in the way detection of lightpath
packets is done:

(1) An orthogonal signal implements all marker
functionality, possibly with length indication: A
very straightforward and simple implementation
of ORION marks packets by adding a very simple
orthogonal signal at the beginning and end of
each packet, as in Fig. 3. The first signal marks
the beginning of the packet while the second
marks the end. This, however, means that we do
not know beforehand how long each packet is,
and that the orthogonal signal interpreter must
constantly monitor the line for the stop signal. A
better way of marking may be to add a length
indication to the start signal, removing the need
for the stop signal. This halves the amount of
markers, but makes each one longer and leads to
more complex electronics.

(2) Power detection for idle detection, instead
of using the orthogonal signal: A further
simplification is using power detection to find out
where potential gaps are for inserting overspill
packets. This mandates that no power is on the
line when there are no packets, but it gives a
big advantage: no more orthogonal signal required
for lightpath packets! Only overspill packets need
an orthogonal signal. This means only the fast
tunable lasers (of the ORION output interface)
need to be able to put an orthogonal signal on top
of the IM signal, and the orthogonal signal never
travels more than 1 hop (relaxing transmission
requirements). Both simplify the system, which
may lower costs and allow for reuse of more
traditional components,

6.2. Optical overspill, with an IM header

All-optical touters have been a focus of research
for quite some time. The design goal is to switch
all packets completely optical, including all-optical
header processing. While this approach may very well
be the best solution in the long run, most optical
designs quickly run into scalability problems, a.o:
because very few labels can be supported all-optically.
Therefore all-optical switches may stili be a long way
off. ORION however, can benefit greatly from existing
simple all-optical logic since a very limited label space
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Fig. 4. Example of an all-optical overspill detection circuit.

TRAVEL DIRECTION

LOCATION TP

WHAT

@ NPUTSIGNAL @]ﬁﬁ'ﬂ:ﬁ_
(2] PACKETCLOCKW
®  paTAOUTMzZI1 “PAYLOAD] 0 0

@®  .0UTMZI1=0RION HDR 00?2271
@ (4. SHFTED 00?2?7100
® outmzz 00727200
@ DATAOUTMZI2 000 ofTT]
@ OuTSsIGNAL TPAYLOAD| 0 0 0 o1

Fig. 5. Timing diagram for the all-optical circuit.

is sufficient (indication of overspill or lightpath could
be possible with just a few bits). Fig. 4 shows how
such a control circuit may be implemented, using
demonstrated technology reported in [18] and [19].
The all-optical circuit, shown in Fig. 4, replaces the
gray area in the original design of Fig. 2. Fig. 5 shows
some timing aspects of the circuit in more detail. The
IST-LASAGNE project [20] aims to implement and
integrate similar designs for building an all-optical
router.

Each packet is assumed to be Non Return to
Zero (NRZ) IM modulated preceded by the following
header: a K bit pre-amble of 1s, L bits of overspill
indication (either all Os, or all 1s), and a K bit
post-amble of 0s. The (2K + L bits long) header,
termed ORION header, is the marker, replacing the

orthogonal label from the electronic implementation
(Fig. 5 assumes K and L both 2 bits long). The packet
enters the optical circuit at (1), after which its clock is
extracted, using the same technique employed in [18].
This clock signal is delayed K + L bits with regard
to the payload (2). This allows for separation of the
ORION header (4) and payload (3) all-optically in
a Mach-Zehnder Interferometer (MZI) switch 1, as
in [19]. The retrieved ORION header is then split at
(4). The A, arm is delayed K bits with regard to the
other arm, and both are fed through MZI switch 2.
The output of the “data” arm (7) of MZI switch 2 is
always a pulse train of K ones. These will tune the
optical flip-flop to Ap with each new packet arriving,
overspill or not. The output of the A, arm (6) of MZI
switch 2, depends on the L bits of Os or 1s (denoted
“?", cf. Fig. 5). If “?” = 0, no pulse will be present.
If “?” = 1, a pulse of L bits will exit on the A, arm
(6), tuning the flip-flop to 4. As the timing diagram at
(6) and (7) in Fig. 5 shows, the pulse on the data arm
always precedes the eventual A, arm pulse, resulting
in a tuning to A; until the next ORION header is
processed when the next packet arrives. Depending on
the reaction time of the flip-flop an extra optical delay
at (6) may be required. Thus, the flip-flop emits Ay on
detection of a lightpath packet, A; on detection of an
overspill packet. Ay is filtered out (11), leaving the Ay
signal to control MZI switch 3. This switch controls
the final direction of the payload, entering at (10) after
compensating for delay and flip-flop stabilization at
(9). If the payload is detected as overspill it is directed
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o the ORION receiver (16), otherwise it is allowed
to continue to the next node (13). At this point, the
payload is correctly switched, but the ORION header
is consumed. Therefore, we split the pulse of X bits at
(8) and insert it at K + L bits in front of the payload.
This rewrites the ORION header as a normal packet,
allowing normal packets to continue unchanged to the
next hop. If the re-insertion of the ORION header
proves to be too difficult, we can also compensate
for it at transmission time by adding H times the
ORION header in front of a normal payload, with H
the amount of hops to be travelled. One header is then
consumed at each hop. Thus lightpath traffic travels
fully transparent through the switch, while QRION
traffic gets sent to the ORION receiver, Note that by
rewriting the ORION header, overspill packets will be
marked as a normal packet. Since they are converted
to the electronic domain and arrive at a converting
interface dedicated to receiving overspill packets, this
does not pose a problem at all. In fact, the ORION
header may be used as (part of a) pre-amble for the
OE conversion. As discussed in Section 4 the second
function of the ORION marker was detection of pass-
through traffic, so that information about availability
of wavelengths can be passed to ORION control (195).
In this design it is replaced by power detection of the
clock signal (14). The delay line needed to detect a
large enough idle time, (12) on Fig. 2, can be inserted
after the last switch, at (13).

7. Evaluation at network level: a dimensioning

With ORION, the same physical resources can act
as a wavelength switched and packet switched network
simultaneously. In this paragraph we show the result of
a dimensioning on an example topology, to guantify
the advantage ORION would bring. Only standard
ORION is evaluated. For a more in-depth explanation
of the methodology and more results we refer to [14]
and [15].

The shown case study compares standard ORION
(without wavelength path re-entry) with three other
technology types. We compared them using a double
metric: on one hand the amount of wavelengths needed
in the network to fulfill demands, and on the other
hand the amount of traffic the IP routers will have to
handle. The types we compared were:

e Standard ORION: Our new proposed concept, -
without the lightpath re-entry option enabled.

e Point to point WDM: Sometimes referred to as
fully packet switched, or link-by-link grooming,
this is one of the two technology types composing
ORION, used for packets in overspill mode.
Since full statistical multiplexing is possible, all
demands over a link can be combined, resulting
in a minimal amount of required wavelengths.
However, a maximum amount of packets need to
be switched in the IP routers.

e Wavelength switched WDM: Also referred to as
“end-to-end wavelength paths”, or no grooming,
this is the other technology type ORION consists
of, employed for lightpath packets. Since there
is no statistical multiplexing between demands
having either a different source or destination
node, no demands can be combined. This results
in the highest amount of wavelengths needed to
route them. In essence, all demands on a link are
dimensioned for separately. On the other hand,
since there is no transit traffic anywhere, IP
routers only have to route demands originating
or terminating here. Thus, a minimum amount of
traffic will go through the IP routers.

o Combined: As a means to compare ORION with
another hybrid architecture, we also evaluated a
wavelength switched WDM network combined
with a parallel point to point WDM network. Un-
like ORION however, these two networks are com-
pletely separate, and cannot use each other’s spare
capacity. Incoming traffic at the edge of the net-
work uses the wavelength switched WDM network
if capacity on a direct wavelength path is available,
otherwise it is sent over the parallel point to point
WDM network. Like standard ORION (also termed
“once ORION, always ORION™), once traffic en-
ters the point to point WDM network (overspill
mode in the case of ORION) it does not re-enter the
wavelength switched WDM network. Note that the
combined architecture can be considered a form of
grooming. The CHEETAH [12] concept, although
slightly different, can also be considered as a form
of combined.

The topology used, shown in Fig. 6, is the reference
core network topology [21], developed within the
COST266 [22] and IST-LION [23) projects. It
describes a hypothetical pan-European network, with
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Fig. 6. Network topology used for the case study.
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corresponding demand forecasts for 2008. We further
assume 10 Gb/s per wavelength installed, where
each wavelength can be installed unidirectionally, and
independent from others. Fig.7 shows the results
summarized. As we mentioned earlier, we look at the
network dimensioned from two viewpoints: amount
of packets electronically switched, and amount of
wavelengths used.

When looking at average IP router load, it is very
clear that point to point WDM has to handle a lot more
traffic than the other three aliernatives. The wave-
length switched WDM solution naturally performs the
best, but more interestingly, the combined technology

and ORION are close to this lower limit. When look-
ing at average number of wavelengths needed in the
network, the right bars, we see the opposite (again, less
is better). The wavelength switched WDM architec-
ture uses a lot more wavelengths than the others, while
ORION uses the same amount of wavelengths as the
packet switched case. We also see an important fea-
ture of ORION illustrated: only a small fraction of the
wavelengths are ever used for overspill (gray area). In
fact, when we looked at how much traffic on average
was in overspill, it was in the order of 1% of the total
amount of traffic! When looking at the nodes, you can
say that this performance comes at a cost: a bigger IP
router has to be provisioned, but the calculated size is
much closer to the wavelength switched solution than
to the point to point WDM network. Combined ap-
proaches ORION in terms of wavelength usage, but
uses slightly more wavelengths. Both hybrids how-
ever, are remarkably balanced in resource usage when
compared to the two more extreme approaches. There-
fore, it is quite clear that these types of hybrid architec-
tures make most (economical) sense when bandwidth
and switching costs are both significant cost driving
factors,

Another fact, not shown on the figure, is that there
are some hot spots in the network, where a lot of
transit traffic passes. These hot spots result in a very
large difference between the packet and wavelength
switched case. For example, in Berlin, the point to
point WDM solution needs to process over three times
the amount of IP wraffic the wavelength switched
based solution sees. These hot spots also show up in
other studies {1]. With ORION there is a significant
improvement, even in Berlin the amount of traffic
seen in the IP router is only 80% (instead of 300%)
more than for pure wavelength switched. This is due
to reliance of ORION on wavelength switching as a
primary transport method, which naturally benefits hot
spots the most. Thus, while keeping wavelength vsage
minimal, IP switching demands are also reduced.

The figures presented here can vary considerably,
depending on topology and traffic profile. For a more
thorough study, we refer to [15]. In general though,
due to the hybrid nature of ORION, ORION is
the most effective when bandwidth and forwarding
capacity of IP routers (whether they are optical or
not) both cannot be neglected regarding cost. Thus,
if one of these factors becomes totally dominant,
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Fig. 8. Network topology used for the case study,

like bandwidth capacity was in the past, ORION will
certainly not prove to be the most (cost-)effective
architecture. For the immediate future however, both
seem to be, and remain, major contributors.

8. Evaluation at node level: o simulation

In the previous paragraph we showed a case study
based on dimensioning of an entire network. However,
in order 1o keep such a dimensioning manageable,
some assumptions had to be made. One of those
was that the amount of overspill interfaces was
atways sufficient. In other words, blocking due to
contention at points (7) and (9) in the ORION node
was deemed non-existent. To assess a.0. how many
overspill interfaces and tunable Jasers we would need
to approximate such ideal conditions, we needed 2
finer grained approach. Hence the node simulator
was built. Unfortunately, siswslating 40 entire network
scales very poorly, especiafly since all packet flows
in the network need to be considered, which is why
curfently we are limited to one node in the network,
and make an abstraction of the surrounding nodes.
Moreover, studying such a simple case allows for more
msight than we would get with at entice network study
on 4 node level.

We discuss a simple scenario, but one which will
give us some insight into QRION from a nade’s per-
spective. We depict the scenario under study in Fig. 8:
a four node network. Nodes Ny and Nz are cannected
via a lightpath, on Ay, while Ny and Ny also have a
lightpath connection, on ;. This means that connec-
tion Ny — Nz and Ng — Nj, can use overspill on
each others’ wavelengths on link Np—Ny . We onty loak
at what happens on this link. We consider the case
where both connections (Ng — N; and No — Nz)
have a Poisson inter-arrival behavior, while an [n-
iernet mix was chosen as a packet size distribution
(40 bytes, 50% occurrence, 520 bytes 37.5% occur-

without ORION  — 4— NB
-~ CBy200 without ORION . CB7200
~——- CRIB00AR3600 without ORION  — 4~ CBIE00'0BILN0 with DRION

with RN
with QRION

Fig. 9. Total loss (for both 0 — 2 and 0 — 3) in function of total
{oad.

rence and 1500 bytes 12.5% occuorrence). The load of
connection Np —» N was kept fixed at S0%, while the
Yoad of connection Ng -+ N3 was varied between 50%
and 160%. Simulations are reliable: for loss higher
than 10~* the 95% confidence interval is 7.5% of the
mean estimate value or lower. For low losses the con-
fidence interval is larger, we have indicated the error
bars in Fig. 10 for just one curve in arder not to gver-
load the graphs.

As a source—destination pair generates traffic
according to a Poisson process, and packets have a
certain (finite) length, it is possible that two packets
generated in No and both gojng to the same destination
node, contend for the wavelength of the lightpath. We
have chosen for such a traffic generation as it mimics
the aggregation of traffic that will occur in a node Jike
No, which will be fed by some metro/access networks.
Different possibilities are present here (at the sending
side of Ny for our case study):

» No Buffering (NB): When a packet of a connection
finds its lightpath occupied, it cannot use this
wavelength, and immediately has to try going into
overspill on 20 alternative wavelength. When this
wavelength is not available, the packet is not sent
out, thus is fost at the generating node.

e Circuit Buffering (CB): When a packet of a
connection finds its lightpath occupied, it can retry
for a time Tjenir. When this time is over and the
packet is still not sent out, it can try to go in
overspill on an alternative wavelength. When such
a wavelength is not available at that time, the packet
is not sent out, thus is lost at the generating node.

o Overspill Buffering (OB): When a packet of a con-
nection finds its lightpath occupied, it cannot use
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Fig. 10. Loss curves for the individual connections Ng N3(left) and Ng — Ni(right).

this wavelength, and immediately has to try go-
ing into overspill on an alternative wavelength. The
packet can try using the overspill wavelength(s) for
a specified time Toverspitl. When no overspill wave-
length is available within this time, the packet is
not sent out, thus is lost at the generating node.
When no Overspill is installed on the network, the
overspill buffer is of no use and packets simply get
dropped, when their lightpath is occupied.

o Circuit Buffering and Overspill Buffering (CBOB):
When a packet of a connection finds its lightpath
occupied, it can retry for a time Tcirenit- When this
time is over and the packet is still not sent out, it can
try to go in overspill on an alternative wavelength
and try this for a time Toverspin. When no overspill
wavelength is available within this time, the packet
is not sent out, thus is lost at the generating node.
When no Overspill is installed on the network, the
overspill buffer is of no use and packets simply get
dropped, when their lightpath is occupied.

We indicate the retry times Teircuin 30d Toverspill
directly after the buffer type, e.g. CB7200, means a
Circnit Buffer with Teicuir = 7200 ns. By using a
time-limited mechanism we do not put forward an
a priori limit on the actual buffer size. However, by
monitoring this buffer size we will be able determine a
suitable one (cf. later). Note that the discussed buffers
are in the electronic domain. We will look at different
buffer strategies as described in the above paragraph,
with the overspill option either enabled or disabled. In
the case ORION is enabled the traces will be marked

with ORION, when ORION is disabled we will use
without ORION. The latter case is in fact operating
the network purely as a wavelength switched network.

Fig. 9 shows the total loss in function of the total
load on link Np-N;. Without buffering we clearly
see a very high loss rate, due to frequent bursts of
traffic overlapping in time, of which only one can
use the lightpath wavelength, while others have to
immediately resort to ORION. However, by using a
Circuit Buffer with a retry time of only 7200 ns, loss
is greatly reduced. Enabling ORION does not have a
large effect on the traffic that gets sent (i.c. not lost)
in the CB7200 case. Using the same total retry time,
but splitting this into both Circuit and Overspill Buffer
(CB3600/0B3600), shows the power of Overspill:
Drastically lower loss ratios are observed.

This is even clearer in Fig. 10, where we show
the loss for the two connections separately. Although
the connection Ng — N3 has only one wavelength
available, it can send a load higher than one wave-
length (=100%), using the wavelength of connection
No —» Nj, which is only loaded at 50%. We indeed see
that connection Ng — N3 can send more than 100% of
a wavelength capacity. When we put a limit on loss of
104, using only a Circuit Buffer of 7200 ns, slightly
less than 70% load can be achieved. However in the
CB3600/OB3600 a load of 1.45 can be handled. This
is because connection Ng — N3 can now use the spare
wavelength of 0 — 2 for its overload, exacily what
ORION was conceived for! Note that for the traffic to
be able to end up in N3, link N1-N3 also needs to carry
a wavelength that is not fully used for its connection.
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Fig. 11. Connection Ng — Nj traffic statistics for CB7200 (left) and CB3600/0B3600 (right).

(his could be any connection in the network routed
wer link N1-Nj3. The unstable nature of the CB7200
wurves for connection Ng — N» is due to the low
oss rate, as only few packets get lost, simulation time
vould be unreasonably high to get stable results.

Fig. 11 shows how traffic of connection Ny — Nj
s sent. With a Circuit Buffer of 7200 ns we see that
Imost all traffic is sent out via the lightpath. When
raffic goes in overload (load > 1), we see a fast raise
n the amount of traffic that cannot be sent out. In
he case CB3600/0B3600, ORION kicks in and can
iandle a traffic load over 100%. Also note that even
efore 100% the amount of traffic sent in overspill
node is significant. Only for very high loads we see
hat packets start to get lost, corresponding to the steep
ise in the loss curve of Fig. 9.

We also show the occupation of the Circuit
nd Overspill Buffer in the case CB3600/0OB3600
n Fig. 12. We see the circuit buffer can be kept
ather small: about 30 KB is sufficient. The memory
equirement has a steep rise as the load becomes high,
s traffic is kept long before it can (possibly) access an
wverspill wavelength. With a limitation of 1 MB, we
ould however still get slightly less than 140% of load
n connection No — Nj. This closely corresponds to
1e value we found with the loss limitation of 10~4.

. Concluding remarks

In this paper we presented the ORION concept and
iscussed several aspects, ranging from the concept
self over various implementation options through

B I ey e
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Fig. 12. Maximum buffer usage for connection Ny — N3 for Circuit
Buffer (dashed) and Overspill Buffer (full).

an example of the evaluations we performed in the
past. The most important feature of ORION itself
is that it acts like a wavelength switched network,
but gives the unused capacity free in the form of a
point to point WDM network. The unused capacity
is then consumed through the overspill mechanism,
resulting in a true hybrid design. The shown case
studies and others [14,15] show that these potential
gains can be significant indeed. Controlling such a
hybrid may look difficult, but in [13] we already
show ORION to be compatible with the GMPLS
framework, as well as ORION with re-entry option
(where overspill packets can enter a lightpath at
intermediate nodes). Another re-occurring question
relates to out-of-order delivery, since overspill packets
will experience a higher delay than packets going
through the normal wavelength paths. This essentially
is a more general problem: given multiple paths for
a demand, how to distribute traffic. This is not an
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ORIQN sjgiiific problem, and in fact is tackled (and
standardized) in existing common technologies like
in ethernet link bundling (e.g. IEEE 802.3ad). The
solution basically would amount to remapping flows
(or bundles of flows) in and out of overspill, instead
of single packets at a time. If the flow resolution is
fine enough, this should be sufficient to avoid most re-
ordering situations. A testbed is currently being built
to evaluate this kind of remapping algorithms and
the impact on live traffic streams. Regarding future
work the main paths currently explored are more
realistic single node simulation scenarios taking into
account overspill contention (based on the already
performed dimensioning work) and the evaluation
of the additional value of the re-eniry option. With
the knowledge gained from the former we will e.g.
be able to assess how many overspill interfaces and
transmitters we would need and what a realistic fill
ratio may be for various kinds of traffic. This will
then guide the design of the size and structure of the
“ORION concentrator”, which is the grouping module
used to reduce O/E interfaces. The study of the re-
entry option on the other hand will give an indication
on whether or not the performance gain will be worth
the increased control cumplexity. In any case, with the
results we obtained so far, ORION seems to be the
best answer to the electronic bottleneck to date. While
most answers usually try stretching electronics beyond
their ultimate limits, or simply throw more bandwidth
at the problem, ORION simply takes the best from
both worlds. Electronics for processing at acceptable
speeds, optics for bulk high-transfer and bandwidth.
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