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Abstract—Generically integrating heterogeneous services eases the deployment of promising eBusiness applications, such as multimedia content delivery, eHealth and eCommerce, all of them covering multiple service and data providers. Integration and composition of services is a complex task since services and applications are built by different vendors, using different programming languages, data definitions and exchange standards. Therefore we describe a middleware architecture that offers dynamic selection and composition of services and automatic load balancing of these services over the available application servers. The architecture also allows the automatic fulfillment of QoS requirements, such as price, availability and response time. The middleware platform translates incoming service requests into an internal composition flow chart. Based on the QoS information from the monitors, the broker selects the best path through the flow chart using advanced broker algorithms. Then the broker starts the chosen services and gathers the results sets, composes them and returns the results to the requester. New application servers and services can transparently be added to the system. Scalability of the architecture at both broker and provider level are also addressed.

As example case, QoS brokering for eHealth, in particular eHomeCare, is considered.
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I. INTRODUCTION

In view of the broad support for Web services and common XML-based standards such as SOAP, WSDL and UDDI, Web services are a promising concept for the integration of heterogeneous software components. By means of this technology, applications can easily be distributed over the Internet and expose well-defined functionality as a Web service, which consumes and produces XML-messages over HTTP. Based on the exchange of structured text messages, the interaction abstracts the underlying technologies. Consequently, extending existing services with a Web service interface enables integration [1]. Web service composition, resulting in the deployment of multiple promising end-to-end and eBusiness applications, is enabled through the emerging Web service standards on one hand for flow specification, such as BPEL4WS [2] or BPML [3] and WSCI [4], and on the other hand for semantic markup, such as OWL-S [5] and DAML-S [6]. However QoS (Quality of Service) requirements like availability, price and response time can influence and hamper service composition. Therefore we present in this paper a middleware platform for brokering of composed services with QoS guarantees. Implementing this brokering middleware by means of Web service technology creates the required integration of heterogeneous services, taking into account QoS requirements and offers an advanced set of composed services crossing multiple service and data providers. This way the required user interaction is reduced to authenticating (e.g. by means of eID, smart card or login/password) and selecting one of the (composed) services. The presented architecture covers a wide range of application cases. For example multimedia content delivery [9] can benefit from QoS brokering. The broker middleware can dynamically select and compose the needed services (e.g. services for broadcasting, streaming, payment and security) in order to set-up a video-on-demand stream meeting the request (high quality, no delay, limited output device, etc.). Another case can be found in eCommerce. Since eCommerce requires for example payment validation, the call center negotiates with multiple credit checkers. Based on the call center load, the broker middleware can divide the requests over multiple credit checkers in order not to lose or displease clients. QoS brokering can also be applied in B2B (Business to Business) for optimizing the virtual supply chain of delivery companies. QoS brokering can select delivery services with the best QoS (e.g. price, delivery time, quality), resulting in smaller stocks and advanced efficiency. On the other hand, QoS brokering can also be useful in pure software design, planning and measuring the required infrastructure, as well as in offline tuning of load balancing and brokering strategies. Finally eHealth is another case that can benefit from QoS brokering by integrating multiple care providers. The employment of the QoS brokering middleware for eHealth, more in particular for eHomeCare, is described in this paper.

Related work in this area focuses mostly on Web service brokers limited to service lifecycle management. There is however a need for service brokers taking into account QoS (Quality of Service) in order to ensure total response time of composed services, prioritize time-critical services or ensure bandwidth or robustness. In [7] a QoS broker model is described for general distributed systems. Contrary to general distributed systems, Web services have a dynamic nature in
terms of service availability and the clients invoking them. Brokers must support more flexible service selection and be able to adapt to the dynamic server load. In [8] a Web service architecture supporting QoS is presented. However, once the services are selected and the link is established, the client communicates with the server directly without any broker intervention during the actual service process. Due to the dynamic nature of Web services this introduces QoS shortcomings since abruptly failure or unavailability of services needs dynamic selection of another equivalent service. This broker also leaves composition as the client's responsibility.

The remainder of this paper is structured as follows: Section II describes our QoS brokering middleware, while in section III the eHomeCare use case is presented. Finally, in section IV, we will highlight the main conclusions.

II. QoS BROKERING MIDDLEWARE

Figure 1 depicts the open QoS brokering middleware architecture. As can be seen in this figure, the architecture contains three different levels of stakeholders. Authentication can be provided by a third party, while there is both a broker and several provider domains. If the interfaces to the broker domain are followed, other legacy systems in the providers domain are possible, such as Mosix [10] or Unicore [11]. However we believe in the simplicity and openness of our presented solution for the provider domains.

First the main functions of the architecture are described after which a detailed description is given of all the components.

A. Functional description

The architecture is built around a facade portal. This portal contains a UDDI (Universal Description, Discovery and Integration) registry containing all the services offered by the platform, i.e. the simple services offered by the service providers, as well as advanced, composed services only possible by the platform. The platform however transposes all services in a transparent and similar fashion, hiding for the user if it concerns a simple or composed service and thus simplifying required user interactions (see figure 2a). This portal intercepts all service requests and makes sure those requests are redirected to the best provider server, even in the case of composed services. Since the middleware platform has to be able to interpret the service request, the requests are transformed into a composition flow chart (see figure 2b). In order to select the best suited servers for fulfilling the request, the middleware queries for interfaces of all the possible matching services. After filling in this information into the flow charts (see figure 2c), the middleware requests for the appropriate QoS metrics. By using advanced broker algorithms, the best path through the flow chart is chosen. Through this flow processing, service sessions are assigned to the best suited provider server, based on the capabilities of the server (which service(s) does it implement) and its QoS characteristics like load, availability, service price and the running services. This flow processing is described more in detail in section 4. Afterwards, the middleware platform aggregates the result sets, translates this flow response into a service response and returns it to the requester.

B. Component description

The architecture consists of the following components:

- Broker Facade (BF): The Broker Facade forms the central portal of the brokering middleware. It intercepts incoming service requests from authenticated users, requests needed credentials from the Credential Manager (CM), adds them to the service requests and forwards these requests to the MSF.

- Credential Manager (CM): Credential Manager contains user credentials based on the registration input or profile.Incoming service requests from the Broker Facade will be adjusted with these credentials before being forwarded to the MSF.

- Mapping Service Flow (MSF): The MSF translates incoming service requests into corresponding flow charts and forwards these flows to the FFS. Incoming flow responses are translated back to service responses before being forwarded to the Broker Facade.

- Flow Processing Server (FPS): The Directory Repository returns the Application Servers offering the requested services. Based on the QoS information provided by the Pool Management Server Coordinator (PMSC), the Flow Processing Server can select, by using advanced broker algorithms, the optimal application servers for executing the services, fulfilling the QoS requirements.

- Service Directory Repository (SDR): The Service Directory Repository is implemented by exploiting the UDDI technology, a framework for the description and discovery of services. The architecture contains one or more linked Service Directory Repositories. Here all services offered by the Application Server are registered and described in detail (location, business properties,
Fig. 1. QoS brokering middleware platform. The following components are shown: Credential Manager (CM), Broker Facade (BF), Mapping Service Flow (MSF), Flow Processing Server (FPS), Service Directory Repository (SDR), Service Execution Manager (SEM), Pool Management Server Coordinator (PMSC), Pool Management Server (PMS), Application Server (AS) and QoS Monitor (QM).

- Service properties, etc. The Service Directory Repository contains also the Service Level Agreements (SLAs), containing the agreed capability information like service availability, maximum response time, price, etc. When a new Application Server is added to a pool, the Service Execution Manager registers this server and his services to one of the Service Directory Repositories. Since all Service Directory Repositories are referencing each other, it appears like one single SDR. Creation and deletion of pools, as well as registering a new Application Server to the SEM of a certain pool, is done through the Pool Management Interface of the Service Directory Repository. When a new pool is created, both an Service Execution Manager and a Pool Management Server for that pool are started.

- Service Execution Manager (SEM): The Service Execution Manager manages a pool of Application Servers. When a new Application Server is started, it has to register itself to the SEM of that pool. The SEM then registros that Application Server and its Web services to the Service Directory Repository. When new Web services have to be started on specific Application Servers, the
FPS contacts the SEM of the pools these ASs belong to. The SEM then forwards the start commands to the correct AS. Result sets from these Application Servers however are not sent back to the SEM, but directly forwarded to the FPS.

- **Application Server (AS):** Application Servers execute the actual Web services. Each Application Server can implement one or more Web services, can have its own capabilities and can provide services using different programming languages. When a new AS is installed in the system, it must register itself to the Service Execution Manager of the pool it belongs to.

- **Pool Management Server Coordinator (PMSC):** The Pool Management Server Coordinator stores an overview of the QoS information of each server running an AS/QM pair. This information is updated at regular intervals by the Pool Management Server of each pool. At regular time intervals, an overview of the QoS of the platform is pushed from the PMSC to the FPS. When executing the dynamic selection algorithm, the FPS can request more detailed and up-to-date information about each server running an AS/QM pair from the PMSC.

- **Pool Management Server (PMS):** Each pool has its own Pool Management Server. It gathers the QoS information of the monitors in the pool. At regular intervals, the QoS information of the whole pool is reported to the Pool Management Server Coordinator. When a new Application Server is started, the QM that it is paired with has to register itself to the PMS of the pool it belongs to.

- **QoS Monitor (QM):** Each Application Server is paired with a QoS Monitor that monitors Quality of Service (QoS) characteristics of the machine it is running on. Different QoS parameters can be measured: CPU load, memory usage, load average, availability, price, etc. At regular intervals the QM reports the QoS of its machine to the Pool Management Server of the pool it belongs to. When a new AS is started, the QM it is paired with has to register to the PMS of its pool.

### D. Component interaction

Figure 4 depicts the sequence diagram presenting the component interactions within the middleware platform. An Application Server is paired with an QoS Monitor (QM), that monitors Quality of Service characteristics (like CPU load, memory usage, price and load average) of the machine it is running on. The Application Servers are organized into pools. Pools can be created and removed through the Pool Management Interface of the Service Directory Repository (SDR), implemented by exploiting the UDDI technology. Each pool has one Service Execution Manager (SEM) component as well as one Pool Management Server (PMS). When a new Application Server is installed in the system, it must register itself to the SEM of the pool it belongs to. The SEM consequently registers the AS and its Web services to the Service Directory Repository. When a Web service has to be started on a specific Application Server, the FPS contacts the SEM of the pool that Application Server belongs to. The SEM then forwards the start service command to the correct AS, taking into account selection information from the Pool Management Server (PMS). At registration time, the Application Server and broker negotiate Service Level Agreements (SLAs) containing capability information like maximum response time, fixed price, minimum availability, etc. These SLAs are stored at the Service Directory Repository. The Pool Management Server (PMS) gathers the QoS characteristics from the monitors in its pool. At regular time intervals, the PMS pushes this information to the Pool Management Server Coordinator (PMSC), This way the PMSC has an overview of the QoS of the total platform. When selecting the services, the FPS can also request the PMSC more detailed QoS information about specific pools or servers.

In order to alleviate the users from privacy and security issues, an additional component is present in the framework, namely the Credential Manager. Users only have to authenticate to the framework (by means of eID, smart card or login/password). Once authenticated, the Broker Facade will investigate the
service requests, queries the needed credentials from the Credential Manager and forwards the credited requests to the FPS.

E. Scalability considerations

In the middleware platform scalability is ensured both in the broker domain as well as in the provider domains. Scalability in the broker domain is ensured by avoiding single point-of-failures and bottlenecks by replicating components. The architecture contains one or more linked Service Directory Repositories, containing all services offered by the Application Servers described in detail, as well as the Service Level Agreements (SLAs). Since all Service Directory Repositories are referencing each other, it appears like one single SDR and scalability is ensured. Besides the SDR, the other components can be made up multiple instances, clustered and interacting with the system simultaneously.

This architecture ensures also scalability in the provider domains by organizing the Application Servers into pools. Pools can contain multiple servers, each belonging to one single provider. A provider however can choose to create multiple pools, for example grouped by functionality or performance.

III. USE CASE: eHOMECare

The ageing population and a shift in the burden of illness from acute (infections and injury) to chronic conditions (asthma, epilepsy, heart disease, cancer, etc.) drive up health costs and create a generation of people living with long-term illness and disability. Furthermore nowadays healthcare, and homecare in special, requires interaction and cooperation between multiple care providers.

Due to the advent of the Internet technologies, the access to information increases, rapid communication facilitates and remote locations can be reached. Therefore information and communication technologies have considerable potential for improving the delivery and quality of care. eHealth brings together information, technology and health and creates opportunities to manage and provide care faster, at lower cost and higher levels of convenience for their patients.

Since the healthcare field evolved to a multi-disciplinary process involving more and more information of a complex nature, there is a need to provide the adequate information to the health provider at the point and time of need. Besides sharing of information, eHealth, and eHomeCare in particular, requires also sharing of responsibility, services (like eScheduling, ePrescription, alarmService) and decision making.

A. Requirements

Despite the proven benefits, eHomeCare is not yet widely used in real-life medical or health situations. In many places it still is in pilot phase. Consequently integration of eHealth/eHomeCare services and applications is a complex task since these services and applications are built by different vendors, using different data definitions and exchange standards. In the service selection and composition process, availability is one of the most important QoS requirements.
for eHomeCare. Besides availability, other QoS requirements like price and response time can influence the choice of service. For example medical data retrieval for emergency services should receive higher priority, resulting in required QoS monitoring. On top of that, service provisioning and user interaction should be as simplified as possible since not all eHomeCare users and providers are technical experts. Moreover eHomeCare actors need to have different profiles (e.g. nurses, general practitioners, social workers, patients, hospital specialists, etc.) resulting in a different set of available services and medical data results. Easy profile management is thus as well a requirement.

B. eHomeCare services

The IBBT project Coplintho [12] aims to explore the possibilities of using ICT in homecare. The domain analysis within the project and multiple interactive discussions between the actors involved in the project (nurses, general practitioners, hospital physicians and specialists) highlight the need for integration and composed, advanced eHomeCare services crossing healthcare providers and medical databases. Some example end-to-end applications will be described below to illustrate the advantages of service integration and composition.

- **eScheduling**: eScheduling enables care providers and patients to schedule their visit appointments online at any time of the day or night. The eScheduling application can also schedule usage appointments of medical resources and equipment. Both ways users can make appointments very flexible and there is less time spent on routine scheduling tasks.

- **ePrescription**: Eliminating the misreading of handwriting can reduce medical errors. By digitizing prescriptions, patients will also no longer be able to receive duplicate prescriptions from different physicians, eliminating present absence. ePrescription can also save time for care providers and patients by avoiding incorrect or missing prescriptions.

- **teleMonitoring**: A patient with diabetes could input their daily blood glucose level into their interactive television set-top box for analysis. Or rather than relying on the manual entry of data, a range of devices can be connected to the set-top box via infra-red connection. This way, both the patient and a relevant healthcare professional can be alerted to any areas of concern, an appointment can be booked online (eScheduling) if necessary or an ambulatory care provider can be sent automatically.

- **Medical Data Retrieval**: Hospitals and general practitioners are more and more computerizing, resulting in electronic medical patient data. Currently proprietary solutions exist to interchange medical data between care providers, but only between consumers of the same proprietary solution. Since nowadays multiple solutions coexist, an open integration solution is needed to interchange medical data independent of chosen implementations. The platform presented here can coexist with the current (and future) solutions as long as they offer a Web service interface to their services. This way all medical data can be retrieved, independent of the chosen solution, as long as the requester owns the right credentials to access the data.

C. Middleware deployment

The applications presented above are just an illustration of the benefits of integrating and composing multiple eHomeCare services. In this case, example services, offered by care providers or third parties, can be timestamping services, alarming services, health record services, monitoring services or medical decision making services. The middleware platform presented in this paper can achieve this integration and composition, as well as fulfilling all requirements stated in section III-A. Dynamically selecting and composing eHomeCare services, automatically load balanced and with guaranteed QoS, will result in many new and advanced eHealth services offering functionality currently not achievable.

The eHomeCare architecture thereby facilitates and simplifies providing services to the framework. Service providers only need to provide a Web service interface on their applications, register them transparently to the framework and the platform takes care of all the rest. From the user (human or application) point-of-view, users only interact with the user-friendly eHomeCare Broker Facade, abstracting the technical middleware. Only a simple SOAP request is needed for one of the offered services (see figure 5a) and the Broker Facade adds the required credentials based on their profile and delegates the adjusted requests to the framework where it will be transformed into a composition flow chart (see figure 5b) and processed.

![Fig. 5. Flow composition of teleMonitoring service for eHomeCare: (a) Transparent eHomeCare service offered by the Broker Facade (b) teleMonitoring composition flow chart](image)

IV. CONCLUSIONS AND FUTURE WORK

In this paper we presented a Web services-based brokering middleware platform, offering dynamic selection, composition and automatic load balancing of services, guaranteeing QoS requirements. Those Application Servers and Web services may be implemented by different vendors, using different
programmers and data definitions. Service providers only need to provide a Web service interface on their applications and the platform takes care of all the rest.

The middleware platform is built around an Broker Facade which intercepts all incoming service requests and makes sure those requests are forwarded to the best Application Server, even for composed services. The Broker Facade therefore forwards these service requests to the Mapping Service Flow component which translates the service requests into an internal composition flow chart. This Broker Facade abstracts the underlying technical middleware and simplifies required user interactions.

Besides simplifying required user interactions and service provisioning, the middleware platform is also highly scalable due to the organization of Application Servers into pools. Due to the generic approach, this broker middleware platform covers a wide range of application cases in B2B, media content delivery and eHealth.

We will continue the design of advanced broker algorithms for selecting and composing the services, fulfilling QoS requirements. Moreover, single point-of-failure components will be split into multiple instances that run simultaneously in order to increase the scalability of this platform. A detailed performance evaluation of this architecture will be presented in future publications.
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