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ABSTRACT

To improve imaging systems and image processing techniques, objective image quality assessment is essential. Model observers adopting a task-based quality assessment strategy by estimating signal detectability measures, have shown to be quite successful to this end. At the same time, costly and time-consuming human observer experiments can be avoided. However, optimizing images in terms of signal detectability alone, still allows a lot of freedom in terms of the imaging parameters. More specifically, fixing the signal detectability defines a manifold in the imaging parameter space on which different “possible” solutions reside. In this article, we present measures that can be used to distinguish these possible solutions from each other, in terms of image quality factors such as signal blur, noise and signal contrast. Our approach is based on an extended channelized joint observer (CJO) that simultaneously estimates the signal amplitude, scale and detectability. As an application, we use this technique to design $k$-space trajectories for MRI acquisition. Our technique allows to compare the different spiral trajectories in terms of blur, noise and contrast, even when the signal detectability is estimated to be equal.
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1. INTRODUCTION

To optimize and improve medical image reconstruction techniques and display devices, objective quality assessment is essential. By objective approaches, time consuming and expensive experiments involving medical specialists can be avoided. In the past decades, model observers have been quite successful for objective image quality assessment in detection tasks. The model observer’s detection performance, which serves as a predictor of a radiologist performing the same task, is then used to objectively compare the results of two (or multiple) image sets.

In recent medical image reconstruction techniques (e.g. MRI, CT, ...), often a lot of imaging parameters need to be determined. For example, in MRI, shorter acquisition techniques are preferred to avoid patient motion artifacts and to enable capturing dynamic processes (e.g. in cardiac examinations or angiography). One of these techniques, under-sampled $k$-space acquisition based on optimized trajectories, has become very popular in the last decade. However, the design of such a trajectory is quite complicated: first, there are hardware and sequence constraints, and second, there are many trajectory parameters (and correspondingly, reconstruction parameters) to tune. The influence of a particular parameter choice on the diagnostic image quality is far from clear, and in literature many approaches revert to simple objective quality metrics, such as mean square error (MSE), or signal-to-noise-ratio (SNR), if a ground-truth reconstruction is available. The same trend occurs in CT reconstruction, where acquisition speed-ups can be obtained using limited projection views or helical scan trajectories. Again, CT reconstruction techniques need to be tuned to the corresponding acquisition schemes.

In medical imaging, task-based image quality optimization is much more useful than optimization based on global metrics such as MSE or SNR, because task-based measures are directly related to the way radiologists look at images: the image quality is determined by the ability to detect an object of interest (e.g. a lesion, tissue, tumor etc) to subsequently perform a diagnosis. However, when optimizing reconstruction techniques with many parameters in terms of a task-based image quality criterion alone (such as area under the ROC - AUC), another problem arises: many combinations of parameter values lead to images with the same AUC value, even though the quality of these images in terms of noise, blur and contrast can differ significantly. Generally speaking, fixing the signal detectability defines a manifold in the imaging
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parameter space on which different “possible” solutions reside. Extra quality measures are then needed to choose the “desired” solution on this manifold.

The approach that we use to tackle this problem in this paper is based on our recent research on channelized Hotelling observers designed for signal-known-statistically (SKS) detection tasks. SKS detection tasks are not only clinically more realistic than corresponding signal-known-exactly (SKE) detection tasks, but as we will show in this article, in terms of quality optimization, the statistical uncertainty with respect to the signal is also caused by the specific acquisition/reconstruction process with their parameters. In particular, our channelized joint observer (CJO) for SKS tasks, allows us to jointly estimate signal parameters (e.g., size, orientation and amplitude) together with the signal presence. Now, the estimation results can be used to directly obtain related image quality factors, such as blur and signal contrast.

The remainder of this paper is structured as follows: in Section 2, we give a brief overview of the channelized joint observer model. In Section 3, we discuss how the CJO can be used to assess blur, noise and contrast in medical images, while jointly estimating the signal detectability.

2. OVERVIEW OF THE CHANNELIZED JOINT OBSERVER (CJO) MODEL

For full details of the CJO model, we refer to Ref. Here, we give an overview of the model and discuss the aspects that are of importance for this paper. The task of the CJO is to detect a random parametric signal in the image. Let \( x \) denote a known parametric signal vector, let \( b \) and \( y \) denote vectors of intensities of respectively the background image and the observed image, then the detection problem can be formulated as follows:

\[
y = \begin{cases} 
  b & (H_0) \\
  b + x & (H_1) 
\end{cases}
\]

The model observer decides whether a signal is present in the considered image \((H_1)\), or not \((H_0)\). This is done by comparing the decision test statistic \( t \) to a given predefined threshold.3,4

The signal \( x \) is parametric, with a possibly unknown location and unknown shape parameters. One simple example is an elliptical Gaussian profile:

\[
[x]_q = a \exp \left( - (R_\vartheta q - p)^T D^{-1} (R_\vartheta q - p) \right)
\]

where \( a \) is the signal amplitude, \( q = [q_x, q_y] \) is a 2D vector denoting the spatial position, \( p \) is the position of the center of the signal and \( D = \begin{pmatrix} 2b \cdot \sigma^2_x & 0 \\ 0 & 2 \cdot \sigma^2_y \end{pmatrix} \) is a diagonal matrix with \( b \) a fixed (known) constant and \( \sigma \) an unknown scale parameter. \([x]_q \) denotes the \((q_x + (q_y - 1)\sqrt{N})\)-th element of the vector \( x \), where \( N \) is the number of pixels in the image (assuming a square image). Furthermore, \( R_\vartheta \) is a 2D rotation matrix:

\[
R_\vartheta = \begin{pmatrix} \cos \vartheta & -\sin \vartheta \\ \sin \vartheta & \cos \vartheta \end{pmatrix}.
\]

An elliptical Gaussian signal is depicted in Figure 2 (see label “Gaussian function”). The uncertainty with respect to this signal consists of:

- **Uncertainty in location**: the center of the signal \( p \) is unknown.
- **Uncertainty in size**: the scale parameter \( \sigma \) is unknown.
- **Uncertainty in orientation**: the rotation angle \( \vartheta \) is unknown.
- **Uncertainty in signal contrast**: the signal amplitude \( a \) is unknown.

An interesting question that we will answer in the remaining of this section is: “How can a model observer deal with these sources of uncertainty?”

In the following, we will denote by \( \alpha = \{p, \sigma, \vartheta, a\} \) the vector of unknown signal parameters. We define \( x_0 \) as the reference signal (i.e. a signal with the parameters \( \alpha \) fixed to reference values). The signal vector \( x \) can further be transformed to the reference signal, using the linear transform \( A_\alpha \): \( A_\alpha x_\alpha = x_0 \).
The SKS detection task becomes an SKE task, when all of the above parameters are known exactly. It is also possible to design hybrid SKS/SKE detection tasks, in which some of the parameters are known, and other parameters are unknown. These detection tasks can all be performed using the CJO model. Remark that, the more parameters are unknown, generally the lower the detection performance will be: signals with more uncertainty are simply more difficult to detect. This generally holds both for model observers and for human observers.

In contrast to existing CHO models for SKS tasks (e.g., Ref\(^5\)), the CJO model jointly estimates the unknown signal parameters, together with the signal presence. This is done using joint detection and estimation theory.\(^6\) The CJO solves the following maximum a posteriori (MAP) problem:

\[
(\alpha, H_k) = \arg \max_{(\alpha, H_k)} f_{\alpha, H_k} (\alpha, H_k | y) \tag{4}
\]

where \(f_{\alpha, H_k} (\alpha, H_k | y)\) is the posterior probability density function (pdf) of \(\alpha, H_k\), given the observed signal vector. However, (4), is generally not trivial to solve:

1. It requires specification of the pdf \(f_{\alpha, H_k} (\alpha, H_k | y)\), which depends on the conditional likelihood function \(f_{y | H} (y | H_k)\).
   For complex medical images, as encountered in clinical practice, finding a good likelihood model is a very difficult task.

2. Maximizing \(f_{\alpha, H_k} (\alpha, H_k | y)\) requires solving an optimization problem for which general techniques can be used. However, the dimensionality of the parameter space may be large, and the objective function may be non-convex.

To solve the first problem, the CJO uses a linear dimension reduction, by projecting onto a set of channels, like the CHO. To deal with the second problem, it was shown in Ref\(^3\) that evaluation of the likelihood function is substantially easier in channel space, when the channels \(U\) and the signal reference transform \(A_\alpha\) satisfy the following pseudo-commutative property:

\[
A_\alpha^T U = U A'_{\alpha}^T. \tag{5}
\]

The property can be interpreted as follows: a signal transform \(A_\alpha\) (such as rotation, scaling, translation) in the image space corresponds to an equivalent transform \(A'_{\alpha}\) in channel space. In particular (5) imposes design constraints to the channel matrix \(U\), and it was shown that for the specific uncertainty sources we are considering, the following channel restrictions suffice (see Ref\(^3\)):

- **Uncertainty in orientation**: use steerable channels, similar to the steerable filters from Refs.\(^7,8\)
Figure 2. Overview of the channelized joint observer (CJO).

- **Uncertainty in scale**: use special scale-shiftable channels.
- **Uncertainty in location**: use a shift-invariant system, considering translates of the channel matrix.
- **Uncertainty in signal contrast**: no further constraints apply.

Moreover, when multiple sources of uncertainty occur simultaneously, the channel design constraints can be merged. For example, in the case of uncertainty in orientation/scale, this leads to channels that are steerable in orientation and shiftable in scale. An illustration of such channels is given in Figure 1.

The advantages of the CJO approach are:

1. The joint estimation and detection problem (4) is translated into a nearly (up to dimension reduction) equivalent problem in channel space. Because of the dimension reduction through channel projection, estimation of the unknown parameters and hence dealing with the uncertainty becomes much simpler.

2. The CJO signal detection and estimation consists of a non-linear estimation part and a linear detection part. Because of the linearity of the detection, linear discriminant analysis can still be used for model training. Consequently, the training and testing phases are very similar to the training and testing phases of the CHO (Ref 4). See also the illustration in Figure 2.

In the following section, we will describe how the CJO can be used to estimate blur, noise and contrast of medical images.

3. **NOVEL APPROACH: CJO-BASED IMAGE QUALITY ASSESSMENT**

In this section, we present a novel image quality assessment approach that can be used for medical reconstruction techniques and/or medical displays. Here, we explicitly model the image degradation process (e.g., caused by acquisition) and the reconstruction process, but still consider both processes to be a *black-box*. Then, we intend to measure how the...
reconstruction process affects the quality of the reconstructed images, through signal insertion, with the goal to optimize the reconstruction parameters in terms of image quality. In the remainder of this paper, we will call the image, that is free from degradation and that we have not at our disposal, the ideal image. Furthermore, the image that is obtained after degradation and reconstruction will be referred to as the degraded image.

Suppose that the background and signal in (1) are given by:

\[ b = f_{\alpha, \beta}(\hat{b}) + n, \]
\[ x_\alpha = T_\alpha \hat{x}, \]

(6)

where \( \hat{b} \) is an ideal background image (which we generally do not have at our disposal), \( \hat{x} \) is the ideal (undegraded) signal and \( n \) is image noise. Note that \( \hat{x} \) is not necessarily equal to the reference signal \( x_0 \) from Section 2 (the ideal signal does not need to have fixed parameter values). The non-linear function \( f_{\alpha, \beta}(\cdot) \) models both the image degradation and reconstruction (in particular \( f_{\alpha, \beta}(\cdot) \) is considered to be a black box, hence unknown), where \( \beta \) is the set of reconstruction parameters that we want to optimize. The linear transform \( T_\alpha \) (with \( \alpha \) the set of degradation parameters) models the degradation of the “ideal” signal \( \hat{x} \).† Next, we use a simplified degradation model for \( T_\alpha \): we assume that \( T_\alpha \) consists of an intensity scaling (corresponding to signal contrast adjustment) and a Gaussian blurring operation (see Figure 3). This corresponds to a linear and space invariant (LSI) degradation process.

For a rotationally symmetric signal \( \hat{x} \) from (2) with \( b = 1 \), the degraded signal \( x_\alpha \) can be calculated analytically because the convolution of two Gaussian functions is again a Gaussian function:

\[ [x_\alpha]_q = a c \exp \left( - (R_\phi q - p)^T D^{-1} (R_\phi q - p) \right) \text{ with } D' = \begin{pmatrix} 2 (\sigma^2_\text{\hat{x}} + \sigma^2_\text{blur}) & 0 \\ 0 & 2 (\sigma^2_\text{\hat{x}} + \sigma^2_\text{blur}) \end{pmatrix}. \]

(7)

Here, \( \sigma_\text{\hat{x}} \) is the scale parameter of the undegraded signal \( \hat{x} \), \( \sigma_\text{blur} \) is the scale parameter of the Gaussian blur kernel and \( c \) is the contrast change caused by the degradation. Hence, we are dealing with uncertainty in scale and uncertainty in signal contrast.

3.1 Noise, contrast and blur

Now, to estimate \( \sigma_\text{blur} \) and \( c \), the CJO can directly be used, as we will explain next. However, there is an important difference between our estimation approach discussed here and the related one in Ref \(^3\): rather than estimating the degradation parameters \( \sigma_\text{blur} \) and \( c \) for each image individually, we will first compute the average signal and we then estimate the signal parameters. Because the initial averaging of the images reduces the noise, the signal parameters are estimated more accurately. This is particularly of importance when the noise variance \( \text{Var}[n] \) is high.

Recall that the LSI degradation process modifies the parameters, according to equation (7). Taking advantage of the fact that the reconstruction process acts in the same way on all images (i.e., the image reconstruction itself is deterministic), we can improve the estimation performance: the degraded signal can be estimated simply by computing the difference between the signal-present images and the signal-absent images:

\[ \hat{x} = \langle y | H_1 \rangle - \langle y | H_0 \rangle, \]

(8)

†It can be checked that (6) is obtained by performing a first-order Taylor series approximation of \( y = f_{\alpha, \beta}(\hat{b} + \hat{x}) \) at \( \hat{x} = 0 \).
where \( \langle \cdot \rangle \) denotes the sample mean. Next, we estimate the signal parameters \( \alpha = [c, \sigma_c] \) by least-squares fitting of (8) to (7):

\[
(c, \sigma_c) = \arg \min_{(c, \sigma_c)} \| x(c, \sigma_c) - \hat{x} \|^2 = \arg \max_{(c, \sigma_c)} x^T (c, \sigma_c) \left[ \hat{x} - \frac{1}{2} x(c, \sigma_c) \right].
\]

(9)

Note that the signal \( x(c, \sigma_c) \) depends on \( (c, \sigma_c) \) in a non-linear way. To facilitate the estimation, we linearly project the original and estimated signals onto a set of scale-shiftable channels (see e.g. Figure 1):

\[
x'(c, \sigma_c) = U^T x(c, \sigma_c) \quad \text{and} \quad \hat{x}' = U^T \hat{x},
\]

(10)

where \( U \) is an \( N \times K \) projection matrix containing \( K \) column-stacked scale-shiftable channels (see Figure 1). Here, \( N \) is the number of pixels in the image (or length of the vector \( \hat{x} \)). In channel space, (9) becomes:

\[
(c, \sigma_c) = \arg \max_{(c, \sigma_c)} x'^T (c, \sigma_c) \left[ \hat{x}' - \frac{1}{2} x'(c, \sigma_c) \right].
\]

(11)

Now, defining reference signal as \( x'_0 = x'(1, 1) \), in the scale-shiftable channel domain, any signal \( x'(c, \sigma_c) \) can be computed by applying a linear transform \( A_{c, \sigma} \) to the reference signal (see Section 2):

\[
x'(c, \sigma_c) = A_{c, \sigma} x'_0,
\]

(12)

where elements \( m, n \) of \( A_{c, \sigma} \) are given by (see Ref3):

\[
[A_{c, \sigma}]_{mn} = \frac{\sigma_c}{c} 2^{-(m-n)} \text{sinc}(\log_2 \sigma_c - (m-n)).
\]

(13)

This gives the following maximization problem:

\[
(c, \sigma_c) = \arg \max_{(c, \sigma_c)} x'_0^T A_{c, \sigma}' A_{c, \sigma}^T \left[ \hat{x}' - \frac{1}{2} A_{c, \sigma} x'_0 \right].
\]

(14)

The estimation can be further decoupled into explicit formulas for \( \sigma_c \) and \( c \). In particular, \( \sigma_c \) can be optimally (in the sense of maximizing (14)) estimated using:

\[
\hat{\sigma}_c = \arg \max_{\sigma_c} x'_0^T A_{1, \sigma_c}^T \left[ \hat{x}' - \frac{1}{2} A_{1, \sigma_c} x'_0 \right].
\]

(15)

Because the objective function in (15) is differentiable in \( \sigma_c \), the maximum can easily be found using Gauss-Newton optimization techniques. This leads to the following estimate for the blur parameter:

\[
\hat{\sigma}_b = \sqrt{\max \left( 0, \hat{\sigma}_c^2 - \sigma_c^2 \right)},
\]

(16)

where the maximum in the square root accounts for possible negative numbers due to estimation errors. Once the blur parameter is estimated, the contrast of the signal can be determined:

\[
\hat{c} = \frac{x'_0^T A_{1, \sigma_c}^T \hat{x}'}{x'_0^T A_{1, \sigma_c} A_{1, \sigma_c} x'_0},
\]

(17)

which, given \( \hat{\sigma}_c \), is a linear function of \( \hat{x}' \).

Now we turn to the estimation of the noise parameter \( \sigma_n \). Using (1) and (6), we find that:

\[
\text{Var}[y|H_0] = \text{Var}[y|H_1] = \text{Var}[f_{\alpha, \beta}(\hat{b})] + \sigma_n^2 \mathbf{1}.
\]

resulting in the following noise variance estimate:

\[
\hat{\sigma}_n^2 = \max \left( 0, \frac{1}{N} \text{trace} \left( \frac{1}{2} \left( \text{Var}[y|H_0] + \text{Var}[y|H_1] \right) - \hat{C}_b \right) \right),
\]

(18)

where \( \hat{C}_b \) is an estimate of the ideal background variance \( \mathbf{C}_b = \text{Var}[f_{\alpha, \beta}(\hat{b})] \).
3.2 Signal detectability

The signal detectability can be estimated jointly with the signal parameters. However, as mentioned earlier, the estimation of the signal parameters is much more accurate when estimated on an ensemble of images, rather than on a per image basis. Correspondingly, there are two fundamentally different ways in evaluating the signal detectability:

1. **Signal detectability in the SKE sense**: in this case, we do not take the uncertainty with respect to the signal parameters (before reconstruction) into account. Hence, the input signal parameter vector (before reconstruction) \( \alpha_{in} = [a, \sigma^2_\alpha] \) is assumed to be known. We consider \( x(\hat{c}, \hat{\sigma}_x) \) to be an accurate estimate of the signal \( x(c, \sigma_x) \), which is then used directly by the model observer. For example, for a simple matched filter (see Ref.9), this gives:

\[
t = [x(\hat{c}, \hat{\sigma}_x)]^T y.
\]

Alternatively, the CHO can be used, with test statistic:

\[
t = \left[ x'(\hat{c}, \hat{\sigma}_x) \right]^T \left( U^T (C_b + \sigma^2_n I) U \right)^{-1} U^T y,
\]

where \( C_b + \sigma^2_n I \) is then estimated in the training phase of the model.4 Next, AUC values can be calculated using the Mann–Whitney–Wilcoxon AUC test (see Refs.4,10).

2. **Signal detectability in the SKS sense**: here, we assume that the signal parameter vector before reconstruction \( \alpha_{in} = [a, \sigma^2_\alpha] \) is random, with a known probability density function. However, the signal parameter vector after reconstruction, \( \alpha_{out} = [a_c, \sigma^2_x] \) is also a random vector. Consequently, we need to re-estimate the signal parameters on a per image basis, because we cannot directly use (8) (which assumes that the input signal is fixed). Once the signal parameters are estimated, the test statistics ((19) and (20)) remain essentially the same.

For simplicity, we will use the matched filter (19) in the SKE sense to calculate the AUC for the results in this paper. An overview of this approach is given in Algorithm 1. Examination of the second approach will be a topic of our future research.

4. EXPERIMENTAL RESULTS

To assess the accuracy of the estimation approach discussed in Section 3, we extract 2000 patches of size 100 × 100 from the chest radiography database of Ref.11. We arranged them into 1000 signal-free patches, and 1000 patches with a signal inserted in the middle. The images are then artificially degraded using a Gaussian blur with parameter \( \sigma_b \), and subsequently corrupted with noise with variance \( \sigma^2_n \). The observation model is then given by:

\[
y = \begin{cases} f_{a,\beta} (\hat{b}) + n & (H_0) \\ f_{a,\beta} (\hat{b}) + n + T\hat{x} & (H_1) \end{cases}
\]

with \( f_{a,\beta} (\hat{b}) \) a Gaussian blurring operation (see Section 3). As an illustration, five signal present and five absent images are shown in Figure 4.

To jointly estimate the blur, contrast and AUC of the degraded images, we apply the blur estimation formula (15). Because the images are degraded using known blur levels and noise variances, we have ground-truth at our disposal to compare the estimation results to. The results are shown in Figure 5. It can be noted that the estimated quality metrics are quite accurate, with no noticeable influence of the backgrounds.

As a second experiment, we consider the evaluation of trajectories in MRI reconstruction. In this MRI experiment, raw data is acquired in the Fourier domain on non-Cartesian sampling points of a trajectory. A standard reconstruction technique for non-uniformly sampled MRI is the backward non-uniform Fourier transform (NUFT). The reconstruction is usually applied in an iterative way minimizing the \( \ell_2 \)-norm (so-called least-squares NUFT). Unfortunately, this approach suffers from noise and streaking artifacts.12

To solve these problems, recently more advanced techniques have been proposed based on sparsity-based regularization, leading to non-linear optimization techniques.12,13
Algorithm 1  CJO-based image quality assessment of blur, noise, contrast and signal detectability.

1. For a generic signal profile $\mathbf{x}(c, \sigma_x)$, compute the reference signal $\mathbf{x}_0 = \mathbf{x}(1, 1)$.

2. Pre-compute the channel matrix $\mathbf{U}$.

3. Pre-compute the projected signal profile $\mathbf{x}_0' = \mathbf{U}^T \mathbf{x}_0$.

4. Training phase (ideal images):
   (a) Estimate the background covariance matrix $\mathbf{C}_b$ (note: this step can be skipped when using the matched filter, see Section 3).

5. Testing phase (degraded images):
   (a) Project the input images $\mathbf{y}$ onto the channel matrix: $\mathbf{y}' = \mathbf{U}^T \mathbf{y}$.
   (b) Estimate the degraded signal $\hat{\mathbf{x}}' = \langle \mathbf{y}'|H_1\rangle - \langle \mathbf{y}'|H_0\rangle$.
   (c) Estimate the signal parameter $\hat{\sigma}_x = \arg\max_{\sigma_x} \mathbf{x}'_0^T \mathbf{A}_1^T \mathbf{x}'_0 [\mathbf{x}' - \frac{1}{2} \mathbf{A}_1^T \mathbf{x}_0']$ with $\mathbf{A}_1^T \mathbf{x}_0'$ as defined by (13).
   (d) Estimate the blur parameter $\hat{\sigma}_b = \sqrt{\max\left(0, \hat{\sigma}_x^2 - \sigma^2 \right)}$.
   (e) Estimate the signal contrast $\hat{c} = \frac{\mathbf{x}'_0^T \mathbf{A}_1^T \mathbf{x}'_0}{\mathbf{x}_0' \mathbf{A}_1^T \mathbf{x}_0'}$.
   (f) Estimate the noise variance $\hat{\sigma}_n^2 = \max\left(0, \frac{\text{trace}\left(\frac{1}{2} \left(\text{Var}[\mathbf{y}|H_0] + \text{Var}[\mathbf{y}|H_1]\right) - \mathbf{C}_b\right)}{\mathbf{x}_0' \mathbf{A}_1^T \mathbf{x}_0'}\right)$.
   (g) Compute the test statistic on a per image basis, e.g., using the matched filter: $t = [\mathbf{x}(\hat{c}, \hat{\sigma}_x)]^T \mathbf{y}$.
   (h) Obtain the AUC value using the Mann–Whitney–Wilcoxon AUC test.

Figure 4. Degraded chest radiographs from the database from Ref\textsuperscript{11} ($\sigma_b = 2$ and $\sigma_n = 5$) (a) cropped patches, (b) cropped, with signal inserted in the middle. Note: the brightness and contrast of the images are enhanced for visualization purposes.
Because the design space of spiral trajectories is huge, we evaluate the trajectories in a practical off-line procedure, using the proposed quality assessment (Section 3). First, we insert symmetrical Gaussian signals in the background of MRI images acquired at full Nyquist rate on a Cartesian grid. Subsequently, the MRI images are sub-sampled according to the considered spiral trajectories, at 25% of the Nyquist rate, and reconstructed using the method from Ref.12. Then 300 patches of size $32 \times 32$ are extracted out of the resulting images, of which 150 are signal-free and 150 are signal-present. Next, Algorithm 1 is applied to measure the blur parameter $\sigma_b$, signal contrast $c$ and the signal detectability (AUC). We also compute the root mean square error (RMSE), because MRI reconstruction techniques are often evaluated in terms of this metric.

The results are listed in Table 1. It can be noted that for all of the sampling schemes, the AUC is around 0.79. However, the estimated blur and contrast levels vary a lot: the Archimedean spiral leads in this case to the lowest blur level, but also gives the lowest signal contrast. On the other hand, Cartesian sampling leads to the highest blur level (this is explained by the fact that only low-pass frequencies are being selected for sampling), but the signal contrast is the highest. It can also be noted that, as expected, AUC and RMSE values are completely unrelated. It is apparent that RMSE does not reflect well the diagnostic quality of the images. In particular, this is illustrated in Figure 6: in Figure 6(a) a lot of detail is lost compared to Figure 6(b), even though the RMSE values predict that Figure 6(a) has a better quality. For Figure 6(c) and (d), the signal detectability values (AUC) are equal, even though the blur level in Figure Figure 6(c) is higher than in Figure 6(d). Hence, the additional quality measures (blur and signal contrast) can help a lot for tuning the image reconstruction algorithm.

### 5. CONCLUSION

In medical image reconstruction, many trade-offs are possible between imaging and reconstruction parameters, while still yielding the same signal detectability in terms of AUC or detection SNR. In particular, resulting images with the same detectability, may still differ a lot in terms of blur and noise. Extra quality metrics allow to find a good trade-off between the parameters. In this paper, we extended the channelized joint observer (CJO) to estimate the signal blur, noise and contrast from degraded images. This approach allows us to estimate these quality metrics together with the signal detectability within the same space, obtained by projecting onto scale-shiftable channels. Our experimental results for MRI trajectory

---

**Table 1. Quality measures for different frequency space trajectories, at 25% of the Nyquist rate.**

<table>
<thead>
<tr>
<th>Trajectory</th>
<th>RMSE</th>
<th>AUC</th>
<th>$\sigma_b$</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cartesian sampling (center)</td>
<td>7.66</td>
<td>0.79</td>
<td>0.47</td>
<td>0.97</td>
</tr>
<tr>
<td>Radial sampling</td>
<td>5.52</td>
<td>0.79</td>
<td>0.34</td>
<td>0.90</td>
</tr>
<tr>
<td>Archimedean spiral</td>
<td>4.39</td>
<td>0.79</td>
<td>0.30</td>
<td>0.91</td>
</tr>
<tr>
<td>VD interleaved spiral</td>
<td>4.40</td>
<td>0.80</td>
<td>0.30</td>
<td>0.92</td>
</tr>
<tr>
<td>VD spiral (Ref1)</td>
<td>7.36</td>
<td>0.78</td>
<td>0.30</td>
<td>0.87</td>
</tr>
<tr>
<td>VD Poisson disk</td>
<td>5.46</td>
<td>0.78</td>
<td>0.39</td>
<td>0.86</td>
</tr>
</tbody>
</table>

---

**Figure 5.** Plot of the estimated blur level vs. true blur level, estimated contrast vs. true contrast, and the estimated AUC.
optimization demonstrate that the proposed blur and contrast quality metrics help to compare the image quality of different images, even when the signal detectability is estimated to be equal. This result also indicates that a task-based approach for medical image quality assessment is very important. This paper provides thus a means to perform task-based image quality optimization.
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