Parameterized Reduced Order Models with Guaranteed Passivity using Matrix Interpolation
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Abstract
We present a novel parameterized model order reduction method based on matrix interpolation. The design space is sampled over an estimation grid and for each estimation point a Krylov subspace is computed. A common projection matrix is generated by the truncation of the singular values of the merged Krylov subspaces of all estimation points from the design space. The reduced matrices are then interpolated using positive interpolation schemes to build guaranteed passive parameterized reduced order models. The technique is validated by means of a pertinent numerical simulation.

1 Introduction
Electromagnetic (EM) methods [1, 2] have become an indispensable analysis and design tool for a variety of complex high-speed systems. However, a drawback of EM methods is that they usually generate very large systems of equations. The aim to decrease the simulation time in analysis and design led to the development of model order reduction (MOR) techniques which ultimately have to retain accuracy and physical system properties [3–6].

Non-parametric MOR techniques perform model reduction only with respect to frequency. However, in the circuit synthesis of large-scale digital or analog applications, it is also important to predict the response of the circuit as a function of environmental effects, manufacturing variations, and fluctuations in the critical dimensions. These design activities call for parameterized model order reduction (PMOR) methods that can reduce large systems of equations with respect to both frequency and also other design parameters of the circuit, such as geometrical layout or substrate characteristics.

Different PMOR methods have developed in recent years. The multiparameter moment-matching methods presented in [7, 8] use a subspace projection approach, but the resulting reduced order models (ROMs) usually suffer from oversize. The technique presented in [9] combines traditional passivity-preserving model order reduction methods and positive interpolation schemes that are applied to an input-output system level. A PMOR method based on a parameterization process of matrices generated by EM methods and projection subspaces is proposed in [10]. The overall passivity of the parameterized ROMs is guaranteed over the design space of interest in [9, 10]. A matrix interpolation based technique has been proposed in [11] which avoids the oversize problem of multiparameter moment matching based algorithms, but in [11] the reduced system matrices needed for interpolation must have the same order and must be post processed for reprojection onto a common subspace. Unfortunately, passivity is not guaranteed.

In this paper, we propose a PMOR method that remedies the flaws of [11] by: 1) using a common projection matrix for the entire design space and 2) using passivity preserving parameterization schemes. The truncation of the singular values of the merged Krylov subspaces computed from the models at the estimation points of the design space generates a common projection matrix. Next, the reduced system matrices are interpolated using positive interpolation schemes in order to obtain a passive parameterized reduced model. The Krylov subspaces can be found by means of Krylov-based MOR methods. In this paper we use the Laguerre-SVD technique [6]. A flowchart describing the different steps of the proposed technique is shown in Fig.1.

![Figure 1: Flowchart of the proposed technique.](image)

This paper is organized as follows. Section 2 describes the determination of the reduced order over the estimation grid. The generation of the common projection matrix is described in Section 3. Section 4 discusses the multivariate interpolation of the reduced system matrices and the preservation of passivity for the generation of a passive parameterized ROM. A pertinent numerical example validates the proposed technique in Section 5.

2 Determination of the reduced order
The determination of the reduced order is important for an efficient construction of parameterized ROMs. The corner points of the design space are essential for the reduced order estimation. Note that the design space does not include frequency
Two design space grids are used in the modeling process, namely an estimation and a validation grid. The parameterized ROMs are estimated using the estimation grid and validated over the validation grid.

First, the reduced order is determined at the corner points of the design space using an error-based bottom-up approach. The weighted rms error defined as [10],

$$\text{Err}(Y_1(s), Y_2(s)) = \sqrt{\sum_{i=1}^{N} \frac{W_{ij}^2(s_k)^2}{W_{ij}^2(s_k)^2}}$$

is used for computing the reduced order in the bottom-up approach. In (1) $K$, $P_{in}$ and $P_{out}$ are the number of frequency samples, input and output ports of the system, respectively.

Next, the reduced order for the other estimation points can be chosen in two ways:

1. worst-case reduced order: the highest estimated reduced order at the corner points is extended to the entire estimation grid. This approach can guarantee an accurate reduction over the design space.

2. best-case reduced order: the lowest estimated reduced order is extended to the entire estimation grid. This approach can guarantee a more compact models with respect to the previous one, but the reduced order may have to be increased for some design space regions to guarantee the desired accuracy.

3 Common projection matrix computation

Considering a parameterized dynamical system with design parameters $g = (g^{(1)}, \ldots, g^{(N)})$, the model is expressed as the following descriptor state space form:

$$\begin{align*}
C(g) \frac{dx(t,g)}{dt} &= -G(g)x(t,g) + Bu(t) \\
y(t,g) &= L'x(t,g) + Du(t)
\end{align*}$$ (2)

All the projection matrices will have the same dimension for the worst-case reduced order scenario, while they may have different dimensions for the best-case reduced order scenario. For each estimation point in the design space, a Krylov-based MOR method is applied to the corresponding system, yielding a set of projection matrices. In this paper the Laguerre-SVD [6] method is used.

The projection matrices are computed over the estimation grid and merged by column stacking

$$P_{\text{union}} = [P_1, P_2, \ldots, P_{\text{Estpt}}]$$ (3)

where $\text{Estpt}$ is the number of estimation points. The order of $P_{\text{union}}$ is $n \times p$ with $p = (q_1 \times q_2 \cdots \times q_{\text{Estpt}})$, where $q_i$ is the reduced order for each estimation point $i$ as determined in Section 2. Then, the economy size singular value decomposition [12] is computed for the union of the projection matrices.

$$U \Sigma V' = \text{svd}(P_{\text{union}})$$ (4)

A common reduced order $r$ for a cell is defined based on the first $r$ significant singular values by setting a threshold to the ratio of the singular values with respect to the largest singular value $\sigma_{\text{max}}$:

$$\frac{\sigma_i}{\sigma_{\text{max}}} \geq \text{threshold}_{\sigma}, i = 1, 2, \ldots, r$$ (5)

A common projection matrix $Q_{\text{comm}}$ is obtained for the entire design space by QR orthonormalization on $P_{\text{comm}}$

$$P_{\text{comm}} = U_r \Sigma_r V_r'$$ (6)

$$[Q_{\text{comm}}, R] = qr(P_{\text{comm}})$$ (7)

The congruence transformation using the common projection matrix $Q_{\text{comm}}$ on the original model gives the reduced system matrices for the estimation points in the design space.

Regarding the state-space equations of the system under study, we assume that a topologically fixed discretization mesh is used and is independent of the specific design parameter values [10]. The sizes of the system matrices are preserved as well as the numbering of the mesh nodes and mesh edges. When the shape parameters are modified the mesh is only locally stretched or shrunk. The matrices $B, L'$ are uniquely determined by the circuit topology and therefore remains constant, while the matrices $C$ and $G$ are defined as functions of the design parameters. Starting from a set of models in the estimation design space (generated with respect to a common space) using common projection matrices, it is straightforward to prove that all the reduced system matrices in the estimation grid are in the same subspace and hence can be interpolated.

4 Parameterized Model Order Reduction

Once the reduced system matrices are obtained for the estimation grid, the parameterized ROM is build by using positive interpolation schemes.

Multivariate interpolation can be realized by means of tensor product [13] or tessellation methods [14]. Any interpolation scheme in the class of positive interpolation operators [9] can be used, e.g., multilinear, and simplicial methods [15], in order to preserve overall passivity.

For multilinear interpolation, each interpolated matrix $J(g^{(1)}, \ldots, g^{(N)})$, can be written as

$$J(g^{(1)}, \ldots, g^{(N)}) = \sum_{k_1=1}^{K_1} \cdots \sum_{k_N=1}^{K_N} J(s_{k_1}^{(1)}, \ldots, s_{k_N}^{(N)}) l_{k_1}(g^{(1)}) \ldots l_{k_N}(g^{(N)})$$ (8)

where $K_i$ is the number of estimation points and $l_{k_i}(g^{(i)})$ are piecewise linear interpolation kernels. The interpolation kernel satisfies the following constraints

$$0 \leq l_{k_i}(g^{(i)}) \leq 1,$$

$$l_{k_i}(g^{(i)}) = \delta_{k_i,j}$$

$$\sum_{k_i=1}^{K_i} l_{k_i}(g^{(i)}) = 1$$ (9)

Since the interpolation kernel depends on the design space, interpolating systems, matrices or scalars does not make any difference.
Stability and passivity must be guaranteed when transient analysis is to be performed. It is known that, while a passive system is also stable, the reverse is not necessarily true [16]. Hence the passivity requirement is crucial when the model is to be utilized in a time-domain simulator with drivers and receivers.

When the original models are in the MNA form (2) and if the following conditions are satisfied:
\[
C = C' \geq 0 \\
G + G' \geq 0 \\
B = L
\]
the passivity of the transfer function \(Y(s) = L'(sC + G)^{-1}B\) is guaranteed [17]. For this specific descriptor format, the proposed PMOR method guarantees the passivity of the ROMs over the estimation grid using the Laguerre-SVD method (or PRIMA method) by congruence transformation using the common projection matrix
\[
C_r(g) = Q_{\text{comm}}^*C(g)Q_{\text{comm}} \geq 0 \\
G_r(g) = Q_{\text{comm}}^*G(g)Q_{\text{comm}} \geq 0 \\
B_r(g) = Q_{\text{comm}}^*B(g) \\
L_r(g) = Q_{\text{comm}}^*L(g)
\]
(11)
Since any nonnegative linear combination of positive semidefinite matrices is a positive semidefinite matrix, stability and passivity are preserved over the entire design space if positive interpolation operators are used.

5 Numerical examples

A coupled microstrip structure is modeled as described in [6]. The cross section is shown in Fig. 2. The conductors have width \(w = 100 \, \mu m\) and thickness \(t = 50 \, \mu m\). The length \(L\) is considered as a variable parameter in addition to frequency. Their corresponding ranges are shown in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency ((freq))</td>
<td>1 kHz</td>
<td>4 GHz</td>
</tr>
<tr>
<td>Length ((L))</td>
<td>2 cm</td>
<td>6 cm</td>
</tr>
</tbody>
</table>

The \(C, G, B, L\) matrices are obtained for 5 values of the length \(L\). The order of the original systems is equal to 2002. The reduced order is determined for \(L = \{2, 6\} \, cm\) and it is found to be 26 and 28. The best-case reduced order scenario is selected with an error threshold of 0.01. The design space is divided into grids, \(L = \{2, 4, 6\} \, cm\) is the estimation set and \(L = \{3, 5\} \, cm\) is the validation set. The Krylov subspaces are found using the Laguerre-SVD algorithm for the estimation points. Next, a common projection matrix is computed. If the union of the projection matrices had been used for the congruence transformation, then the reduced order would have been 85. Due to the truncation of the singular values of the reduced matrices (threshold 0.01) the dimension of the common projection matrix is 42 as indicated in Fig. 3. Fig. 4 shows the magnitude of the bivariate ROM using linear interpolation. Fig. 5 compares the magnitude of \(Y_{12}(s, L)\) and its model for the validation points \(L = \{3, 5\} \, cm\). The weighted RMS error (1) for all values of \(L\) is 0.0196.

![Figure 2: Two coupled microstrip line.](image)

![Figure 3: Singular value of the projection matrix.](image)

![Figure 4: Magnitude of the bivariate reduced model \(Y_{12}(s, L)\).](image)

It is seen that the parameterized ROM captures very accurately the behavior of the system while guaranteeing passivity over the entire design space.
6 Conclusions

We have presented a novel PMOR method based on matrix interpolation. A common projection matrix is used to build the parameterized model. After the determination of the reduced order, a common projection matrix is generated by the truncation of the singular values of the merged Krylov subspaces of the estimation grid. Next, the reduced system matrices are interpolated using positive interpolation schemes. Overall stability and passivity are guaranteed. Pertinent numerical results confirm the accuracy of the parameterized ROMs.
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