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SUMMARY

A new method for gradient-based optimization of electromagnetic systems using parametric sensitivity macromodels is presented. Parametric macromodels accurately describe the parameterized frequency behavior of electromagnetic systems and their corresponding parameterized sensitivity responses with respect to design parameters, such as layout and substrate parameters. A set of frequency-dependent rational models is built at a set of design space points using the Vector Fitting method and converted into a state-space form. Then, this set of state-space matrices is parameterized with a proper choice of interpolation schemes, such that parametric sensitivity macromodels can be computed. These parametric macromodels, along with the corresponding parametric sensitivity macromodels, can be used in a gradient-based design optimization process. The importance of parameterized sensitivity information for an efficient and accurate design optimization is shown in the two numerical microwave examples. Copyright © 2011 John Wiley & Sons, Ltd.
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1. INTRODUCTION

When designing high-speed microwave systems, one aims at obtaining the optimal values of the design variables for which the system responses satisfy the design specifications. This process is usually carried out through electromagnetic (EM) simulations. Optimal values of the design variables are often determined using optimization algorithms (optimizers) which drive the EM simulator to obtain the responses and their sensitivities in consecutive optimization iteration. Unfortunately, multiple consecutive EM simulations are often computationally expensive. An alternative approach is to generate accurate parametric macromodels up first, which capture the
parameterized frequency behavior of the EM systems and their corresponding parameterized sensitivity responses with respect to design parameters, such as layout and substrate parameters. Efficient and accurate parametric sensitivity information is required by optimizers which employ state-of-the-art gradient-based techniques to calculate the optimal design parameters. Parametric sensitivity macromodels are able to describe sensitivity responses not only in the vicinity of a single operating point (local sensitivity), but over the entire design space of interest.

One of the most common approaches to calculate local sensitivities is the adjoint variable method. The main attractiveness of this approach is that sensitivity information can be obtained from at most two systems analyses regardless of the number of designable parameters \cite{1,2,3}. However, these methods involve the calculation of the system matrix derivatives with respect to each design parameters, which is mostly done by finite difference approximations.

Recently, some interpolation-based parametric macromodeling techniques have been developed \cite{4,5,6,7,8,9}, which interpolate a set of initial univariate macromodels, called root macromodels. In \cite{4,5,6}, a parametric macromodel is built by interpolating a set of root macromodels at an input-output level, while in \cite{7,8,9} the interpolation process is applied to the internal state-space matrices of the root macromodels, therefore at a deeper level than in the transfer function-based interpolation approaches \cite{4,5,6}. The methods \cite{7,8,9} allow to parameterize both poles and residues, hence their modeling capability is increased with respect to \cite{4,5,6}, where only residues are parameterized.

A gradient-based minimax optimization process using parameterized sensitivity macromodels is presented in this paper. As in \cite{7,8,9}, an interpolation process on the internal state-space matrices of the root macromodels is performed. However, in \cite{7,8,9}, the focus is on parametric macromodeling which ensures stability and passivity over the design space of interest. This is not strictly necessary for the calculation of parametric sensitivities, which allows the use of more powerful interpolation schemes which are at least continuously differentiable. The parametric sensitivity macromodels avoid the use of finite difference approximations in the optimization process. Also, in \cite{7,8,9} computationally expensive linear matrix inequalities (LMI) are solved to guarantee preservation of passivity, which can be avoided in the present work. Parametric macromodels along with the corresponding parametric sensitivities are used in two pertinent numerical examples which confirm the applicability of the proposed technique to the optimization process of microwave filters. The importance of parameterized sensitivity information to speed up the design optimization process is shown in the pertinent examples.

2. GENERATION OF ROOT MACROMODELS

Starting from a set of data samples \{(s, \vec{g})_k, H(s, \vec{g})_k\}_{k=1}^{K_{tot}}, which depend on the complex frequency \(s = j\omega\) and several design variables \(\vec{g} = (g^{(n)})_{n=1}^N\), such as layout features or substrate parameters, a set of frequency-dependent rational macromodels is built for some design space points by means of the Vector Fitting (VF) technique \cite{10,11,12}. Each root macromodel has the following form:

\[
R_{\vec{g}_k}(s) = \sum_{n=1}^{N_p} \frac{c_n^{\vec{g}_k}}{s - d_n^{\vec{g}_k}} + d_{\vec{g}_k}
\]
The terms in the rational model (1), $a_{\vec{g}_k}^k$, $c_{\vec{g}_k}^k$ and $d_{\vec{g}_k}^k$ represent poles, residues and feed forward terms respectively at the design point $\vec{g}_k = (g_k^{(1)}, \ldots, g_k^{(N)})$. The problem of finding the unknown coefficients in (1) is nonlinear, since the poles $a_{\vec{g}_k}^k$ appear in the denominator. The idea of the VF technique is to recast this nonlinear identification problem into a linear least-square problem that is solved iteratively [10]. A pole-flipping scheme is used to enforce stability [10], while passivity assessment and enforcement can be accomplished using the standard techniques [13, 14]. This initial step of the proposed method results in a set of stable and passive frequency dependent rational models, called root macromodels.

Two design space grids are used in the modeling process: an estimation grid and a validation grid. The first grid is utilized to build the parametric macromodels. The second grid is utilized to assess the capability of parametric macromodels of describing the system under study in a set of points of the design space previously not used for their construction. To clarify the use of these two design space grids, we show in Fig. 1 a possible estimation and validation design space grid in the case of two design parameters $\vec{g} = (g^{(1)}, g^{(2)})$. A root macromodel is built for each estimation grid point in the design space. This set of root macromodels is interpolated, as explained in the following section, to build a parametric macromodel that is evaluated and compared with original data related to the validation design space points.

3. PARAMETRIC MACROMODELING

Each root macromodel $R_{\vec{g}_k}(s)$, corresponding to a specific design space point $\vec{g}_k = (g_k^{(1)}, \ldots, g_k^{(N)})$, is converted from the pole-residue form (1) into a state-space form:

$$R_{\vec{g}_k}(s) = C_{\vec{g}_k}(sI - A_{\vec{g}_k})^{-1}B_{\vec{g}_k} + D_{\vec{g}_k}$$  (2)
Then, this set of state-space matrices $A\hat{g}_k, B\hat{g}_k, C\hat{g}_k, D\hat{g}_k$ is interpolated entry-by-entry and the multivariate models $A(\hat{g}), B(\hat{g}), C(\hat{g}), D(\hat{g})$ are built using multivariate interpolation schemes to generate a parametric macromodel $R(s, \hat{g})$ for the entire design space [7, 8]:

$$R(s, \hat{g}) = C(\hat{g})(sI - A(\hat{g}))^{-1}B(\hat{g}) + D(\hat{g}).$$

The computationally cheap piecewise linear interpolation can not be used to generate parametric sensitivity macromodels, since it is not continuously differentiable. A proper choice of interpolation schemes which are at least continuously differentiable is necessary. In this work, three interpolation methods are investigated, namely the cubic spline (CS) interpolation, the piecewise cubic Hermite interpolation (PCHIP) and the shape preserving C2 cubic spline interpolation (SPC2). They are briefly described in what follows.

3.1. Cubic Spline Interpolation

Given some data samples $(x_i, y_i)_{i=1}^n$, the CS interpolation method builds a cubic polynomial for each interval of the dataset $x_i \leq x \leq x_{i+1}, i = 1, \ldots, n$.

$$s_i(x) = a_i(x - x_i)^3 + b_i(x - x_i)^2 + c_i(x - x_i) + d_i$$

(4)

The coefficients of the cubic polynomials are obtained by imposing the first and second order derivative continuity at each data point along with a not-a-knot end condition, and then solving a tridiagonal linear system [15]. Once these coefficients are computed, the derivatives of the overall spline interpolation function can be analytically calculated in terms of its coefficients $a_i, b_i$ and $c_i$ for $x_i \leq x < x_{i+1}, i = 1, 2, \ldots, n - 1$. If the data under interpolation is in a matrix form, each entry of the matrices is independently interpolated.

The univariate CS interpolation can be extended to higher dimensions by means of a tensor product implementation [15].

3.2. Piecewise Cubic Hermite Interpolation

The PCHIP method is a monotonic shape preserving interpolation scheme. As in the CS interpolation, each data interval is modeled by a cubic polynomial similar to (4):

$$p_i(x) = f_i H_1(x) + f_{i+1} H_2(x) + d_i H_3(x) + d_{i+1} H_4(x),$$

(5)

where $d_j = \frac{d\psi(x_j)}{dx}$, $j = i, i + 1$, and the $H_k(x)$ are the usual cubic Hermite basis functions for the interval $x_i \leq x < x_{i+1}, i = 1, 2, \ldots, n - 1$:

$H_1(x) = \phi((x_{i+1} - x)/h_i), H_2(x) = \phi((x - x_i)/h_i), H_3(x) = -h_i \psi((x_{i+1} - x)/h_i), H_4(x) = h_i \psi((x - x_i)/h_i),$ where $h_i = x_{i+1} - x_i, \phi(t) = 3t^2 - 2t^3, \psi(t) = t^3 - t^2$. The first order derivative $d_i$ at each data point $x_i$ is calculated such that the local monotonicity is preserved [16]. An extension to higher dimension can be performed by a tensor product implementation [15]. The calculation of derivatives is done in the same way as in the CS interpolation case. This interpolation scheme works better for non-smooth datasets, wherein the CS scheme could result in overshoots or oscillatory behavior of the derivatives. However, the PCHIP method is only continuous in first derivatives, which affects the smoothness of the derivatives [16].
3.3. Shape Preserving C2 Cubic Spline Interpolation

The SPC2 interpolation is a monotonicity preserving interpolation scheme similar to PCHIP. However, in contrast to the PCHIP method which is only continuous in first derivative, the SPC2 method is a second order derivative continuous interpolation scheme. The idea here is to add two extra break points in each subinterval of the data, such that enough degrees of freedom are generated to construct a cubic spline interpolant, which is globally second order derivative continuous [17]. Since the monotonicity of the data is preserved, this scheme works better with respect to the CS method for non-smooth data sets. Similar to the CS and the PCHIP interpolation schemes, a multivariate SPC2 interpolation is performed using a tensor product implementation [15].

4. PARAMETRIC SENSITIVITY MACROMODELS

Once the parametric macromodel $R(s, \vec{g})$ is built, the corresponding sensitivities can be computed by differentiating (3) with respect to the design parameters $\vec{g}$

$$\frac{\partial}{\partial \vec{g}} R(s, \vec{g}) = \frac{\partial C(\vec{g})}{\partial \vec{g}} (sI - A(\vec{g}))^{-1} B(\vec{g}) + C(\vec{g}) (sI - A(\vec{g}))^{-1} \frac{\partial A(\vec{g})}{\partial \vec{g}} (sI - A(\vec{g}))^{-1} B(\vec{g}) + C(\vec{g}) (sI - A(\vec{g}))^{-1} \frac{\partial B(\vec{g})}{\partial \vec{g}} + \frac{\partial D(\vec{g})}{\partial \vec{g}} \quad (6)$$

In (6), $\frac{\partial}{\partial \vec{g}} R(s, \vec{g})$ is based on the parameterized state-space matrices $A(\vec{g}), B(\vec{g}), C(\vec{g}), D(\vec{g})$ and the corresponding derivatives, which are computed efficiently and analytically using the interpolation methods described in Section 3.

5. GRADIENT-BASED MINIMAX OPTIMIZATION

Parametric sensitivity macromodels can be used in the optimization process of electromagnetic systems. Considering microwave filters, a typical optimization process begins by defining passband and stopband specifications in terms of the frequency responses, which are reformulated in the form of a cost function $F_i(\vec{g})$, at optimization frequency samples $s_i$, $i = 1, 2, ..., N_s$ to be minimized:

$$F_i(\vec{g}) = R_L^i - R(s_i, \vec{g}) \quad \text{or} \quad R(s_i, \vec{g}) - R_U^i, \quad i = 1, 2, ..., N_S. \quad (7)$$

In (7), $R_L^i$ and $R_U^i$ represents lower and upper frequency response thresholds, respectively, at frequency samples $s_i$ spread over the frequency range of interest. A negative cost indicates that the corresponding specification is satisfied, while a positive cost denotes that the specification is violated. The minimization (7) can be performed by several state-of-the-art optimization algorithms. In this paper, we use a minimax optimization algorithm [18] which uses the cost function (7) and its gradients with respect to design parameter $\vec{g}$ giving the optimum design parameters $\vec{g}^*$ as,

$$\vec{g}^* = \arg\min_{\vec{g}} \{ \max_i [F_i(\vec{g})] \} \quad (8)$$
The complete optimization process starting from the proposed parametric macromodeling technique is depicted in Fig. 2.

6. NUMERICAL EXAMPLES

6.1. Double folded stub microwave filter

A Double Folded Stub (DFS) microwave filter on a substrate with relative permittivity $\epsilon_r = 9.9$ and a thickness of $0.127 \text{ mm}$ is modeled in this example. The layout of this DFS filter is shown in Fig. 3. The spacing $S$ between the stubs and the length $L$ of the stub are chosen as design variables in addition to frequency. Their corresponding ranges are shown in Table 1. The design specifications of this band-stop filter are given in terms of the scattering parameter, similarly to [19],

\[ |S_{21}| \geq -3 \text{ dB for } \text{freq} \leq 9 \text{ GHz or } \text{freq} \geq 17 \text{ GHz} \]  
\[ |S_{21}| \leq -30 \text{ dB for } 12 \text{ GHz} \leq \text{freq} \leq 14 \text{ GHz} \]
From the design specifications (9), a cost function (7) is formulated in terms of $S_{21}$ and $\vec{g} = (S, L)$.

The scattering matrix $S(s, S, L)$ has been computed using the ADS Momentum\(^\text{\textsuperscript{1}}\) software. The number of frequency samples were chosen to be equal to 31. The estimation and validation grid points for the design variables are shown in Fig. 4. The average simulation time for each design space point $(S, L)$ has been found to be equal to, $T_{SimAvg} = 32.87$ sec. A set of stable and passive root macromodels has been built for all design space points in the estimation grid of Fig. 4 by means of VF with a fixed number of poles $N_p = 18$, selected using an error-based bottom-up approach. Each root macromodel has been converted into a state-space form and the set of state-space matrices has been interpolated using the CS, PCHIP and SPC2 methods. Let us define the absolute error

$$Err(\vec{g}) = \max_{i,j,k} \left( \left| R_{i,j}(s_k, \vec{g}) - H_{i,j}(s_k, \vec{g}) \right| \right)$$

(10)

where $P_{in}$ and $P_{out}$ are the number of inputs and outputs of the system, respectively, and $N_s$ is equal to the number of frequency samples. The worst case absolute error over the validation grid is chosen to assess the accuracy and the quality of parametric macromodels

$$\vec{g}_{\text{max}} = \arg\max_{\vec{g}} Err(\vec{g}), \vec{g} \in \text{validation grid}$$

(11)

$$Err_{\text{max}} = Err(\vec{g}_{\text{max}})$$

(12)

\(^\text{1}\)Momentum EESof EDA, Agilent Technologies, Santa Rosa, CA.
The maximum absolute error (12) for the parametric macromodel over the validation grid of Fig. 4 is $-58.45$ dB, $-50.23$ dB and $-50.23$ dB, respectively using the CS, PCHIP and SPC2 interpolation schemes. The CS interpolation scheme gives the minimum worst-case error (12) for this specific example and hence it has been used in the optimization process to generate the parametric macromodel and corresponding sensitivities. Fig. 5 shows the parametric behavior of the magnitude of $S_{21}$ as a function of frequency for five different values of $S$, and $L = 2.5$ mm. In Fig. 5, the darkest curve of $S_{21}$ corresponds to the largest value of $S$. Similarly, Fig. 6 shows the magnitude of $S_{21}$ for five different values of $L$, with $S = 0.175$ mm.

The cost function (7) and its gradients calculated using (6), have been supplied to the minimax optimization algorithm (8), resulting in the optimum design parameter values $S^*$ and $L^*$. To show
the advantage of supplying parametric sensitivity information to the optimizer to speed up the optimization process, two cases have been considered:

- **Case I**: No sensitivity information is supplied to the minimax algorithm and the algorithm estimates it with the help of finite difference approximation computed using the parametric macromodel.
- **Case II**: The sensitivity information is calculated from (6) and supplied to the minimax algorithm.

In addition to that, in order to show the advantage of using a parametric macromodel, the same optimization problem has been performed using the gradient-based minimax optimization routine in the ADS Momentum software. Table II compares these three optimization approaches in terms of optimization time for a particular optimization case. Table II shows the relevant speed-up in the optimization process obtained using the parametric macromodel. We note that the generation of the parametric macromodel requires some initial ADS Momentum simulations and therefore an initial computational effort of 3714.31 sec (for the estimation and validation design space points in Fig. 4). However, once the parametric macromodel is generated and validated, it acts as an accurate and efficient surrogate of the original system and can be used for multiple design optimization scenarios, for instance, changing filter specifications. Fig. 7 shows the magnitude of \( S_{21} \) for the optimization case of Table II. The actual data generated by the ADS Momentum software at the optimum design space point \((S^*, L^*)\) obtained using the parametric macromodel is shown by asterisks in Fig. 7. As seen, this is in good agreement with the parametric macromodel response. Fig. 8 shows the solution obtained using the gradient-based minimax optimization routine of ADS Momentum software. As clearly seen in Figs. 7-8, the optimal solutions satisfy all the requirements (9), which are shown by thin solid black lines. Fig. 9 shows the value of cost function with respect to the number of cost function evaluations in the Case I and II, which confirms the improved convergence of the optimization when parametric sensitivity information are provided. The convergence time taken by the Case I and II are 13.76 sec and 1.73 sec, respectively. The trajectory of the optimum design space.
Table II. DFS filter: Optimization using parametric macromodel and ADS Momentum software.

<table>
<thead>
<tr>
<th>Method</th>
<th>((S^0, L^0)) [mm]</th>
<th>((S^<em>, L^</em>)) [mm]</th>
<th>Optimization time [sec]</th>
<th>Cost function at ((S^<em>, L^</em>)) [dB](^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parametric Case I</td>
<td>(0.1500, 2.6364)</td>
<td>(0.2408, 2.1802)</td>
<td>19.88</td>
<td>-1.67</td>
</tr>
<tr>
<td>Case II</td>
<td>(0.1500, 2.6364)</td>
<td>(0.2408, 2.1802)</td>
<td>1.23</td>
<td>-1.67</td>
</tr>
<tr>
<td>ADS Momentum</td>
<td>(0.1500, 2.6364)</td>
<td>(0.2303, 2.1580)</td>
<td>5115.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Figure 7. DFS filter: Magnitude of \(S_{21}\) before and after optimization.

Point \((S^*, L^*)\) during optimization for the Case I is shown in Fig. 10 with different points showing the output of some particular iterations along with the elapsed time. A similar curve is plotted in Fig. 11 for the Case II. Comparing Figs. 10-11, it is seen that the time for convergence of the Case II is considerably less compared with the Case I.

Table III shows the comparison of the Case I and II for some important optimization measures which are related to 200 optimization trials, starting from different initial design points spread over the design space. Table III confirms that, there is a considerable reduction in the number of cost function evaluations and the optimization time if derivatives are supplied (Case II).

\(^*\)The Gradient-based minimax optimization routine of ADS Momentum software uses the minimax L1 error function which cannot take a value less than zero.
Figure 8. DFS filter: Magnitude of $S_{21}$ before and after optimization.

Figure 9. DFS filter: Cost function during optimization.

Table III. DFS filter: Comparison between the Cases I and II.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of cost function evaluations</th>
<th>Optimization time [sec]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max</td>
<td>Mean</td>
</tr>
<tr>
<td>Case I</td>
<td>20004</td>
<td>861.33</td>
</tr>
<tr>
<td>Case II</td>
<td>1601</td>
<td>50.56</td>
</tr>
</tbody>
</table>
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6.2. Hairpin bandpass microwave filter

In this example, a hairpin bandpass filter with the layout shown in Fig. 12 is modeled [19]. The relative permittivity of the substrate is \( \varepsilon_r = 9.9 \), while its thickness is equal to 0.635 mm. The
specifications for the bandpass filter are given in terms of the scattering parameters $S_{21}$ and $S_{11}$:

$|S_{21}| > -2.5 \text{ dB ~for~} 2.4 \text{ GHz} < freq < 2.5 \text{ GHz}$ \hfill (13a)

$|S_{11}| < -7 \text{ dB ~for~} 2.4 \text{ GHz} < freq < 2.5 \text{ GHz}$ \hfill (13b)

$|S_{21}| < -40 \text{ dB ~for~} freq < 1.7 \text{ GHz}$ \hfill (13c)

$|S_{21}| < -25 \text{ dB ~for~} 3.0 \text{ GHz} < freq.$ \hfill (13d)

As shown in Fig. 12, three design parameters have been chosen for the design process namely, the spacing between the port lines and the filter lines $S_1$, the spacing between the two filter lines $S_2$ and the overlap length $L$ in addition to frequency. The ranges of the different design variables are shown in Table IV.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency ($freq$)</td>
<td>1.5 GHz</td>
<td>3.5 GHz</td>
</tr>
<tr>
<td>Length ($L$)</td>
<td>12.0 mm</td>
<td>12.5 mm</td>
</tr>
<tr>
<td>Spacing ($S_1$)</td>
<td>0.27 mm</td>
<td>0.32 mm</td>
</tr>
<tr>
<td>Spacing ($S_2$)</td>
<td>0.67 mm</td>
<td>0.72 mm</td>
</tr>
</tbody>
</table>

The scattering matrix $S(s, S, L)$ has been computed using the ADS Momentum\textsuperscript{1} software. The number of frequency samples were chosen to be equal to 41. As in the first example, two design space grids are used in the modeling process. The average simulation time for each design space point $(L, S_1, S_2)$ has been found to be equal to $T_{SimAvg} = 34.30 \text{ sec}$. A set of stable and passive root macromodels has been built for the estimation grid of $6 \times 4 \times 4 (L \times S_1 \times S_2)$ samples by means of VF with a fixed number of poles, $N_P = 18$, selected using an error-based bottom-up approach. Each root macromodel has been converted into a state-space form and the set of state-space matrices has been interpolated by the CS, PCHIP and SPC2 methods. The maximum absolute error (12) of the models over the validation grid of $5 \times 3 \times 3 (L \times S_1 \times S_2)$ samples is equal to $-42.57 \text{ dB}$, $-38.27 \text{ dB}$ and $-38.27 \text{ dB}$ for the CS, PCHIP and SPC2 methods, respectively. The CS technique has been

\textsuperscript{1}Momentum EEs of EDA, Agilent Technologies, Santa Rosa, CA.
Figure 13. Hairpin filter: Magnitude of $S_{21}$ as a function of frequency for five values of $L$ with $(S_1, S_2) = (0.295, 0.695)$ mm.

Figure 14. Hairpin filter: Magnitude of $S_{21}$ as a function of frequency for five values of $S_1$ with $(L, S_2) = (12.25, 0.695)$ mm.

used in the optimization process of this example, since it gives the best accuracy. Fig. 13 shows the parametric behavior of the magnitude of $S_{21}$ as a function of frequency for five different values of $L$ and $S_1 = 0.295$ mm, $S_2 = 0.695$ mm. Fig. 14 shows the magnitude of $S_{21}$ when the parameter $S_1$ changes.

The cost function (7) and its gradients calculated using (6), have been supplied to the minimax optimization algorithm (8), resulting in the optimum design parameter values $L^*$, $S_1^*$ and $S_2^*$. To show the improved convergence of the optimization when derivatives are supplied, two cases are considered as in the previous example. In addition to that, in order to show the advantage of using
Figure 15. Hairpin filter: Magnitude of $S_{21}$ before and after optimization.

Figure 16. Hairpin filter: A zoomed in view of Fig. 15.

As mentioned in the previous example, the generation of the parametric macromodel requires an initial ADS Momentum simulation cost of 4836.30 sec. However, once the parametric macromodel is generated and validated, it acts as an accurate and efficient surrogate of the original system and can be used for multiple design optimization scenarios, for instance, changing filter specifications. Fig. 15 shows the magnitude of $S_{21}$ for the optimization case of Table V. The actual data generated by the ADS Momentum software at the optimum design space point $(L^*, S_1^*, S_2^*)$ obtained using
the parametric macromodel is shown by asterisks in Fig. 15. As seen, this is in agreement with the parametric macromodel response. The requirements (13) are shown by the thin black solid lines. A magnified view of the passband is shown in Fig. 16 for clarity. Similar results are given for the magnitude of $S_{11}$ in Fig. 17. As clearly seen, all the requirements are met for the optimal design point. Figs. 18-19 shows similar results for the solution obtained using the gradient-based minimax optimization routine of ADS Momentum software. Here also, all the design specifications (13) are met. Some important measures of the optimization process related to 1000 trial runs are shown in Table VI, which clearly shows the better convergence properties of the Case II.

Another important thing to be noted here is that, with the increase in the number of design parameters the initial number of EM simulations increases considerably due to the curse of
Figure 19. Hairpin filter: Magnitude of $S_{11}$ before and after optimization.

Table V. Hairpin filter: Optimization using parametric macromodel and ADS Momentum software.

<table>
<thead>
<tr>
<th>Method</th>
<th>$(L^0, S_0^0, S_0^0)$ [mm]</th>
<th>$(L^<em>, S_1^</em>, S_2^*)$ [mm]</th>
<th>Optimization time [sec]</th>
<th>Cost function at $(L^<em>, S_1^</em>, S_2^*)$ [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parametric</td>
<td>Case I</td>
<td>(12.2778, 0.2700, 0.6867)</td>
<td>(12.0568, 0.2984, 0.7200)</td>
<td>13.46</td>
</tr>
<tr>
<td>macromodel</td>
<td>Case II</td>
<td>(12.2778, 0.2700, 0.6867)</td>
<td>(12.0568, 0.2984, 0.7200)</td>
<td>0.79</td>
</tr>
<tr>
<td>ADS Momentum</td>
<td></td>
<td>(12.2778, 0.2700, 0.6867)</td>
<td>(12.0036, 0.2700, 0.6826)</td>
<td>1251.00</td>
</tr>
</tbody>
</table>

Table VI. Hairpin filter: Comparison between the Cases I and II.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of cost function evaluations</th>
<th>Optimization time [sec]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max</td>
<td>Mean</td>
</tr>
<tr>
<td>Case I</td>
<td>53183</td>
<td>114.39</td>
</tr>
<tr>
<td>Case II</td>
<td>99</td>
<td>13.73</td>
</tr>
</tbody>
</table>

dimensionality. Adaptive sampling schemes, which take into account influence of the design parameters on the system behavior, could be used to properly sample the design space prior to the parametric macromodeling and help resolve this issue. For instance, in the second example, from Figs. 13 and 14 it is seen that the overlap length $L$ of the Hairpin Filter is more influential than the Spacing $S_1$, which allows one to sample along $S_1$ more sparsely using a wise adaptive sampling scheme, thereby reducing the number of initial EM simulations needed for the construction of parametric macromodels and the corresponding computational effort.
Gradient-based design optimization of microwave systems using parametric sensitivity macromodels has been presented in this paper. Parameterized frequency-domain data samples are used to build a set of root macromodels in a state-space form. Then, this set of state-space matrices is parameterized using suitable interpolation schemes which are continuously differentiable. This allows to accurately and efficiently calculate parametric sensitivities over the entire design space of interest. Parametric macromodels and corresponding sensitivities are used for the gradient-based design optimization in two proposed numerical examples, which confirm the applicability of the proposed technique to the optimization process of microwave filters. Also, the importance of parameterized sensitivity information to speed up the design optimization process has been shown in the examples.
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