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SUMMARY

This paper utilizes CFD (Computational Fluid Dynamics) methods to investigate the bank effects on a tanker moving straight ahead at low speed in a canal characterized by surface piercing banks. For varying water depths and ship-to-bank distances, the sinkage and trim as well as the viscous hydrodynamic forces on the hull are predicted mainly by a steady state RANS (Reynolds Averaged Navier-Stokes) solver, in which the double model approximation is adopted to simulate the flat free surface. A potential flow method is also applied to evaluate the effect of the free surface and viscosity on the solutions. In addition, focus is placed on V&V (Verification and Validation) based on a grid convergence study and comparison with EFD (Experimental Fluid Dynamics) data, as well as the exploration of the modelling error in RANS computations to enable more accurate and reliable predictions of the bank effects.

NOMENCLATURE

\[
\begin{align*}
\alpha & \quad \text{Constant (-)} \\
\delta_{RE} & \quad \text{Discretization error (-)} \\
\nu & \quad \text{Kinematic viscosity (N·s·m}^{-2}) \\
\rho & \quad \text{Density of water (kg·m}^{-3}) \\
\sigma & \quad \text{Sinkage (m)} \\
\sigma_{ij} & \quad \text{Average stress (N·m}^{-2}) \\
\tau & \quad \text{Trim (°)} \\
\phi_0 & \quad \text{Extrapolated solution at zero grid size (-)} \\
\phi_i & \quad \text{ith grid solution (-)} \\
\omega & \quad \text{Specific dissipation rate (s}^{-1}) \\
A_w & \quad \text{Water plane area (m}^2) \\
B & \quad \text{Beam (m)} \\
C_F & \quad \text{Frictional resistance coefficient (-)} \\
C_{PV} & \quad \text{Viscous pressure resistance coefficient (-)} \\
D & \quad \text{Experimental data (-)} \\
E & \quad \text{Comparison error (-)} \\
F_i & \quad \text{Body force (N·kg}^{-1}) \\
F_r & \quad \text{Froude number, } F_r = U_{ref}/\sqrt{g A_w} (-) \\
g & \quad \text{Acceleration of gravity (m·s}^{-2}) \\
h & \quad \text{Water depth (m)} \\
h_1 & \quad \text{Finest grid step (-)} \\
h_i & \quad \text{ith grid step (-)} \\
I_u & \quad \text{Longitudinal moment of inertia of the water plane area (m}^4) \\
k & \quad \text{Turbulent kinetic energy, } k = \overline{u' \cdot u'}/2 (m^2·s}^{-2}) \\
K & \quad \text{Roll moment (N·m)} \\
K' & \quad \text{Non-dimensional roll moment (-)} \\
L_{pp} & \quad \text{Ship length between perpendiculars (m)} \\
M & \quad \text{Trim moment (N·m)} \\
N & \quad \text{Yaw moment (N·m)} \\
N' & \quad \text{Non-dimensional yaw moment (-)} \\
n_g & \quad \text{Available grids number (-)} \\
\overline{p} & \quad \text{Average pressure (N·m}^{-2}) \\
p & \quad \text{Order of accuracy (-)} \\
p_{th} & \quad \text{Theoretical order of accuracy (-)} \\
r & \quad \text{Grid refinement ratio (-)} \\
Re & \quad \text{Reynolds number, } Re = U_{ref}L_{pp}/\nu (-) \\
R_F & \quad \text{Frictional resistance (N)} \\
R_{PV} & \quad \text{Viscous pressure resistance (N)} \\
S & \quad \text{Numerical solution (-)} \\
S_w & \quad \text{Wetted hull surface (m}^2) \\
T & \quad \text{Draft (m)} \\
U & \quad \text{Ship speed (m·s}^{-1}) \\
U_D & \quad \text{Data uncertainty (-)} \\
\overline{u_{i,j}} & \quad \text{Average velocity (m·s}^{-1}) \\
\overline{u_i'} & \quad \text{Fluctuating velocity (m·s}^{-1}) \\
UKC & \quad \text{Under keel clearances (m)} \\
U_{num} & \quad \text{Numerical uncertainty (-)} \\
U_S & \quad \text{Discretization uncertainty (-)} \\
U_{val} & \quad \text{Validation uncertainty (-)} \\
X & \quad \text{Longitudinal force (N)} \\
X' & \quad \text{Non-dimensional longitudinal force (-)} \\
Y & \quad \text{Sway force (N)} \\
Y' & \quad \text{Non-dimensional sway force (-)} \\
y_{R} & \quad \text{Ship-to-bank distance (m)} \\
y' & \quad \text{Non-dimensional wall distance (-)} \\
Z & \quad \text{Sinking force (N)} 
\end{align*}
\]

1. INTRODUCTION

It is well known that when a ship is passing through restricted waterways, such as canals, narrow channels, interaction occurs between the ship and the banks. Additional hydrodynamic forces and moments generated by the vicinity of the bank act on the hull and influence the ship motion. The explanation of these bank effects is that when the distance between the hull and the waterway boundary is narrowed, the flow is accelerated and the pressure accordingly decreased, which induces the variation in the hydrodynamic characteristics. The produced hydrodynamic forces, especially in shallow water, may considerably affect the manoeuvring performance of the ship, making it difficult to steer. The ship may collide with the side wall or run aground due to the so-called ‘squat’ phenomenon. From this point of view, bank effects are extremely important for ship navigation. In the past decades, many investigations on bank effects have been carried out, both experimentally and numerically. A notable event was, the International
Conference on Ship Manoeuvring in Shallow and Confined Water: Bank Effects [1], in which a broad concern about this problem was expressed and many interesting papers were presented.

However, historical investigations have mostly relied on some kind of experimental tools, such as model tests and empirical or semi-empirical formulae, which normally treat the bank effect as a function involving hull-bank distance, water depth, ship speed, hull form, bank geometry, propeller performance, etc. During the 1970s, Norrbim at SSPA Sweden carried out experimental research and then, based on the experiments, proposed empirical formulae to estimate the hydrodynamic forces for flooded [2], vertical [3] and sloping [3] banks. Li et al. [4] continued Norrbim’s investigations and tested the bank effect in extreme conditions for three different hull forms (tanker, ferry and catamaran). The influence of ship speed, propeller loading and bank inclination was evaluated. Ch’ng et al. [5] conducted a series of model tests and developed an empirical formula to estimate the bank-induced sway force and yaw moment for a ship handling simulator. In recent years, comprehensive model tests in a towing tank have been carried out at Flanders Hydraulics Research (FHR), Belgium, to build up mathematical models for bank-effect investigations and to provide data for computation validation. Vantorre et al. [6] discussed the influence of water depth, lateral distance, forward speed and propulsion on the hydrodynamic forces and moments based on a systematic captive model test program for three ship models moving along a vertical surface-piercing bank. Empirical formulae for the prediction of ship-bank interaction forces were proposed. From extensive tests, Lataire et al. [7] developed a mathematical model for the estimation of the hydrodynamic forces, moments and motions taking the ship speed, propulsion and ship/bank geometry into consideration. In addition, two parameters defining the distance to a bank of irregular geometry and the equivalent blockage, indicating the influence of water particles on the bank effect, were established.

Although experimental tools and empirical formulae are widely used for bank-effect prediction, they have their shortcomings because of the approximation. For example, empirical formulae are only suitable for cases with similar hull form and conditions. Otherwise, the prediction is barely reliable. To establish a mathematical model a significant amount of systematic and expensive model tests are always required. However, the most important weakness of these tools is their inability to provide detailed information of the flow field, which can explain the flow mechanism behind the bank effect. In view of this, people resort to using numerical methods to deal with the phenomena of bank effects. Among existing numerical methods, the potential flow method (based on the inviscid flow assumption) is the most common one. Newman [8] applied the Green function to predict the interaction force between a ship and an adjacent rectangular canal wall. Miao et al. [9] studied the case of a ship travelling in a rectangular channel and the lateral force, yaw moment and wave pattern were estimated based on Dawson’s method. It was shown that the applied potential flow method was able to predict reasonable hydrodynamic forces for a water depth to draught ratio larger than 1.5, but it failed for the ratio smaller than 1.5. Lee et al. [10] applied the potential flow method to estimate the hydrodynamic forces as a function of the water depth and the spacing between the ship and a wedge-shaped bank. With respect to the application of viscous flow method, Lo et al. [11] studied the bank effect on the KRISO (Korea Research Institute of Ships & Ocean Engineering) 3600 TEU Container Ship (KCS) model using CFD software based on Navier-Stokes equations. The effect of vessel speed and distance to bank on the magnitude and temporal variation of the yaw angle and sway force were reported. Some details of the predicted flow field are available in this work. Wang et al. [12] recently studied the bank effects using a RANS method to predict viscous hydrodynamic forces on a Series 60 hull at varying water depth ratio (1.5, 3.0 and 10.0) and ship-bank distance.

From available documentation, it is seen that investigations on bank effects by viscous methods are very rare; only a few reports referring to this type of computation have been presented. In the framework of an ongoing project aiming at extensive CFD investigation of the hydrodynamic forces on the hull in restricted waterways, the present work intends to study the bank effects in the case when a ship is close to the seabed and/or a canal wall. By means of numerical methods, quantitative predictions of the most interesting hydrodynamic quantities, such as the sinkage and trim and the hydrodynamic forces on the hull are obtained. Since this is a validation study emphasis is placed on formal Verification and Validation (V&V) and an investigation of modelling errors.

2. GEOMETRY, TEST CONDITIONS AND DATA

2.1 THE HULL

A model scale tanker hull, known as the KVLCC2 (2nd version of the KRISO Very Large Crude-oil Carrier) was used in the investigation. This hull form is extensively used in the CFD ship hydrodynamics community as it is one of the benchmark models adopted by the ITTC (International Towing Tank Conference), the series of CFD workshops on Ship Hydrodynamics (2000, 2005, 2010) and the Workshop on Verification and Validation of Ship Manoeuvring Simulation Methods (SIMMAN 2008 and 2012). The geometry is available and obtained from [13]. In the present work a 1/75 scale model was used, with principal dimensions: hull length $L_{pp}=4.267m$, beam $B=0.773m$, draft $T=0.277m$. It should be mentioned that there was a horn-type rudder with a NACA0018 wing section attached to the hull.
2.2 TEST DESCRIPTION AND CONDITIONS

To validate the computations, the computational conditions were carefully selected according to the bank-effect measurements performed at Flanders Hydraulics Research (FHR), Belgium.

During the test series in the shallow water towing tank at FHR (co-operation with the Maritime Technology Division of Ghent University) the following bank configuration was built in, see Figure 1:

- A vertical wall followed by a bank with slope 1:1 on one side of the tank;
- A bank with slope 1:4 followed by a bank with slope 1:3 on the other side of the tank.
- Each bank was 30 m long.

Figure 1: Built in configuration during captive manoeuvring tests at FHR (The arrow indicates the direction of motion and the circled bank is the vertical one in Figure 2 below)

The KVLCC2 was tested at three different under keel clearances (UKC), namely 50%, 35% and 10% of draft. Straight line tests were conducted at different longitudinal velocities (6-12 knots full scale) and different lateral positions. The lateral positions were chosen according to the water depth. Whenever possible the middle of the ship sailed above the toe of the banks and the lateral distance was varied in steps of 0.5B. In any case the minimal distance either between ship and bank or between ship and bottom was 20mm. Tests were conducted both at self propulsion and at zero propeller rate, but always with fitted propeller.

Figure 2: Cross-section of the canal, seen in the direction of motion

In the computations presented here only a subset of all test conditions was considered. The canal configuration is seen in Figure 2, where the view is in the opposite direction as compared to Figure 1. Thus, the hull is moving close to the vertical bank, and the considered non-dimensional bank distances, \( y_b / B \), and water depth ratios, \( h/T \), are presented in Table 1. As can be seen, there are six combined conditions, some of which rather extreme, which have put the computational tools to a severe test. No waves were considered since the tanker moved at a low speed \( U=0.356\text{m/s} \) (6 knots full scale) (Froude number \( Fr=0.055 \); Reynolds number \( Re=1.513 \times 10^6 \)), thus the double model approximation was adopted and no sinkage and trim was allowed. In addition, propeller performance was not included in the computations, but the drag of the fixed propeller has been deducted from the measured resistance in the results below.

<table>
<thead>
<tr>
<th>( h/T )</th>
<th>( y_b / B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5 (UKC(=50%T))</td>
<td>○</td>
</tr>
<tr>
<td>1.35 (UKC(=35%T))</td>
<td>○ ○ ○ ○</td>
</tr>
<tr>
<td>1.1 (UKC(=10%T))</td>
<td>○</td>
</tr>
</tbody>
</table>

3. NUMERICAL METHOD DESCRIPTION

3.1 GOVERNING EQUATIONS

In this paper, the viscous flow around the KVLCC2 tanker is assumed incompressible and the numerical problem is described by the following steady RANS equations coupled with the time-averaged continuity equation:

\[
\frac{\partial}{\partial x_j} (\bar{\rho} \bar{u}_j) = -\frac{1}{\rho} \frac{\partial}{\partial x_i} \bar{p} + \frac{1}{\rho} \frac{\partial}{\partial x_i} (\bar{\rho} \bar{u}_i + R_i) \quad (1)
\]

\[
\frac{\partial \bar{u}_i}{\partial x_i} = 0 \quad (2)
\]

where \( \bar{u}_i, \bar{p} \) and \( \bar{\rho} \) denote the average velocity, pressure and stress; \( \rho \) is the water density; \( F_i \) represents the body force, which is regarded as a constant term; and \( R_i = -\rho \bar{\rho} \bar{u}_i \) denotes the Reynolds stresses. To compute these Reynolds stresses, the turbulence model EASM (Explicit Algebraic Stress Model) [14], originally developed by Gatski and Speziale [15] is applied.

A finite volume solver, XCHAP, in the SHIPFLOW4.4 software [16] is applied to solve the steady RANS equations. In the solver, the discretization of convective terms is implemented by a Roe scheme and for the diffusive fluxes central differences are applied. To approach second order accuracy, a flux correction is adopted. An ADI (Alternating Direction Implicit scheme) is utilized to solve the equations.

3.2 COMPUTATIONAL SETUP AND BOUNDARY CONDITIONS

Due to the asymmetry of the bank geometry and so the flow field, the computational domain has to cover the flow field around the whole hull in the canal. A schematic diagram indicating the hull/rudder geometry, the coordinate system and the computational domain is
given in Figure 3. As presented in the figure, the computational domain is made up by seven boundaries: hull surface, inflow plane, outflow plane, flat free surface, seabed boundary, as well as two side banks. The inflow plane is located at one hull length in front of the hull and the outflow plane is at one and a half hull lengths behind the hull. The flat free surface is considered at \( z=0 \), and the seabed and the two side banks are placed at specific locations according to the test conditions in Table 1.

As to the adopted boundary conditions in the computations, a fixed velocity, \( k, \omega \) and zero pressure gradient are set at the inflow boundary; zero gradient of velocity, \( k, \omega \) and fixed pressure are set at the outflow boundary; a no-slip condition (velocity components, \( k \) and pressure gradient are zero) is satisfied on the hull (no wall function is introduced and thus \( y^+<1 \) is employed instead); a slip condition (normal velocity component, normal gradient of all other flow quantities are zero) is used at the flat free surface \((z=0)\), the seabed and the side banks.

![Figure 3: Computation domain and coordinate system](image)

The coordinate system is defined as a body-fixed and right-handed Cartesian system. Its origin is at the intersection of the ship centreline and the mid-ship section. The axes \( x, y, z \) are directed towards the bow, to starboard and downwards, respectively.

![Figure 4: Sketch of grid distribution (Coarse grids, for clearer illustration)](image)

4. GRID GENERATION

An overlapping grid is used for the computations. With the capability of handling overlapping grids in SHIPFLOW, the computation with more complicated geometries (such as sloping banks, appendages, etc.) is possible and more flexible. As illustrated by Figure 4, the overlapping grid in the present work is mainly built up by two segments: a cylindrical H-O grid (for hull geometry) and a rectilinear H-H grid (for canal geometry). The former grid is immersed in the latter. The body-fitted H-O grid produced by the module XGRID in SHIPFLOW covers the main flow field around the hull, in which two clusters of grid points are concentrated around the bow and stern regions so as to resolve the flow field more precisely. A small radius \((0.5L_{ref})\) of the cylindrical grid is used to save grid points. On the other hand, a ‘box’ of the rectilinear grid is employed to take care of the remaining part of the domain and to define the grids over the boundary of flat inflow plane, outflow plane, seabed and side banks. The rectilinear grid is created in the mesh generator ANSYS ICEMCFD 12.1 and imported into SHIPFLOW. Moreover, an internally generated grid in SHIPFLOW is used to describe the rudder behind the hull.

5. GRID CONVERGENCE STUDY (ACCURACY VERSUS COMPUTING EXPENSE)

When it comes to numerical simulations, there is always a concern about the accuracy, or the balance between the computing expense and accuracy. Formal Verification and Validation (V&V) methods have been accepted gradually as a useful tool to quantify the numerical and modelling errors in CFD method and its solution. In the numerical method the hydrodynamic problem is formulated by mathematical equations which generally have to be discretized in space and time. From a theoretical point of view, the discretization error should approach zero when the number of grid points tend to infinity, however since the number of grid points is limited there is always a discretization error. To estimate this error and to obtain more reliable results from a numerical point of view, verification of the computation is essential, and a so-called convergence study is always required. In steady flow simulation, only a grid convergence study is necessary.

The present work relies on a preliminary grid convergence study (Verification) carried out for a similar computation, where the KVLC2 tanker moves straight-ahead in a canal with surface piercing and vertical side walls under a very extreme condition: water depth ratio \( h/T=1.12 \) and ship-bank distance 0.6B. The method applied to estimate the numerical error or uncertainty follows the proposal by Eça and Hoekstra on the assumption that the theoretical order of accuracy of the method is 2 \((p_{ref}=2)\) and the iterative and round-off errors are negligible. The detailed procedure is based on [17, 18, 19] and personal communication. It should be noted that this method is characterized by using a Least Squares Root approach (curve fit) to take the scatter in the numerical solutions into account and applying a safety factor for the numerical uncertainty estimation. The discretization error estimator on the basis of Richardson Extrapolation is given as:

\[
\delta_{i} = \phi_{i} - \phi_{0} = \alpha h^{p}
\]

where \( \phi_{i} \) is the solution of a quantity on the \( i \) th grid \((i=1, 2, \ldots n_{g}, n_{c} \text{ available number of grids})\), \( \phi_{0} \) is the extrapolated solution to zero step size, \( \alpha \) is a constant, \( h \) represents the step size (grid spacing) of the \( i \) th grid and \( p \) is the observed order of accuracy.
In the grid convergence study, a uniform grid refinement ratio \( r = h_{i+1}/h_i = \sqrt{2} \) was utilized to create the systematically similar grids, where \( h_{i+1} \) and \( h_i \) are the grid spacing of two successively refined grids. Like in previous work [20], scatter in numerical solutions should be avoided by the Least Squares Root method. From the finest to the coarsest density, the grid point numbers are given in Table 2, where the grid refinement ratio is denoted by \( h_1/h_1 \) for the finest grid. \( C_F, C_{PV} \) and \( X', Y', K', N' \) were selected for the error and uncertainty estimation. \( C_F, C_{PV} \) represent the frictional resistance coefficient and viscous pressure resistance coefficient; \( X', Y', K', N' \) stand for the non-dimensional longitudinal and sway force and the roll and yaw moment on the hull respectively. The non-dimensional quantities are defined as follows:

\[
C_F = \frac{R_F}{0.5 \rho U^2 S_W}, \quad C_{PV} = \frac{R_{PV}}{0.5 \rho U^2 S_W},
\]

\[
X' = \frac{X}{0.5 \rho U^2 I_{ppT}}, \quad Y' = \frac{Y}{0.5 \rho U^2 I_{ppT}},\quad K' = \frac{K}{0.5 \rho U^2 I_{ppT}}, \quad N' = \frac{N}{0.5 \rho U^2 I_{ppT}}
\]

where \( S_W \) is the wetted hull surface.

<table>
<thead>
<tr>
<th>No.</th>
<th>Grid Points (Million)</th>
<th>( h_i/h_1 ) (i=1, 2, ..., 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>grid1</td>
<td>~7.94</td>
<td>1.0</td>
</tr>
<tr>
<td>grid2</td>
<td>~4.59</td>
<td>1.189</td>
</tr>
<tr>
<td>grid3</td>
<td>~2.82</td>
<td>1.414</td>
</tr>
<tr>
<td>grid4</td>
<td>~1.71</td>
<td>1.682</td>
</tr>
<tr>
<td>grid5</td>
<td>~1.00</td>
<td>2.0</td>
</tr>
<tr>
<td>grid6</td>
<td>~0.61</td>
<td>2.378</td>
</tr>
</tbody>
</table>

In the study, the Least Squares Root approach was first used to get the observed order of accuracy \( p \) in the solutions, and then the errors and uncertainties were estimated based on the comparison between the observed order of accuracy \( p \) and the theoretical one \( p_d \). The estimated discretization uncertainties \( U_5 \) of \( C_F, C_{PV} \) and \( X', Y', K', N' \) are listed in Table 3, where the uncertainties at three grid densities are given to indicate the grid dependent behaviour of these quantities. \( '1' \) denotes the finest grid1 and \( '2', '3' \) are the subsequent grid2 and grid3. \( S \) represents the simulated result. It should be noticed that the coarsest grid6 was dropped from the curve fit as this grid is too coarse to give reasonable results.

<table>
<thead>
<tr>
<th>( U_5/S )</th>
<th>( C_F )</th>
<th>( C_{PV} )</th>
<th>( X' )</th>
<th>( Y' )</th>
<th>( K' )</th>
<th>( N' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_5/S_1 )</td>
<td>7.69</td>
<td>14.53</td>
<td>3.32</td>
<td>24.45</td>
<td>4.95</td>
<td>4.54</td>
</tr>
<tr>
<td>( U_5/S_2 )</td>
<td>9.29</td>
<td>14.59</td>
<td>3.34</td>
<td>26.21</td>
<td>4.91</td>
<td>6.67</td>
</tr>
<tr>
<td>( U_5/S_3 )</td>
<td>12.17</td>
<td>14.45</td>
<td>3.33</td>
<td>29.91</td>
<td>4.90</td>
<td>8.54</td>
</tr>
</tbody>
</table>

It is seen in Table 3 that the resistance component \( C_F \) converges for an increasing number of grid points as the uncertainties become smaller and smaller; while the resistance component \( C_{PV} \), the longitudinal force \( X' \) and the roll moment \( K' \) are independent of the grid density, as their uncertainties are almost constant. The sway force \( Y' \) and yaw moment \( N' \) indicate converged tendencies as well, but \( Y' \) converges at a slow rate and its uncertainty is still large even with finer grids. After considering the computing expense and the accuracy in solutions, similar density of grid3 is selected to perform the further computations in this paper.

### 6. RESULTS

This section presents the results of the computations for varying water depth and ship-to-bank distance. In addition to the hydrodynamic forces \( X', Y' \) and moments \( K', N' \) defined above, the mean sinkage and trim on the KVLCC2 tanker hull are presented. The mean sinkage \( \sigma \) and trim \( \tau \) are obtained from the formulae (positive sinkage downwards and positive trim bow-up):

\[
\sigma = \frac{Z}{\rho g A_w}
\]

\[
\tau = \frac{M}{\rho g I_w}
\]

where \( \rho \) is the water density; \( Z \) is the sinking force; \( M \) is the trim moment; \( A_w \) represents the water plane area and \( I_w \) denotes the longitudinal moment of inertia of the water plane area about the centre of floatation.

In this work, a steady state potential flow panel method XPAN in SHIPFLOW was used as well; for a method description reference is made to [16]. The motivation was mainly to investigate the influence of neglecting the free surface in the RANS method. In XPAN a non-linear free surface boundary condition is satisfied. It is thus possible to investigate the effect of waves, especially in extreme shallow water condition and in the vicinity of a vertical bank. It is also possible to compare the accuracy of the bank effect simulation by two different numerical methods, the potential flow and the RANS method. Since the former neglects the water viscosity, it is interesting to see how this simplification affects the accuracy.

All the predicted hydrodynamic quantities were compared with the test data from FHR. It should be noticed that the measured data was obtained from a confidential project, so that the absolute values of all the data and results are hidden in the following figures. Only a zero value is given for reference. Besides, the measured negative thrust from the non-rotating propeller is subtracted from the total longitudinal force to enable a direct comparison between computations and measurements.

#### 6.1 SINKAGE AND TRIM

The computed sinkage and trim results from both the potential flow method (free sinkage and trim, without rudder) and the RANS method are plotted in the same figures, coupled with the experimental data. The dashed
lines indicate the zero magnitude. Figure 5 shows the sinkage and trim results versus the water depth ratio $h/T$ at the same small ship-to-bank distance $y/B=0.758$. In general, the sinkage and trim rise with the decrease of water depth, and especially at a water depth less than $h/T=1.35$, the sinkage and trim change more sharply revealing a significant shallow water effect. The results versus the ship-bank distance at the same water depth $h/T=1.35$ are presented in Figure 6. Similar tendencies are displayed: when the hull moves closer to the bank, the sinkage and trim increase.

Figure 5: Sinkage $\sigma$ (m) and Trim $\tau$ ($^\circ$) versus $h/T$

![Figure 5](image)

Figure 6: Sinkage $\sigma$ (m) and Trim $\tau$ ($^\circ$) versus $y/B$

![Figure 6](image)

Comparing the results from the potential flow and RANS methods, it is shown in Figure 5 and 6 that the RANS method worked very well in predicting the sinkage and trim, while the potential flow method managed to capture the primary tendency. The sinkage results agree well with the RANS simulations and the measured data. But the code failed to compute the sinkage and trim at the closest ship-bank distance and the quantitative estimation of the trim is not satisfactory. The predicted trim is only half of the measured value. This may be mainly due to the fact that there is significant flow separation along the hull which influences the pressure at the stern. Thus a higher pressure difference between the bow and stern is produced. The pronounced flow separation around the stern at $h/T=1.1$ and $y/B=0.758$ is clearly predicted by RANS method, as indicated from the non-dimensional axial velocity $u_x/U$ contours in Figure 7. However the potential flow method is unable to simulate these important characteristic bank effects. This can be further verified by the predicted pressure distribution on the hull surface. Normalizing the pressure by $0.5\mu U^2$, the pressure coefficient distributions from potential flow and RANS methods are displayed in Figure 8, where the pressure difference between the bow and stern is almost invisible in the result of potential flow method.

![Figure 7](image)

Figure 7: RANS predicted axial velocity $u_x/U$ contours around the tanker in the horizontal plane

$h/T=1.1, y/B=0.758$

[From top to bottom: $z/L_{pp}=0$, -0.032, -0.06]

![Figure 8](image)

Figure 8: Pressure distribution on the hull surface

$h/T=1.1, y/B=0.758$

(Bottom view) upper: potential flow; lower: RANS

### 6.2 VALIDATION: HYDRODYNAMIC FORCES AND MOMENTS

The predicted forces and moments by the RANS method are shown in the following figures, where only the zero level is given, as mentioned above. However no results from the potential flow method are presented here as it is indicated from the predicted sinkage and trim and the pressure distribution that viscous effects cannot be neglected. The results for the $X'$, $Y'$ forces and the $K'$, $N'$ moments at a specific ship-bank distance, $y/B=0.758$, versus water depth ratio are shown in Figure 9a and 9b. Results at a specific water depth ratio $h/T=1.35$ versus ship-bank distance are shown in Figures 10a and 10b.

Comparing with the measurements, the tendencies of the forces and moments are captured well. As seen in Figure 9a and 9b, when the hull bottom approaches the seabed,
the $X'$ force and $K'$ moment become larger, while the $Y'$ force (a suction force towards the bank) behaves in a different way. It increases between $h/T = 1.5$ and 1.35, but drops rapidly between $h/T = 1.35$ and 1.1. The $N'$ moment shows a monotonic increase for diminishing water depth as well, but in contrast with the measured data the predicted yaw moment changes from a bow in to a bow out moment between $h/T = 1.5$ and 1.35. However, the magnitudes of the yaw moment are very small. In Figure 10a and 10b, with varying ship-to-bank distance at $h/T = 1.35$, the hull is attracted to the bank while the bow is pushed away.
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Figure 9a, b: $X'$, $Y'$ force and $K'$, $N'$ moment versus $h/T$

While the tendencies of the predicted forces and moments correspond well with those of the measured data the absolute level is not well predicted in some cases. The most obvious difference between computations and measurements is seen in the $Y'$ force, for which there is a more or less constant shift to lower predicted values. This tendency is seen clearly in Figure 9a and 10a. To more quantitatively investigate the absolute accuracy a formal validation study was made. The validation procedure was based on the approach adopted in the 3rd Workshop on CFD Uncertainty Analysis [21]. Two parameters were introduced in this procedure, one is the validation comparison error denoted as $E = S-D$ and the other is the validation uncertainty defined as $U_{val} = U_{num} + U_p^2$. Here $S$ and $D$ represent the simulated solution and experimental data respectively. $U_{num}$ is the numerical uncertainty, which is approximated as the discretization uncertainty $U_d$ in the grid convergence study (since the iterative uncertainty is neglected), and $U_p$ is the data uncertainty in the measurements. Here it is estimated as the standard deviation of measured variables in repeated captive shallow water model tests at FHR for the SIMMAN 2012 Workshop [22]. In this way, the precision error is accounted for, but not the bias error.

If $|E| \leq U_{val}$, the error is within the “noise level” and not much can be said about the modelling error; but if $|E| > U_{val}$, the sign and magnitude of $E$ could be used as to improve the modelling. Considering the available discretization and data uncertainties, the condition $h/T = 1.1$ at $y_R/B = 0.758$ was selected for the validation of the $X'$, $Y'$, $K'$, $N'$ prediction. The measured data ($D$) was used to normalize the estimated uncertainties and errors and the results are presented in Table 4.
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Figure 10a, b: $X'$, $Y'$ force and $K'$, $N'$ moment versus $y_R/B$

| $|E|/D|$ | $Y'$ | $Y'$ | $K'$ | $N'$ |
|-------|------|------|------|------|
| $U_{D} / D$ | 2.20 | 9.40 | 3.55 | 1.39 |
| $U_{S} / D$ | 3.27 | 8.38 | 3.57 | 6.92 |
| $U_{val} / D$ | 3.94 | 12.59 | 5.03 | 7.06 |
| $|E|/D$ | 1.85 | 71.99 | 27.19 | 18.94 |

It is seen that three quantities $Y'$, $K'$ and $N'$, exhibit a larger comparison error than the validation uncertainty, which implies that there are significant modelling errors, in the computations and/or the measurements. The
neglected bias error in the measured uncertainty corresponds to a modelling error and has not been investigated in the present work. However systematic investigations of the modelling in the computations have been carried out and will be reported below.

6.3 DISCUSSION: THE MODELLING ERROR

There are several potential sources of modelling errors in the computations. Examples are: neglect of free surface, non-free sinkage and trim, turbulence modelling, boundary condition on the solid wall, and absence of propeller.

As mentioned before, the free surface effect was neglected in RANS computations. Its influence on hydrodynamic quantities is a concern. As shown in Figure 5 and 6, the computation of sinkage and trim indicates that without considering the free surface in RANS computations, the predicted sinkage and trim correspond very well with the measurements and the results of potential flow computations which take the free surface and free sinkage and trim into account. This shows that it is acceptable to neglect the free surface effect when predicting the sinkage and trim at the present low speed. However, the effect of the sinkage and trim on the other forces and moments, especially at the small water depths, is needed to be investigated. Thus, further computations with a given sinkage and trim from prior computations were carried on. The dotted lines in Figure 9a and 9b indicate the results with the initial sinkage and trim ($\alpha$&$\epsilon$). From the comparisons, it is interesting to see that the influence of sinkage and trim is generally very small. However, it cannot be neglected for the $K'$ and $N'$ moments at the very shallow water depth ($h/T=1.1$), where the correction from sinkage and trim increases the $|U_{vd}|$ in $N'$ moment to 7.99% and reduces the $|E|D|$ to 7.92%, while for other quantities the improvement is not large enough to reduce $E$ to the $U_{vd}$ level, so there must be other significant modelling issues.

As for the turbulence modelling, the EASM model was used in the systematic computations. This turbulence model is capable of predicting more accurate wake profiles behind the hull in the deep water condition [23], but in the present case the hydrodynamic quantities were under-predicted with this model. Therefore another turbulence model, the Menter k-$\omega$ SST model [24] was applied to evaluate the influence of the turbulence modelling. The focus was placed on the computations with the variation of the bank distance at the same water depth $h/T=1.35$. Results are presented by dotted lines in Figure 10a and 10b for better comparison with the results of EASM model. As exhibited by the figures, there is a slight improvement in the prediction of sway force $Y'$ (the maximum decrease in $|E|D|$ is around 8%), but the improvement is very small compared to the difference between the computed and measured results. It should be pointed out that the massive separation mentioned above near the stern on the bank side of the hull may be influenced by the turbulence modelling. The prediction of this separation is crucial for the prediction of the forces.

Moreover, a slip condition was satisfied at the walls (seabed, side bank) in the computations, but when the hull moves over/along the seabed/side bank, a boundary layer is developed on it due to the disturbance velocities from the hull. Therefore, the slip condition might be inadequate and a moving no-slip condition could be more suitable. Preliminary computations have indicated some effect, but this will be further investigated.

The last modelling error stated here is the absence of the non-rotating propeller. The evaluation of its influence on the flow field at the stern, and accordingly its contribution to hydrodynamic forces, will also be investigated in future work.

7. CONCLUSIONS

The investigation of bank effects by CFD methods is a challenging work due to the importance and complexity of the hydrodynamic problem itself and the difficulty in modelling the physical problem by numerical tools. The present work attempts to compute the bank effects by applying a viscous flow method to predict the sinkage and trim and the hydrodynamic forces for varying water depths and ship-to-bank distances. The results show that it is possible to predict sinkage and trim very accurately in bank-effect investigations. Tendencies of the viscous hydrodynamic forces and moments are also well predicted, but the absolute level of some quantities, notably the sway force, is less accurate. A formal validation analysis showed that there are modelling errors in the computations and/or the measured data. Due to time restrictions the latter could not be investigated, but three types of computational modelling errors were discussed, and shown to have some effect on the results. However, the improvement could not fully explain the differences between the computed and measured results. Further work to investigate the differences is underway.
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