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SUMMARY

Worldwide, awareness for energy consumption is raising because of global energy production limits as well as because of environmental concerns. As the energy fraction currently consumed by ICT related equipment is substantial (about 8% of electricity consumption worldwide in the use phase) and the growth rate in this particular sector is spectacular, also in the ICT sector adequate solutions are needed to allow sustainable growth. In this paper we aim at reducing power consumption of desktop applications by applying a thin client approach and we analyze the conditions necessary. To this end, estimates on power consumptions in typical desktop scenarios and analogous thin client settings are made and analyzed. The paper concludes with an experimental study on currently available equipment, to translate the generic conclusions into their current implications and trade-offs. Copyright © 0000 AEIT

1. Introduction

Only recently awareness is raising that power consumption directly related to ICT equipment and services represents a relevant fraction of the worldwide energy production. Given the annual growth rate of these services[1], in some cases exceeding 10% on a yearly basis, ICT related power consumption is indeed becoming an increasingly worrying concern. As more and more businesses are relying on sustained ICT services, energy concerns might constrain economical growth in a number of vital economical sectors, thereby jeopardizing the wealth to a considerable extent.

The explosive growth in ICT related energy consumption can be explained by a number of trends: not only the worldwide adoption rate of existing services (including broadband Internet services, mobile communication services, ...) is to blame, but also the emergence of new, resource and energy-hungry services [2]. Amongst the latter category, an important example is the birth of upload and consumption services of personal content (still images and video), requiring huge data centers and high speed network facilities [3]. Also replacement of existing equipment by state-of-the-art devices generally implies an increase in power consumption. Especially since the year 2000 the power consumption of PCs is rapidly rising [4].

The combination of these mechanisms has brought us in a situation where the ICT related energy consumption can be estimated at 8% of the primary electricity production in 2008. Forecasts for 2020 are typically in the range of 14% [5]. It is clear that this growth rate will be difficult to sustain, also in view of rising energy prices in combination with environmental concerns.

In this paper we will demonstrate the thin client paradigm as a solution to increase power efficiency. First we construct an analytical model comprising the home environment, the network and the data center. In sections 3 & 4 we will analyze the active state and passive state power consumption. Secondly, in section 5, we will evaluate the model based on real world measurements. In section 6 the major conclusions will be summarized.
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2. Related Work

Solutions to save power almost always use the same underlying technique: i.e. scale down the performance of devices as much as possible or even shut down equipment when possible. This technique is well known in mobile computing, arguably the sector where terminal power consumption is of prime importance (to improve battery lifetime); wireless transmission protocols switch to a lower transmission speed when possible (and go to standby mode), and the wireless card is even shut down when no network activity is detected [6]. However, these techniques are considered as well in other areas [7], [8].

A second solution to save power is the principle of virtualisation on which the thin client paradigm is based. In virtualisation the logical representation of a piece of hardware and the physical piece of hardware itself is decoupled. Thus one can share a single piece of hardware over different logical representations instead of using dedicated hardware. This results in a reduction in the number of devices and thus power saving. This technique is used in [9]. A different form of virtualisation is grid computing. An example of grid computing used as a way to save power is presented in [10].

Currently most initiatives focus on isolated areas of ICT. On the network level, a good example is the IEEE study group on Energy Efficient Ethernet [11], where power savings for Ethernet are studied, again based on scaling down the link bit rate in a coordinated way. In the data center application area it is worth mentioning the Green Grid consortium [12] focussing on advancing energy efficiency in data centers.

In this paper we will investigate the thin client computing paradigm as an avenue for power saving. This approach is in fact not unlike the mainframe approach generally adopted in the '60s-'70s (and left again in the early '80s), where a server farm is performing the computational intensive (and hence energy hungry) functions, while the rendering for the end-user is done on very constrained devices.

A key challenge in thin client architectures, is the delay between a user event (e.g. keystroke) and the corresponding display update [13]. Ideally, the user should perceive at least the same application responsiveness as when running the application locally. This leads to requirements for time delays and QoS. In [14], it is shown that current thin client protocols were designed for low motion scenarios (e.g. office applications) and are not suited for high motion scenarios (e.g. multimedia applications). Therefore, a hybrid thin client protocol is developed in [15]. This protocol switches dynamically between a classic thin client protocol and video streaming based on the amount of motion in the application. This protocol enables execution of multimedia applications in thin client environments.

In [16] an extensive study of environmental impacts of thin clients is presented using life cycle assessment. In this paper, however, we will focus on the power consumption in the use phase. In [17], [18] and [19] modelling for PCs and servers is discussed. In [20] a modelling for access networks is done. An energy efficiency model for peer-to-peer networks is constructed in [21]. In the latter case virtualisation is used as well but in a different manner as in the thin client paradigm: a peer-to-peer approach is used instead of a client-server approach.

The novelty of this paper is the construction of an end-to-end analytical model for the power consumption of the thin client paradigm. Unlike the previously mentioned work we take the different premises on which power is consumed into account instead of focussing solely on a single domain such as the network or the data centre.

3. Active state analysis

When evaluating the power efficiency of the thin client paradigm we consider two scenarios. On the one hand we have a traditional desktop where each user is running a standalone application on a standard PC. In the second scenario the desktops are replaced with thin client terminals. The standalone applications run remotely on servers in the data center. Both scenarios are schematically depicted in Figure 1. In this section we consider all users to be active and we refer to this analysis as the active state analysis.

It is already clear that the thin client scenario has a number of advantages (+) and disadvantages (−) when compared to the desktop scenario:

+ The power consumed by the thin client terminal is significantly lower than a normal desktop PC.
+ Server side resources can be delivered more efficiently: high-end servers are shared between all users, implying that the server infrastructure will exhibit less idle periods (the typical load on desktops is below 20%).

- Applications are run remotely, implying possibly application specific network overhead (e.g. for sending input events to the server and getting screen updates back). Additional equipment is needed (e.g. switch at server side, network interface cards consuming power ...).

- Protocol overhead from the thin client protocol requires additional server side processing.

- Resources at the server side must be cooled, increasing the power budget for the thin client scenario.

Given these observations, one can already conclude that the balance for the thin client paradigm will certainly depend on the following factors: server resource efficiency (influenced by the achievable amount of sharing and optimal resource usage), server side cooling efficiency and the bandwidth consumption (assuming power scales with consumed bandwidth, it is clear that applications requiring high bandwidth thin client protocols, e.g. multimedia editing, will benefit less).

3.1. Desktop Scenario

When in the active state, the main sources of power consumption are the CPU, the hard disk and the network interface. (Note that power consumption caused by the monitor is not taken into account, as a similar amount of power would be consumed in the thin client monitor.) Each of these hardware elements is characterized by a load (a real number between 0 and 1), i.e. $\lambda_{CPU}^d$, $\lambda_{HD}^d$ and $\lambda_{NIC}^d$ denoting the load on the CPU, the hard disk and the network interface card respectively. The unloaded power consumption for each of these is written as $P_{0,CPU}^d$, $P_{0,HD}^d$ and $P_{0,NIC}^d$ and the power consumed in loaded conditions is therefore (with $*^d$ representing CPU, HD or NIC):

$$P^d = P_{0,*}^d + f_\ast^d (\lambda^d)$$

Note that the CPU power consumption incurred by network traffic is included in $P_{NIC}^d$. The functions $f_\ast^d$ simply express the relation between device load and power consumption.

The overall power consumption of single desktop therefore equals

$$P^d = \sum_{*=CPU,HD,NIC} [P_{0,*}^d + f_\ast^d (\lambda^d)]$$

$$= P_{0}^d + \sum_{*=CPU,HD,NIC} f_\ast^d (\lambda^d)$$

with $P_{0}^d$ as the total unloaded power consumption of the desktop:

$$P_{0}^d = P_{0,CPU}^d + P_{0,HD}^d + P_{0,NIC}^d$$

The power consumed by the hard disk is heavily dominated by the rotation motor of the drive, and far less by the load. Therefore $f_{HD}^d$ can be omitted.

For the rest we assume a linear model for the power consumption as is suggested in [18]. In [17] it is argued that the linear model has an acceptable margin of error and more complex models only improve this margin slightly. In this paper we denote the coefficient of the relevant parameters as $\alpha_\ast^d$.

Since we assume a standalone application, the network card is unloaded. The desktop power consumption becomes:

$$P^d = P_{0}^d + \alpha_{CPU}^d \lambda_{CPU}^d$$

3.2. Thin Client Scenario

In the thin client scenario several types of equipment need to be considered. Firstly we will consider the client terminal and the server. These will behave like a desktop PC. However we also need to consider the power consumption caused by the load $\lambda_{NIC}^d$ on the network interface card (NIC). Secondly the power consumption of the network needs to be modelled. Thirdly we need to take into account that certain equipment types are located in a data center. This equipment is being cooled and the power consumption of the cooling also needs to be incorporated in the model.

3.2.1. The Client Terminal

A thin client terminal typically behaves like a desktop PC without a hard drive. After experimental measurements the influence of the CPU load $f_{CPU}^d$ and NIC load $f_{NIC}^d$ appears to be neglectable. Therefore we assume the power consumption to be constant:

$$P^c = P_0^c$$
3.2.2. The server
For the servers we again assume a linear model. [17] arguments that for multicore servers the margin of error becomes larger. However, since we are using the server for multiple instances of a desktop PC the programs running on the server will have a similar complexity and the threads running on the different cores can be considered independent. Therefore, in this particular case, the margin of error of the model will be comparable to the desktop PC case. For the NIC we assume a linear model as is done in [19]. The power consumption becomes:

\[ P^s = P_0^s + \alpha_{CPU}^s \lambda_{CPU}^s + \alpha_{NIC}^s \lambda_{NIC}^s \]  

(7)

The load \( \lambda_{NIC}^s \) is in reality the bandwidth received by the server \( b^s \). We express this bandwidth as a function of the bandwidth \( b \) perceived at the client. When assuming a share ratio of \( N \) users per server we get:

\[ \lambda_{NIC}^s = b^s = Nb \]  

(8)

Obviously, the load on the server \( \lambda_{CPU}^s \) is related to the load on the clients. The amount of work to be performed by a single server is at least the amount of work done by \( N \) desktops. On the other hand, there is the extra work needed on the server to support \( N \) sessions, and processing the protocol overhead (to receive input from the thin clients and to construct and send back screen updates). If we note the processing capacity of a server (according to a relevant performance-oriented benchmark such as SPECint2000 [22]) as \( C^s \) and the analogous parameter for the desktop case \( C^d \) we have

\[ \lambda_{CPU}^s C^s > N \lambda_{CPU}^d C^d \]  

(9)

By denoting the extra load caused per user by \( \epsilon \), we have

\[ \lambda_{CPU}^s = N \left[ \lambda_{CPU}^d C^d / C^s + \epsilon \right] \]  

(10)

Since \( \lambda_{CPU}^s \leq 1 \) we get a maximal value for \( N \):

\[ N \leq \left[ \lambda_{CPU}^d C^d / C^s + \epsilon \right]^{-1} \]  

(11)

3.2.3. The network
There are several possibilities to model the network power consumption ([20],[21]). In this study we make an abstraction of the specific layout of the network. We denote the network power consumption per user as \( P^n \). \( P^n \) represents the fully allocated power consumption of the following devices:

- The LAN switch in the client network
- The gateway in the client network
- The wide area network devices (routers and traffic aggregators)
- The gateway in the data center
- The LAN switches in the data center

\( P^n \) is determined by the created traffic load on the network. This load is the bandwidth \( b \) caused by the thin client protocol. We make again a first order approximation of the power consumption for the model. Based on the results presented in [23] and [24] this is a good approximation for network elements.

\[ P^n = P_0^n + \alpha_{NIC}^n b \]  

(12)

3.2.4. Cooling
Due to the concentration of heat-dissipating equipment, considerable efforts are needed to cool data centers. This cooling infrastructure of course also consumes electrical power. Therefore not all electrical power consumed by the datacenter is used for the ICT equipment. This factor is denoted by the Power Usage Effectiveness (PUE) [25]:

\[ PUE = \frac{P_{tot}}{P_{ICT}} \]  

(13)

Since our model should cover multiple cases we will consider the PUE accounted for in the power consumption parameters.

3.2.5. Total
The total power of the setup, assuming \( N^u \) users is:

\[ N^u P^c + N^u P^n + \frac{N^u}{N} P^s \]  

(14)

In order to compare the power consumption with the desktop scenario we need to divide this by \( N^u \). The power consumed for one thin client is:

\[ P^{tec} = P^c + P^n + \frac{1}{N} P^s \]  

(15)

Substitution in this formula leads to:

\[ P^{tec} = P_0^c + P_0^n + \left( P_0^s + \alpha_{CPU}^s \lambda_{CPU}^s \right) \frac{1}{N} + (\alpha_{NIC}^n + \alpha_{NIC}^s) b \]  

(16)
4. Passive State Analysis

In the previous section, it was assumed that all users were active. In this section we will study potential benefits and drawbacks arising from passive users. We refer to this analysis as the passive state analysis.

Two mechanisms contribute to reduced power consumption in the client scenario:

- The thin client terminal consumes less power when off-line reducing power consumption in the passive state at the client side.
- Servers can be put in a sleep mode when a number of users go to the passive state, thereby reducing the power consumption in the data center.

The total number of users is still denoted by $N_u^a$. The quantities $N_{act}^u$, $N_{off}^u$ and $N_{ab}^u$ denote the number of clients in the active state, the off state and the standby state respectively. Power consumed by device "*" in these states is represented by $P_{act}^*$, $P_{off}^*$ and $P_{ab}^*$ respectively. Clearly, we have at any given moment ($N_u^a$ constant)

$$N_u^a = N_{act}^u + N_{off}^u + N_{ab}^u \quad (17)$$

as well as the average (averaging per user) power consumption of device "*" ($i = d, e$)

$$P^*_{avg} = \frac{N_{act}^u}{N_u^a} P_{act}^* + \frac{N_{off}^u}{N_u^a} P_{off}^* + \frac{N_{ab}^u}{N_u^a} P_{ab}^* \quad (18)$$

Applying the approximations used in the previous sections for the active state power consumption, we find for the desktop and the thin client terminal:

$$P_{d, avg} = P_{0, avg} + \frac{N_{act}^u}{N_u^a} \lambda_{CPU}^d \lambda_{CPU}$$

$$P_{e, avg} = P_{0, avg} \quad (19)$$

(20)

Similary we get for the server

$$P_{s, avg} = N_s^a \frac{N_{act}^s}{N_s^a} P_{act}^s + \frac{N_{off}^s}{N_s^a} P_{off}^s + \frac{N_{ab}^s}{N_s^a} P_{ab}^s \quad (21)$$

If we denote the server CPU load in active state as $\lambda_{CPU, AS}^s$ given by equation (10) and the share ratio $N_{act} \equiv N_{act}^u / N_{act}^s$ we get:

$$\lambda_{CPU}^s = N_{act} \left[ \lambda_{CPU}^d \frac{C_d}{C_s} + \epsilon \right] \quad (22)$$

$$\Rightarrow \lambda_{CPU} = \frac{N_{act}}{N} \lambda_{CPU, AS}^s \quad (23)$$

This means:

$$P_{avg}^s = P_{0, avg}^s + \frac{N_{act}^s}{N_s^a} \frac{1}{N_s^a} \alpha_{CPU}^s \lambda_{CPU, AS}^s$$

$$+ \alpha_{NIC}^s \frac{N_{act}^s}{N_s^a} b \quad (24)$$

In the network we also consider three states. In the active state the equipment is performing its full functionality. In the off state the equipment is switched off. In the standby state the equipment has a reduced functionality. Typically network devices in standby operate at reduced power with a bitrate of 128 kbit/s. Additionally they have a small wake up time so the network functionality is not compromised.

At the user premises one can afford to switch off the network equipment. Deeper in the network this is however not possible. The user is not present to activate the equipment and moreover the equipment is shared between multiple users. Therefore defining the network state as switched off or standby is not as straightforward as with the desktops, client terminals and servers. In order to maintain the generality of the model, for networks we will use the term reduced power states. These reduced power states will only affect $P_{0}^n$ since the bandwidth $b$ is only originating from the active connections. Thus $P^n$ in the passive state becomes:

$$P_{avg}^n = \frac{N_{act}^u}{N_u^a} P_{0}^n$$

$$+ \frac{N_{ab}^u}{N_u^a} \sum_i f_{n, ab}^i P_{n, ab}^i \quad (25)$$

$$+ \alpha_{NIC}^n b$$

Where $f_{n, *}$ denotes the fraction of the representation of a certain reduced power state $P_{n, *}$ for the client terminal in standby or switched off.

4.1. Desktop Scenario

When comparing the power consumption in the passive state (19) to the active state (5) it is obvious that the power consumption of the desktops is reduced by the power saving of the machines that are shut down or in standby and the CPU load not consumed by these machines.

4.2. Thin Client Scenario

For the thin client scenario we have yet to define the state distribution $N_s^0$ of the servers and the passive state of the
network. Firstly we will consider three scenarios with a fully active network (i.e., no reduced power states). In the first scenario unused servers are not put in standby mode (or even shut down). In the second scenario we will assume that servers can be put in a power saving mode. In the third scenario we will shut down the servers instead of putting them in power saving mode. It is obvious that the second and the third scenario will imply power savings in the model. There are however some drawbacks to these scenarios:

- Reducing the number of active servers while sessions are running requires a flexible migration of these sessions in order not to affect the active users.
- Shutting down servers is less flexible than putting them in standby. The responsiveness of the server management under varying activity of the users will have to be evaluated.

Secondly we will introduce the additional power saving we can get from reduced power states in the network.

4.2.1. Scenario I: All servers remain active
When all servers remain active \( N^a_{act} = N^a \). This means:

\[
N_{act} \triangleq \frac{N^u_{act}}{N^u_{act}} = \frac{N^u_{act}}{N^u} N
\]  

(26)

Using these values we can calculate the power consumption in this scenario. We denote this power consumption as \( P^c_t \):

\[
P^c_t = P^{tec} - \frac{N^u_{off}}{N^u} \left( \frac{P^{c}_{act} - P^{c}_{off}}{N^u} \right) + \frac{N^u_{off}}{N^u} \left( \frac{P^{c}_{act} - P^{c}_{off}}{N^u} \right)
\]

\[
= \frac{N^u_{off}}{N^u} \left( \alpha^{c}_{CPU} \lambda^{c}_{CPU,AS} \frac{1}{N} + (\alpha^{a}_{N} + \alpha^{a}_{NIC}) b \right)
\]

(27)

\( P^{tec} \) is (16) with \( P^{c} \) and \( P^{a} \) given by \( P^{tec}_{0,act} \) and \( P^{tec}_{0,act} \) respectively.

The power consumption is reduced by two factors. Firstly we see the obvious power saving caused by the clients being shut down or in standby. Secondly the power consumption is further reduced by the lower CPU load and bandwidth consumption.

4.2.2. Scenario II: Servers in power saving mode when possible
In this scenario, unused servers are put in a power saving mode. Note that in order to apply this scenario technology to migrate running jobs between the servers that will be put in power saving mode and the servers that remain online is required.

Since only a fraction of \( N^u_{act}/N^u \) of users consumes computing cycles, we assume that only this fraction of servers is active or \( N^a_{act} = \frac{N^u_{act}}{N^u} N^a \). This translates into:

\[
N_{act} \triangleq \frac{N^u_{act}}{N^u_{act}} = N
\]  

(28)

Similarly as in section 4.2.1 we denote this power consumption as \( P^{tec}_{II} \):

\[
P^{tec}_{II} = P^{tec} - \frac{N^u_{off} + N^u_{off}}{N^u} \frac{1}{N} \left( P^{a}_{0,act} - P^{a}_{0,off} \right)
\]

(29)

One sees that the power consumption is further reduced by the power saving of the servers in standby.

4.2.3. Scenario III: Servers shut down when possible
In this scenario we use the same assumptions as in the previous section. Only now we shut down the servers instead of putting them in power saving mode or \( N^a_{act} = \frac{N^u_{act}}{N^u} N^a \). This translates into:

\[
N_{act} \triangleq \frac{N^u_{act}}{N^u_{act}} = N
\]  

(30)

We get:

\[
P^{tec}_{III} = P^{tec} - \frac{N^u_{off} + N^u_{off}}{N^u} \frac{1}{N} \left( P^{a}_{0,act} - P^{a}_{0,off} \right)
\]

(31)

A similar power saving as in the previous scenario can be found.

We can simplify these results by assuming that we physically cut off the power of shut down equipment. That means \( P^{a}_{off} = 0 \). Further we assume that the inactive thin clients and desktops are shut down so \( N^a_{sb} = 0 \). Note that these assumptions mean that we use both the desktop and the thin client solutions in their most energy efficient way.

\[
P^{tec}_{III} = P^{tec} - \frac{N^u_{off}}{N^u} \left[ \frac{P^{c}_{act}}{N^u} \right]
\]

\[
+ \left( P^{a}_{0,act} + \alpha^{a}_{CPU} \lambda^{a}_{CPU,AS} \frac{1}{N} \right)
\]

\[
+ \left( \alpha^{a}_{T} + \alpha^{a}_{NIC} \right) b
\]

(32)
\[ P_{\text{tot}}^{\text{act}} = \frac{N_u}{N_u} P_{\text{on}} + \frac{N_u}{N_u} P_{\text{off}}^{\text{act}} + \alpha_{\text{on}} b \]  
(33)

The power consumption of the thin client solution scales with the number of active users except for the basic network power consumption.

4.2.4. Scenario IV: Reduced Power states in the network

To further scale down power consumption the only remaining option is introducing reduced power states in the network. For the passive network connections we assume one reduced power state \( P_{\text{red}}^{\text{act}} \). Using equation (25) we get:

\[ P_{\text{avg}}^{\text{act}} = \frac{N_u}{N_u} P_{\text{on}} + \frac{N_u}{N_u} P_{\text{off}}^{\text{act}} + \alpha_{\text{on}} b \]  
(34)

This leads to

\[ P_{\text{tot}}^{\text{act}} = \frac{N_u}{N_u} P_{\text{on}} + \frac{N_u}{N_u} P_{\text{off}}^{\text{act}} = \frac{N_u}{N_u} P_{\text{on}} + \alpha_{\text{on}} b \]  
(35)

\[ = P_{\text{tot}}^{\text{act}} - \frac{N_u}{N_u} (P_{\text{on}}^{\text{act}} - P_{\text{on}}^{\text{red}}) \]  
(36)

It is clear that in order to achieve maximal energy efficiency the \( P_{\text{red}}^{\text{act}} \) needs to be minimal. When \( P_{\text{red}}^{\text{act}} = 0 \) the energy consumption of the thin client solution scales with the number of active users. Note however that this case is only theoretical since we need to maintain a minimal connectivity in the network.

5. Experimental Results

When evaluating practical implementations it is important to gain insight in the power saved by implementing thin clients. Therefore we will evaluate two parameters. We define the saved power as \( \Delta P = P_{\text{on}} - P_{\text{on}}^{\text{act}} \) which will express the power saving for a single user. The second parameter is the power ratio \( R = \frac{P_{\text{on}}^{\text{act}}}{P_{\text{on}}^{\text{act}}} \) which expresses the relative power saving between both scenarios. The criterion for power efficiency is:

\[ \Delta P > 0 \]  
(37)

or stated otherwise:

\[ R > 100\% \]  
(38)

We evaluate these parameters in function of the server share ratio \( N \) and the network power consumption \( P_{\text{on}}^{\text{act}} \). Since we are focussing on standard office applications such as text editors and spreadsheets, we will assume an average load \( \lambda_{\text{CPU}}^{\text{on}} \) of 20% which is largely sufficient.

For these applications network connectivity is not required so we consider no network power consumption in the desktop scenario. In the thin client scenario the standalone applications run remotely on servers in the data center. The consumed bandwidth will vary between 0 Mbit/s and 5 Mbit/s [14]. The server overhead \( \epsilon \) is considered to be small (\( \epsilon \approx 0 \)). The servers are located in a data center for which we assume a typical PUE of 2.

We have measured specific devices which are considered representative for the case. We measured the power consumption of a desktop (AMD Athlon 64 3500+™), a laptop (Pentium M™ 2 GHz), a server (AMD Opteron 2212™) and a thin client device (JackPC™). We have applied different processor loads on these devices. With a feedback loop we introduced short sleep times (approximately 10 ms of sleep) in a running program so we could achieve the requested server load. We applied a linearization at the expected processor load. This was \( \lambda = 10\% \) for the desktop and laptop and \( \lambda = 100\% \) for the server. For the client terminal there was no dependency on the processor load. The variance on the measurements was \( \sigma = 0.2\% \) for the server, \( \sigma = 10\% \) for the laptop and \( \sigma = 2.7\% \) for the server.

The measured parameters are summarized in table 1. The profile of the power consumption of the server corresponds with the typical behaviour as can be seen in [26]. The bandwidth factor \( \alpha_{\text{NIC}} \) appears to be small compared to the relevant bandwidth and the other parameters. We assume the same order of magnitude for \( \alpha_{\text{CPU}}^{\text{on}} \). Therefore we will ignore the factor \( (\alpha_{\text{CPU}}^{\text{on}} + \alpha_{\text{NIC}}) b \).

In order to be able to comply with the QoS requirements for thin clients (as described in section 2) we assume the data center to be located in the access network.

<table>
<thead>
<tr>
<th></th>
<th>Desktop PC</th>
<th>Laptop PC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(AMD Athlon 64 3500+™)</td>
<td>(Pentium M™ 2 GHz)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( P_{\text{on}}^{\text{act}} )</td>
<td>82.6 W</td>
<td>28.6 W</td>
</tr>
<tr>
<td>( \alpha_{\text{CPU}}^{\text{on}} )</td>
<td>13.9 W</td>
<td>10 W</td>
</tr>
<tr>
<td>( C_{\text{on}} )</td>
<td>1401</td>
<td>1541</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Client Terminal (JackPC™)</td>
<td>Server (AMD Opteron 2212™)</td>
</tr>
<tr>
<td>( P_{\text{on}}^{\text{act}} )</td>
<td>4 W</td>
<td>217 W</td>
</tr>
<tr>
<td>( P_{\text{on}} )</td>
<td></td>
<td>15.8 W</td>
</tr>
<tr>
<td>( \alpha_{\text{CPU}}^{\text{on}} )</td>
<td>10.42 W</td>
<td></td>
</tr>
<tr>
<td>( \alpha_{\text{NIC}} )</td>
<td>0.93 ( \frac{mW}{Mbit/s} )</td>
<td></td>
</tr>
<tr>
<td>( C_{\text{on}} )</td>
<td>4 \times 1435</td>
<td></td>
</tr>
<tr>
<td>( PUE )</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Equipment Parameters.
Table 2. Power Consumption per User of Network Equipment [27].

<table>
<thead>
<tr>
<th></th>
<th>User Prem. Eq.</th>
<th>Access Netw. Eq.</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Active state</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADSL2</td>
<td>1.5 W</td>
<td>1.2 W</td>
<td>2.7 W</td>
</tr>
<tr>
<td>VDSL2</td>
<td>6.0 W</td>
<td>1.6 W</td>
<td>7.6 W</td>
</tr>
<tr>
<td>PON</td>
<td>12.0 W</td>
<td>0.2 W</td>
<td>12.2 W</td>
</tr>
<tr>
<td><strong>Reduced Power State</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADSL2</td>
<td>0.0 W</td>
<td>0.8 W</td>
<td>0.8 W</td>
</tr>
<tr>
<td>VDSL2</td>
<td>0.3 W</td>
<td>1.0 W</td>
<td>1.3 W</td>
</tr>
<tr>
<td>PON</td>
<td>0.3 W</td>
<td>0.2 W</td>
<td>0.5 W</td>
</tr>
</tbody>
</table>

[27] mentions target values for the power consumption of the network equipment. We consider three network technologies: ADSL2, VDSL2 and PON. For the access network power consumption of the PON we assume a typical value of 0.2 W/subscriber. For the reduced power state we assume the equipment at the user premises to be switched off and the access network equipment in standby state. The network power consumption values are summarized in table 2.

The power consumption share of network equipment deeper in the network is not accounted for in this case. First of all because, as stated before the servers cannot be too deep in the network. Moreover, that equipment will be shared over a large number of users so the power consumption per subscriber becomes negligible. Note as well that this is why the PON case is the least power efficient. The bandwidth provided by this solution is significantly larger than for the other solutions whereas this is not required. It would be more efficient to share these high bandwidths over a larger number of users and then implement the final connection with an ADSL2/VDSL2 line. This case however is covered by the first two solutions.

We analyse the active state and the passive state. To limit the complexity we will assume that the desktops or client terminals are either active or switched off ($N_{sh} = 0$).

5.1. Active State Analysis

Figure 2 displays a breakdown in the power consumption for a Desktop PC, a Laptop PC and a Thin Client Setup. Note however that manufacturers limit the power consumption of a laptop as much as possible. When comparing $P_{th}$ one can see that a laptop PC is roughly three times more efficient than a desktop PC while the two machines have the same functionality. Servers on the other hand are not designed for energy efficiency in the same degree as laptop PCs. When we compare the thin client paradigm in which the main power consumer (the server) is not optimized for its power use to a laptop which is completely optimized for its power use, this is not a fair comparison. Therefore we will focus on comparing the desktop PC with the thin client solution. However, it is to be expected that in the future servers will become a lot more power efficient and data centers will be designed with a lower PUE. Then the comparison with laptop PCs can be made.

In Figure 2 we can see that compared to the Desktop PC the power consumption of Thin Client Setup is significantly lower. Using ADSL2, the advantage is the largest and when using VDSL2 or PON the power saving decreases slightly.

Figure 3 displays $\Delta P$ and $R$ in function of the server share ratio $N$ for the different technologies. Next to the three network technologies the figures include the theoretical case of $P^n = 0$ as well. The power saving is highly dependent on the share ratio on the servers. A minimal share ratio of $N > 5$ in order to be more efficient than the desktop scenario. At the maximal share ratio of $N \approx 20$ ($\Delta L_{CPU} \approx 1$) power savings up to 50 W (300%) are possible. It is also clear that the choice of network technology can have an important impact on the power saving possibilities. However, the impact of the server power consumption still remains the most significant.

5.2. Passive State Analysis

When regarding the passive state analysis the three relevant scenarios are displayed in Figure 4. We are still only
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Figure 3. Power saving of Thin Client(TC) scenario towards Desktop(D) scenario in function of Server Share Ratio and Network Power Consumption for office applications($\lambda_{CPU} = 20\%$).

considering standard office applications so for $\lambda_{CPU}$ we assumed a value of 20%. We assumed a share ratio of $N = 20$. However, the conclusions are qualitatively similar for different values for the share ratio $N$.

When $R = 100\%$ the desktop scenario (D) is exactly as power efficient as the thin client scenario (TC). We denote this passive user fraction as $\left( \frac{N_{p}^{D}}{N_{u}^{D}} \right)_{R=100\%}$.

When all the servers remain active (I) the efficiency degrades approximately linearly in function of the fraction of passive users $\frac{N_{p}^{D}}{N_{u}^{D}}$. We see that, depending on the network technology, $\left( \frac{N_{p}^{D}}{N_{u}^{D}} \right)_{R=100\%}$ is approximately 60% to 70%. Putting servers in standby (II) or switching them off (III) can lead to large increases in the efficiency: $\left( \frac{N_{p}^{D}}{N_{u}^{D}} \right)_{R=100\%} = 77\% - 95\%$. If the network power consumption is low (ADSL2) the increase is more significant than when the network power consumption is higher (PON). Introducing reduced power states in the network (IV) further increases the energy efficiency: $\left( \frac{N_{p}^{D}}{N_{u}^{D}} \right)_{R=100\%} = 97\% - 98\%$. These improvements are more significant with larger differences between $P_{0}^{D}$ and $P_{r_{red}}^{D}$.

Between ADSL2, VDSL2 and PON there is a trade off. When all users are active ADSL2 is clearly more advantageous. However, for $\frac{N_{off}^{D}}{N_{u}} > 97\%$ PON is more efficient due to the large gap between the $P_{0}^{D}$ and $P_{r_{red}}^{D}$. This is displayed in Figure 5. This trade off will be important for implementations where large passive user fractions during long periods of time can be expected, in this case for $\frac{N_{p}^{D}}{N_{u}} > 97\%$.

The passive state analysis clearly shows that the choice of a low power network technology with the possibility of reduced power states is required in order to assure power efficiency even with a large number of passive users.

6. Conclusions

ICT represents a relevant fraction of the worldwide energy production. The growth rate of this fraction is difficult to sustain. We created an analytical model in order to determine if the thin client paradigm is more power efficient than the desktop PC. Using experimental data different specific cases were reviewed.

These cases displayed that power savings up to 2/3 of the desktop power consumption can be saved by replacing with a thin client setup. In [16] a power saving of approximately 50% is achieved for both the entire life cycle and the operation phase. Considering the use of different hardware, these results are consistent. [21] achieves a power saving of 83%. Note that this paper is focusing on a different kind of virtualization.

The power saving potential is impaired by a reduced efficiency when a fraction of the users is passive. This can be mitigated by selectively switching off servers when reduced activity occurs. Secondly, introducing reduced power states in the network make the thin client paradigm more power efficient for idle user ratios up to 95%.

Further optimizations of the power consumption of the servers in the data centers will be required. Currently the efficiency of laptop PCs is approximately the same as the thin client scenario. The power efficiency of servers will have to be brought on the same level as laptop PCs and the data centers Power Usage Effectiveness (PUE) will have to
Figure 4. Power Saving Ratio of Thin Client (TC) scenario towards Desktop (D) scenario in function of the fraction of passive users for office applications ($\lambda_{CPU} = 20\%$) for each of the relevant scenarios (I - IV) in the passive state analysis.

be improved in order to achieve the potential described in this work.

Figure 5. Power Saving Ratio of Thin Client (TC) scenario towards Desktop (D) scenario using Reduced Network Power States for office applications ($\lambda_{CPU} = 20\%$).
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