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Abstract—We present a new parametric macromodeling technique for admittance and impedance input-output representations parameterized by design variables such as geometric and material parameters. Stability and passivity of the parametric macromodel are guaranteed over a user defined range of design parameter values, while poles and residues are parameterized indirectly. Numerical results validate the proposed parametric macromodeling approach.
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I. INTRODUCTION

Robust parametric macromodeling is becoming increasingly important for efficient design space exploration, design optimization and sensitivity analysis of electromagnetic (EM) systems. These design activities require multiple simulations for different design parameter values. It is often not feasible to perform multiple simulations of large circuits due to variations of these parameters. Such design activities call for the development of robust parametric macromodeling techniques. Parametric macromodels can take multiple design variables into account, such as geometrical layout or substrate features and are obtained through an identification process starting from a set of multivariate data samples.

The development of parametric macromodels of EM systems has become a topic of intense research over the last years. Some parametric macromodeling techniques parameterize both poles and residues [1], [2] and are able to accurately model highly dynamic multivariate data samples without requiring a high sample density. Unfortunately, such techniques are not able to guarantee overall stability and passivity of the parametric macromodel. In other formulations, poles are kept fixed and only residues are parameterized [3], [4]; the modeling power is reduced with respect to the previous techniques, but the preservation of stability and passivity of the parametric macromodel is feasible.

This paper presents a novel parametric macromodeling technique that parameterizes poles and residues to own a high modeling power and is able to guarantee stability and passivity over the entire design space, for admittance (Y) and impedance (Z) representations. It turns out that the choice of a direct parameterization of poles and residues is not appropriate, due to their possible highly non-smooth behavior with respect to the design parameters. The direct parameterization of poles and residues is avoided in our new technique, where some state-space matrices are parameterized and, hence, also poles and residues indirectly, while stability and passivity are guaranteed over the design space of interest. The proposed technique is validated by a pertinent numerical example.

II. PARAMETRIC MACROMODELING

This section treats the generation of a multivariate representation \( \mathbf{R}(s, \vec{g}) \) which accurately models a large set of \( K_{\text{tot}} \) multivariate data samples \( \{(s, \vec{g})_k, \mathbf{H}(s, \vec{g})_k\}_{k=1}^{K_{\text{tot}}} \), while preserving stability and passivity over the entire design space. These data samples depend on the complex frequency \( s = j\omega \), and several design variables \( \vec{g} = (g^{(m)})_{m=1}^{M} \) such as layout features or substrate parameters. Since a rational formulation (poles/residues, zeros/poles, or numerator/denominator polynomials) suffers from severe ill-conditioning when the dependence of external parameters is included, a parametric macromodel in the form

\[
\mathbf{R}(s, \vec{g}) = \frac{\sum_{n=0}^{N} R_n(\vec{g}) \phi_n(s)}{\sum_{n=0}^{N} r_n(\vec{g}) \phi_n(s)}
\]

(1)

is adopted [2]. The basis function \( \phi_n(s) \) with the predefined maximal order \( N \) are used to describe the frequency dependence of the system under study, while parameters variations are induced by their expansion coefficients \( R_n(\vec{g}), r_n(\vec{g}) \). The frequency-dependent basis functions \( \phi_n(s) \) are chosen in the partial fraction form [5]

\[
\phi_0(s) = 1, \quad n = 0
\]

(2a)

\[
\phi_n(s) = \frac{1}{s - a_n}, \quad n = 1, ..., N
\]

(2b)

since these basis functions are numerically reliable.

A. Root Macromodels

Starting from a set of data samples \( \{(s, \vec{g})_k, \mathbf{H}(s, \vec{g})_k\}_{k=1}^{K_{\text{tot}}} \) a frequency-dependent rational model is built for some grid points in the design space by means of the Vector Fitting (VF) technique [5]. A pole-flipping scheme is used to enforce stability [5], while passivity enforcement can be accomplished using one of the robust standard techniques [6], [7]. The result of this
initial procedure is a set of rational univariate macromodels, stable and passive, that we call root macromodels. These are the starting points to build a parametric macromodel. Each root macromodel related to a generic point \( g_k = (g_{k1}, \ldots, g_{kM}) \) in the design space is converted from the rational pole-residue form

\[
\mathbf{R}_{\tilde{g}_k}(s) = \mathbf{C}_{0,\tilde{g}_k} + \frac{\mathbf{C}_{n,\tilde{g}_k}}{s - p_{n,\tilde{g}_k}} \tag{3}
\]

obtained by means of VF, into the barycentric form [2], [8]

\[
\mathbf{R}_{\tilde{g}_k}(s) = \mathbf{F}_{0,\tilde{g}_k} + \frac{\mathbf{F}_{n,\tilde{g}_k}}{s - \tilde{a}_n} \tag{4}
\]

The basis poles \( \{a_n\}_{n=1}^N \) affect the numerical conditioning of the basis functions \( \phi_n(s) \) and the conversion from the VF form (3) to the barycentric form (4). The proposed set of rational bases (2a)-(2b) is well conditioned if the basis poles are linearly distributed over the available bandwidth [5]. Consequently, we adopt this rule to define the basis poles \( \{a_n\}_{n=1}^N \). A state-space realization is performed for each root macromodel

\[
\mathbf{R}_{\tilde{g}_k}(s) = \mathbf{C}_{\tilde{g}_k} (s\mathbf{I} - \mathbf{A}_{\tilde{g}_k})^{-1} \mathbf{B}_{\tilde{g}_k} + \mathbf{D}_{\tilde{g}_k} \tag{5}
\]

after the conversion from the VF form (3) to the barycentric form (4).

B. Internally Passive Realization

When performing transient analysis, stability and passivity must be guaranteed. It is known that, while a passive system is also stable, the reverse is not necessarily true [9], which is crucial when the macromodel is to be utilized in a general-purpose nonlinear simulator. Once a state-space realization for each stable and passive root macromodel is computed, a conversion from (5) to an internally passive realization [10] is performed using the solution \( \mathbf{P} = \mathbf{P}^T > 0 \) of the linear matrix inequality (LMI) [11] associated to the positive real lemma [12], [13]

\[
\begin{bmatrix}
\mathbf{A}^T\mathbf{P} + \mathbf{P}\mathbf{A} & \mathbf{PB} - \mathbf{C}^T \\
\mathbf{B}^T\mathbf{P} - \mathbf{C} & -\mathbf{D} - \mathbf{D}^T
\end{bmatrix} \leq 0, \; \mathbf{P} = \mathbf{P}^T > 0 \tag{6}
\]

which is a convex formulation. The LMI (6) can be solved via convex optimization [11]. Once a \( \mathbf{P} \) matrix is computed for each root macromodel, it is factorized into \( \mathbf{S}^T\mathbf{S} = \mathbf{P} \) with \( \mathbf{S} = \sqrt{\mathbf{P}} \) nonsingular and the state-space conversion from \( \{\mathbf{A}_{\tilde{g}_k}, \mathbf{B}_{\tilde{g}_k}, \mathbf{C}_{\tilde{g}_k}, \mathbf{D}_{\tilde{g}_k}\} \) to \( \{\tilde{\mathbf{A}}_{\tilde{g}_k}, \tilde{\mathbf{B}}_{\tilde{g}_k}, \tilde{\mathbf{C}}_{\tilde{g}_k}, \tilde{\mathbf{D}}_{\tilde{g}_k}\} = \{\mathbf{SA}_{\tilde{g}_k}\mathbf{S}^{-1}, \mathbf{SB}_{\tilde{g}_k}, \mathbf{C}_{\tilde{g}_k}\mathbf{S}^{-1}, \mathbf{D}_{\tilde{g}_k}\} \) is performed. The internally passive realization \( \{\tilde{\mathbf{A}}_{\tilde{g}_k}, \tilde{\mathbf{B}}_{\tilde{g}_k}, \tilde{\mathbf{C}}_{\tilde{g}_k}, \tilde{\mathbf{D}}_{\tilde{g}_k}\} \) has the property [10]

\[
\mathbf{G}_{\tilde{g}_k} = \begin{bmatrix}
-\tilde{\mathbf{A}}_{\tilde{g}_k} & -\tilde{\mathbf{B}}_{\tilde{g}_k} \\
\tilde{\mathbf{C}}_{\tilde{g}_k} & \tilde{\mathbf{D}}_{\tilde{g}_k}
\end{bmatrix} \tag{7}
\]

\[
\mathbf{G}_{\tilde{g}_k} + \mathbf{G}_{\tilde{g}_k}^T \geq 0 \tag{8}
\]

C. Passivity Preserving Interpolation

The next step of the parametric macromodeling algorithm is focused on gluing together the computed internally passive realizations of the root macromodels by a multivariate interpolation scheme that can guarantee stability and passivity over the entire design space by preserving the positive semidefiniteness of the matrix \( \mathbf{G}(\tilde{g}) + \mathbf{G}(\tilde{g})^T \).

Any square matrix \( \mathbf{A} \) can be written as the sum of a symmetric and a skew-symmetric matrix, \( \mathbf{A} = \mathbf{A}_1 + \mathbf{A}_2 \), where \( \mathbf{A}_1 = (\mathbf{A} + \mathbf{A}^T)/2 \) and \( \mathbf{A}_2 = (\mathbf{A} - \mathbf{A}^T)/2 \). We recall that the square root and square matrix operators applied to any positive semidefinite matrix provide a positive semidefinite matrix. The symmetric part of \( \mathbf{G}(\tilde{g}) \) has to be positive semidefinite, therefore the square root matrix operator is applied to the set of matrices \( \{\mathbf{G}_{\tilde{g}_k} + \mathbf{G}_{\tilde{g}_k}^T/2\} \), and only the lower or upper triangular part is interpolated. Any multivariate interpolation scheme can be used, e.g. the piecewise multilinear and multivariate simplicial methods [14], the multivariate cubic splines method [15]. Finally, the interpolated matrix is mapped back by the square matrix operator resulting in a positive semidefinite matrix \( \mathbf{G}(\tilde{g}) + \mathbf{G}(\tilde{g})^T \). Regarding the skew-symmetric parts \( \{\mathbf{G}_{\tilde{g}_k} - \mathbf{G}_{\tilde{g}_k}^T/2\} \), only the strictly lower (or strictly upper) triangular parts are directly interpolated by any interpolation scheme. Once the matrix \( \mathbf{G}(\tilde{g}) \) is modeled, it is straightforward to obtain \( \{\tilde{\mathbf{A}}(\tilde{g}), \tilde{\mathbf{B}}(\tilde{g}), \tilde{\mathbf{C}}(\tilde{g}), \tilde{\mathbf{D}}(\tilde{g})\} \).

III. NUMERICAL EXAMPLE

One Microstrip With Variable Length

In this example a microstrip has been modeled. The conductor has width \( W = 100 \mu m \) and the substrate has height \( h = 300 \mu m \). A bivariate macromodel is built as a function of the length \( L \) of the line in addition to frequency. Their corresponding ranges are \( freq = [1 \cdot 10^{-2} - 10] \) GHz and \( L = [17 - 22] \) mm.

The admittance matrix \( \mathbf{Y}(s, L) \) has been computed over a validation grid of \( 200 \times 21 \) samples \( (freq, L) \) by means of a full-wave solver. We have built root macromodels for 8 values of the length by means of VF, each with a order equal to 8. The passivity of each model has been verified by checking the eigenvalues of the Hamiltonian matrix [11] and enforced, if needed. Both enforcing passivity on the root macromodels and using the passivity preserving interpolation method described in Section II-C ensure the passivity of the parametric macromodel over the entire design space. If one of these two conditions is not satisfied, the overall passivity of the parametric macromodel cannot be guaranteed. Then, the numerical manipulations described in Section II are used to obtain an internally passive realization for each root macromodel. Finally, a bivariate macromodel is obtained by spline interpolation. Fig. 1 shows the magnitude of the parametric macromodel of \( \mathbf{Y}_{122}(s, L) \). The worst case weighted RMS-error over the validation grid [3] is equal to \( 2.1 \cdot 10^{-2} \) and it occurs for \( g_{max} = L = 21.3 \) mm. Fig. 2 shows the minimum eigenvalue of (8) as a function of \( L \) and confirms the overall passivity, and hence stability, of the parametric macromodel. Fig. 3 shows the distribution of the poles of the parametric macromodel in the \( s \)-plane as a function of the
length $L$. As clearly seen, a very good agreement is obtained between the original data and the proposed passivity preserving macromodeling technique. The parametric macromodel captures the behavior of the system very accurately, while preserving stability and passivity over the entire design space.

![Fig. 1. Magnitude of the parametric macromodel of $Y_{12}(s, L)$.](image1)

![Fig. 2. Minimum eigenvalue of (8) as a function of $L$ (10,000 $L$ points).](image2)

### IV. Conclusions

We have proposed a novel parametric macromodeling technique for the generation of parametric macromodels of admittance and impedance representations. The indirect parameterization of poles and residues provides a high power modeling, while overall stability and passivity are guaranteed by applying a special kind of interpolation on some state-space matrices related to internally passive realizations. A numerical example illustrates the capability of the algorithm to model highly dynamic parameterized frequency responses very accurately, while guaranteeing stability and passivity over the complete design space.
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