Abstract—In thin client computing, applications are executed on centralized servers. User input (e.g. keystrokes) is sent to a remote server which processes the event and sends the audiovisual output back to the client. This enables execution of complex applications on thin devices. Adopting virtualization technologies on the thin client server brings several advantages, e.g. dedicated environments for each user and interesting facilities such as migration tools. In this paper, a mobile thin client service offered to a large number of mobile users is designed. Pervasive mobile thin client computing requires an intelligent service management to guarantee a high user experience. Due to the dynamic environment, the service management framework has to monitor the environment and intervene when necessary (e.g. adapt thin client protocol settings, move a session from one server to another). A detailed performance analysis of the implemented prototype is presented. It is shown that the prototype can handle up to 700 requests/s to start the mobile thin client service. The prototype can make a decision for up to 700 monitor reports per second.

I. INTRODUCTION

In the thin client computing paradigm, computation and storage are shifted from the client terminal (e.g. desktop PC, laptop, PDA) to the network. User applications are executed on a remote server and the client device only deals with user interaction and the presentation of the screen graphics. Since only basic functionality and processing power is required at the client, redundant hardware can be stripped of the device, resulting in thin devices that are lightweight and could be made energy efficient.

The thin client concept is very promising for mobile users. The mobile user can execute all applications, even without falling back on a restricted mobile version of the application. Because all data and applications are shifted to the network, it is of the utmost importance that the thin client service is always on, is ubiquitously available and offers a high Quality of Experience (QoE). Current thin client deployments are mostly situated in corporate Local Area Networks (LAN), which are highly controlled environments offering fixed and stable bandwidth availability. The MobiThin project [1] aims to port the thin client concept into the wireless domain, either in a Local or Wide Area Network (LAN/WAN). At least in a WAN-environment, a broad audience of mobile users are connected through unreliable wireless connections. This imposes severe challenges for delivering a good quality of experience for the end user. Ideally, the user should get the same perceived application responsiveness as when running the application locally. These challenges can be met by an intelligent Service Management Framework. In Figure 1, three components of the mobile thin client service can be distinguished: a management server, a thin client server and a client terminal. The Service Management Framework is distributed among the three components. By monitoring the environment, the Service Management Framework enables adapting to variations in the state of the environment in which the mobile thin client service operates.
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Fig. 1. Mobile thin client service: the service management framework is distributed among management servers, thin client servers and client terminals.

The remainder of this paper is structured as follows. Related work is described in section II. In section III is described how the mobile thin client service can adapt to variations in the state of the environment. The architecture of the Service
The mobile thin client service can adapt to changes in the environment in two ways: (i) by optimizing the thin client protocol settings and (ii) by migrating a user’s session from one thin client server to another. Examples of optimizing thin client protocol settings can be found in [7], [9]. The migration of user sessions within the scope of adapting to changes in the environment is discussed below.

By supplying information about the state of the environment, the Service Management Framework can enhance the efficiency of the thin client protocol to increase the user’s experience. However, not all situations can be solved by adapting the thin client protocol. For example, when a server gets overloaded, adaptations on the thin client protocol level might not be sufficient to keep guaranteeing a high user experience. The only solution is then to move one or more sessions from this server to another one. Migration can be used as a means for load balancing, but also to anticipate on the varying network delay due to the mobility of the users. When the network delay between the user’s device and the thin client server executing his session becomes too high, moving the user’s session to a faster reachable thin client server can enhance the user experience. Another application of migration is for maintenance purposes: all sessions from a server are moved to other thin client servers, in order to allow the system administrator to shutdown the server for maintenance.

It is important that a user session can be migrated efficiently, ideally without the user noticing. To avoid problems with process migration tools (e.g. open files, network connections, etc.) [10], virtualization technologies can be adopted. In that case, every user has his own Virtual Machine (VM). Migrating a VM, while the user stays connected, from one thin client server to another relies on the migration tools of the adopted virtualization technology also referred to as live migration. Examples of virtualization technologies supporting live migration are Xen [11], Kernel-based Virtual Machine (KVM) [12] and VMWare [13]. Adopting virtualization technologies on the thin client server also brings other advantages: (i) the VM’s are isolated (e.g. if one VM crashes, it does not cause tearing down other VM’s), (ii) VM’s can be personalized (e.g. desktop background, application settings), (iii) different operating systems can be executed on a single server.

IV. Service Management Framework (SMF)

To support the mobile thin client service, able to adapt to variations in the environment, an intelligent Service Management Framework is needed. The architecture of the SMF is shown in Figure 2. The connection management component accepts requests from users and provides authentication and authorization. A component related to user management is required to handle subscription information, personal settings and to manage the user’s session. The data management component is required to provide access to specific data on users, sessions and the infrastructure. A business support component is present for accounting purposes. An Application Delivery Service (ADS) is introduced to ensure the scalability of the mobile thin client service: since it is impossible to
assume all existing applications are installed in every VM, the ADS enables automatic distribution of applications to VM’s. A technology that can be used for the ADS is called application streaming [14]. The storage of personal data as well as application delivery are services that can be provided by external providers. A component to communicate with these external services is added to the SMF. The most challenging component is the infrastructure management component which is discussed in more detail below.

Efficient management of the infrastructure requires a monitoring component to gather information on the current state of the infrastructure. Based on monitoring information, intelligent decisions can be made to optimize resource usage while guaranteeing a high user experience. The infrastructure management is responsible for the proper distribution of sessions among the available servers. The goal of this distribution is a trade-off between load balancing and energy efficiency. Load balancing should pursue an ideal distribution of load between available servers, for example, having nearly equal distribution of load among all servers. From an energy efficiency point of view, it is more efficient to concentrate the load on as less servers as possible. This allows to shutdown non-used servers and conserve energy [15]. Resource usage optimizations always have to take the user experience into account since the SMF is responsible to guarantee the desired quality to the users at all times. An intelligent server selection algorithm is required to select an appropriate server for each user, depending on the current location of the user, the current state of the infrastructure and the user’s profile. When the conditions of the environment have changed in such way that a high user experience cannot be guaranteed anymore, the migration component will migrate the user’s session to another, well-chosen server. Network management is another part of the infrastructure management. Since the mobile thin client service is offered in a WAN-environment, the network management handles different types of network connections (e.g. WiFi, UMTS). The network management is also responsible to negotiate QoS-classes with the network control component of the network operator. The Resource Management component keeps track of the resource usage and state of the whole system. One of the tasks of this component is guaranteeing the high availability of the mobile thin client service by implementing one or more resilience functionalities. For example, when a server has failed, the Resource Management component should automatically trigger a server failover mechanism. Another function of the Resource Management component is reserving resources for the users’ sessions. Finally, the Self Management component is responsible for the proper working of the mobile thin client service. This component contains the intelligence of the mobile thin client service. It receives information from the Monitoring component about the state of the complete environment in which the mobile thin client service operates. Based on this information, it knows how to make an intelligent decision in order to adapt to variations in the environment and optimize the mobile thin client service.

V. IMPLEMENTATION DETAILS

The implemented SMF-components of interest for this paper are shown in Table I. To enable rapid and simplified implementation of the Service Management Framework, Java EJB3 has been used. An EJB is a managed component controlled by a JEE application container. The container controls the lifecycle of the EJBs and the resources they are using. The design of the components takes into account they are running inside a JEE application container.

Two scenarios are described in detail: (a) Login and (b) Adaptation.

A. Login

The thin client only needs direct access to a single component of the implemented prototype: the Connection component. Since the mobile device has limited resources, we cannot assume a Java Virtual Machine is running on the client terminal. To easily grant the thin client access to the managed Connection component, it is exposed as a webservice. This allows easy accessing the component from different programming languages, since standard SOAP-messages are exchanged between client and server.

Starting the mobile thin client service is split in two parts: (i) starting a connection with a management server and (ii) starting a specific user session. During the first part, the management server checks whether the user is authenticated. When successful, a list of all the user’s sessions is returned. During the second part, a request to start a specific user session is handled by the management server and information on how to reach the user session is returned to the user.
Figure 3(a) shows the sequence diagram of the first part of starting a mobile thin client session. When the Connection component receives a “start connection” request from a user identified by a username, it contacts the Data Management component to retrieve detailed information about this user (e.g., authentication information, session information and the user’s profile). The Authentication component is responsible to check whether the user really is who he claims to be. When this test is passed, a session ticket is created by the Authorization component. The Data Management creates a new session ticket entry in the database and the ticket is returned to the Connection component. Then, a list of all the user’s sessions is retrieved from the Session Manager. Finally, a Connection context object, containing the session ticket and the list of the user’s session, is created and returned to the Thin Client.

When the first part of starting a mobile thin client session is completed, the user can choose which session he wants to start. He selects a specific session and a “start session” request is sent to the management server. The sequence diagram for the second part of starting a mobile thin client session is shown in Figure 3(b). Upon receipt of a “start session” request, the Connection component asks the Data Management component for detailed information about the selected session (e.g., state information, etc.). Next, the Session Management component takes over. The Authorization component checks whether the

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authentication</td>
<td>Checks whether the user is authenticated or not</td>
</tr>
<tr>
<td>Authorization</td>
<td>Creates a Session Ticket for the user</td>
</tr>
<tr>
<td>Connection</td>
<td>Accepts incoming requests from user that want to start the service</td>
</tr>
<tr>
<td>Server Selection</td>
<td>Round-Robin selection of a server from the database (more complex load balancing algorithms can be plugged in)</td>
</tr>
<tr>
<td>Session Management</td>
<td>Coordinates the process to start a session</td>
</tr>
<tr>
<td>Data Management</td>
<td>Retrieve information from the database</td>
</tr>
</tbody>
</table>

TABLE I
IMPLEMENTED COMPONENTS ON THE MANAGEMENT SERVER
user is allowed to start the desired session. When granted, the algorithm of the Server Selection component selects an appropriate thin client server to execute the user’s session. While the user session is loaded on the selected thin client server, the Session Management component creates a Session Context object, containing the required information for the thin client to be able to start the thin client protocol session.

B. Adaptation

As stated before, the Self Management component receives monitoring information about the state of the environment. Monitoring information is exchanged using standard Simple Network Monitoring Protocol (SNMP) messages. When a problem is detected, the Monitoring component sends an SNMP trap message to notify the Self Management component. Based on the trap Object IDentifier (OID) encapsulated in the SNMP trap message, the Self Management component understands the problem and looks for a solution. In this paper, SNMP trap messages notifying the Self Management a thin client server is getting overloaded, are tackled. To lower the load on the thin client server concerned, at least one of the VM’s running on that thin client server should be migrated to another thin client server. To avoid making simultaneous, conflicting decisions, the part of the Self Management that takes a decision is implemented as a singleton.

VI. EXPERIMENTAL RESULTS

The performance of the two scenarios described in the previous section is evaluated. To approach a realistic use case, 100k users are subscribed for the mobile thin client server, each having on average 2 personal VM’s. Since a thin client server should be able to serve 26 simultaneous users [13] executing complex applications, at least 100k/26 or 3847 thin client servers should be installed. Information on the subscribed users and their sessions is loaded in memory to avoid an I/O bottleneck due to reading and writing from and to a database.

A. Login

The testbed for evaluating the performance of the implemented prototype of the SMF consists of a single management server (2 AMD opteron 2212, 4GB RAM, 1Gbps NIC), which accepts requests from simulated users. The users are simulated with the Spirent Avalanche 2500 [16] hardware. This measurement device is able to generate 45,000 requests per second to a webserver, which certainly fulfills our requirements.

In Figure 4, the average response time users perceive during the first part of starting the mobile thin client service is depicted. It is clear that the response time increases exponentially when the number of requests/s increases. Beyond 800 requests/sec, the CPU of the management server becomes a bottleneck and time-outs occur on the client-side which should of course be avoided as much as possible in a real deployment. Similar conclusions can be drawn for the perceived response time during the second part of starting a mobile thin client session. Figure 5 shows up to 600 requests/s to start a specific session can be handled by the management server.

B. Adaptation

In this experiment, SNMP trap messages are sent to the management server when a thin client server becomes overloaded. The only solution for this problem is to migrate at least one of the VM’s running on the thin client server to another one by means of the online migration tool of the adopted virtualization technology.

To evaluate the performance of the adaptation to overloaded thin client servers, an evaluation of migrating a VM from one server to another is described first. The testbed exists of two thin client servers (4 AMD Opteron 2212, 4GB RAM, 1Gbps NIC and Xen 3.1 virtualization software) and an NFS-server containing the filesystem of the VM. In Figure 6, the total time spent during the migration of a VM is shown. Note that only a very small downtime in the order of ms, is noticed by
In a last experiment, the implementation of the Self Management component is evaluated. The testbed consists of a single management server (AMD Opteron Processor 2350, 8GB RAM, 1Gbps NIC) and a server generating SNMP trap messages. When an SNMP trap message arrives at the management server, a random user session from the thin client server concerned is selected that should be migrated to another thin client server. The new thin client server is selected in a round-robin way from the list of available thin client servers. Figure 7 shows the average response time of the management server to solve a reported problem. Up to 700 messages/s can be handled within on average 3.5 ms. Beyond that boundary, the CPU load of the core executing the server selection component becomes overloaded. The average response time increases a lot and the framework begins dropping SNMP trap messages, which is unacceptable.

VII. CONCLUSION AND FUTURE WORK

The architecture of a mobile thin client service has been presented. A detailed study on the architecture and implementation of the service management framework has been elaborated. Two scenarios have been briefly discussed: (i) login and (ii) adaptation. Login to the mobile thin client service was split in two parts. It was shown that the prototype of the Service Management Framework can handle up to 700 requests/s for the first part and up to 600 requests/s for the second part of starting a mobile thin client session. The CPU was identified as the bottleneck of the system. The monitoring component detects changes in the environment and reports problems to the Service Management Framework. The case of an overloaded thin client server was detailed and migrating a VM from a thin client server to another one was indicated as the only solution to adapt to this environmental change. It was shown that the implemented prototype can handle up to 700 reported problems per second. Future research opportunities include extending the Self Management component with additional algorithms to further optimize the mobile thin client service.
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