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Abstract. Distributed video coding is a relatively new video coding approach, where compression is achieved by performing motion estimation at the decoder. Current techniques for decoder-side motion estimation make use of assumptions such as linear motion between the reference frames. It is only after the frame is partially decoded that some of the errors are corrected. In this paper, we propose a new approach with multiple predictors, accounting for inaccuracies in the decoder-side motion estimation process during the decoding. Each of the predictors is assigned a weight, and the correlation between the original frame at the encoder and the set of predictors at the decoder is modeled at the decoder. This correlation information is then used during the decoding process. Results indicate average quality gains up to 0.4 dB.

1 Introduction

Video compression is achieved by exploiting redundancies in the frame sequence. In the temporal direction, these redundancies are often exploited through a process called motion estimation. In conventional video compression schemes, motion estimation is performed at the encoder. Each frame is partitioned into non-overlapping blocks, and the goal of the motion estimation process is to find, for each of these blocks, the closest matching block in a set of reference frames. Next, the residual between the block and its prediction is entropy coded, along with the motion vectors.

In distributed video coding (DVC), on the other hand, motion estimation is performed by the decoder instead of the encoder. As a result, the complexity of the encoder is low compared to the complexity of the decoder. However, performing motion estimation at the decoder is difficult, since in DVC motion estimation is performed without having the original frame available. Hence, the original frame available at the encoder is predicted at the decoder using reference frames only. This prediction is called side information. Since the side information is but a prediction of the original, additional information is sent by the encoder allowing the decoder to correct the side information. In this process, the correlation between the original frame $X$ and the side information $Y$ is often estimated
at the decoder, for efficient use of the error correcting information (e.g. LDPC or turbo codes).

Complex motion characteristics of video cause a significant amount of errors in the side information. Typically, a motion vector is calculated for each block in the side information by comparing blocks in the reference frames. For example, techniques have been proposed by Aaron et al. [1] and in the context of DISCOVER [2]. In the latter, block-based motion estimation is performed between a past and a future reference frame. This motion field is then interpolated to obtain a motion vector for each block in the side information. Next, the motion vector is further refined. Other researchers have made contributions as well, for example, Kubasov et al. [3] use a mesh-based approach for generating the side information, as well as a combination of mesh and block-based techniques. The problem with these techniques is that motion is assumed linear between the past and future reference frames. This assumption becomes less valid if the distance between the reference frames is large. As a result, sequences with irregular motion such as non-linear motion and occlusion are not predicted very accurately. This is illustrated with an example further on.

The most recent techniques for side information generation use a refinement approach. Decoding is performed partially and the partially decoded frame is used to improve the side information. The improved side information is then used for further decoding. Some interesting techniques in this context are proposed by Martins et al. [4], as well as by Ye et al. [5], and Fan et al. [6], for example. While these techniques show good results, they need to decode some information first before they can compensate for any mistakes made during the side information generation process.

Therefore, in this paper, we propose a technique where some of the motion estimation inaccuracies are taken into account during the decoding, by using a combination of weighted predictors (Sect. 2). The weights are updated using an online procedure. Evaluating our technique indicates average PSNR gains up to 0.4 dB (Sect. 3). Conclusions and future work are provided in Sect. 4, and Sect. 5, respectively.

2 Proposed technique

We first illustrate the problems associated with side information generation in the case of complex motion. Side information has been generated using the techniques employed in DISCOVER [2], for the 5th frame of the Foreman sequence, using the first frame as a past reference, and the 9th frame as a future reference. The side information is corrected using a turbo decoding procedure. When analyzing the residual between the side information and the decoded frame in Fig. 1, it is clear that a lot of errors have been corrected. Judging from the side information itself, it could already be expected that the accuracy of estimating the face is low. However, the residual between the side information and the decoded frame also reveals that errors have been corrected in the background.
Fig. 1. A lot of errors need to be corrected in the side information if the distance between the reference frames is large, as shown by the residual between the side information and the decoded frame.

More specifically, we can see that edges in the side information are not predicted accurately. This is due to non-linear camera motion.

We can compensate for some of these inaccuracies by using more than one prediction for each block. This is explained using Fig. 2. As input we use the side information called $Y$ generated as in DISCOVER [2]. As such, a particular block in the side information is generated by averaging past and future reference blocks $P$ and $F$, using a linear motion vector. However, if the motion is non-linear, then the prediction should appear on a different spatial position in the side information. Hence, to predict a block at position $(x_0, y_0)$, we can use the block at position $(x_0, y_0)$ in $Y$, together with some of the surrounding blocks in $Y$. This strategy can also be beneficial in other cases with complex motion such as occlusion and deformation.

Before explaining this method in detail, a description of the codec is provided in the following section.

2.1 Codec description

The proposed codec is based on the work of Aaron et al. [1], with some important extensions adopted from DISCOVER [2], and from our previous work [7]. The codec is depicted in Fig. 3, highlighting the extensions proposed in this paper.

The frame sequence is partitioned into key frames $I$ and Wyner-Ziv (WZ) frames $W$. At the encoder, key frames are intra coded using H.264/AVC intra coding. The intra decoded key frames $I'$ and the original key frames $I$ are used
to calculate the quantization noise, which is needed at the decoder for accurate

correlation noise estimation, as in [7]. WZ frames are partitioned into 4-by-4 non-

overlapping blocks, and each block is transformed using a DCT. Coefficients at

the same index $k$ (e.g. all DC coefficients) are grouped into so-called coefficient

bands, and each coefficient band is quantized using a quantizer having $2^{M_k}$ levels.

For each quantized band, bits at the same position (e.g. all most significant bits)

are grouped into bitplanes, which are fed to a turbo coder calculating parity

bits. These parity bits are stored in a buffer, and sent in portions to the decoder

upon request.

At the decoder, key frames are decoded into $I'$. For each WZ frame, side

information is generated using already decoded frames $I'$, and $W'$ (as discussed

below). We adopt the techniques for side information generation as used in DIS-

COVER [2]. The output of this process is the side information frame $Y$, and for

each block the (linear) motion vector $MV_{S,I}$, as well as the residual $R_{S,I}$ between

the past and future reference blocks. This information is used as input for the

extensions provided in this paper. First, for each block, multiple predictors are

generated (Sect. 2.2), denoted $\{Y_n\}$. Next, each of these predictors is assigned

a weight (Sect. 2.3), and the correlation between the predictors and the orig-

inal is modeled through the conditional distribution $f_{X|\{Y_n\}}$ (Sect. 2.4). This

distribution is used by the turbo decoder, which requests bits until the decoded

result is sufficiently reliable\(^3\). Finally, the quantized coefficients are reconstructed

(Sect. 2.5) and inverse transformed to obtain the decoded frame $W'$.

2.2 Generation of predictors

A block at position $(x_0, y_0)$ is predicted using multiple predictors, obtained from

the side information frame $Y$. The first predictor is the predictor corresponding

to linear motion, i.e., the block at the co-located position in $Y$. To compensate for

motion inaccuracies such as non-linear motion, surrounding blocks in $Y$ are taken

into account as well. As a compromise between complexity and performance,

eight additional predictors are used, namely the ones corresponding to positions

$(x_0 \pm 1, y_0 \pm 1)$ in $Y$. This results in a total of 9 predictors per block.

\(^3\) More specifically, the sign-difference ratio is used as a stopping criterion for turbo
decoding [8].
Not every predictor is equally likely, so that weights are calculated for each predictor, as explained in the following section.

2.3 Online calculation of the predictor weights

Each of the 9 predictors is assigned a weight, according to the probability that this predictor is the best one out of the set. To discriminate between different predictors, denote $MV_{NL}$ as the predictor offset compared to the linear predictor. For example, if the linear predictor corresponds to the block at position $(x_0, y_0)$ in $Y$, then the predictor at position $(x_0 + 1, y_0 - 1)$ in $Y$ has $MV_{NL} = (1, -1)$. As a second parameter, different weights are defined for different values of $MV_{SI}$. The reason is that large motion vectors $MV_{SI}$ (delivered by the side information generation process) could be less accurate than small motion vectors.

Instead of using two-dimensional parameters $MV_{NL}$ and $MV_{SI}$ as input for retrieving the predictor weights, we define the following magnitude metric:

$$L((x, y)) = \max(|x|, |y|).$$

(1)

Using this metric, the predictor weights are defined through the distribution $p(L(MV_{SI}), L(MV_{NL}))$. This distribution is established during the decoding process, since different sequences often require different weights. For some sequences, linear motion might be a good assumption, so that the linear-motion predictor should have a significantly higher weight than the other predictors. On the other hand, for sequences with complex motion characteristics, all predictors could require similar weights. Hence, the following technique is used for updating the weights using an online procedure.

Given the side information frame $Y$ and the decoded frame $W'$, each block in $W'$ is compared to each of the 9 predictors in $Y$. More specifically, the mean
absolute difference (MAD) is calculated between the block at a certain position $(x_0, y_0)$ in $W'$ and the co-located block in $Y$. This MAD indicates the amount of errors corrected when using the linear predictor. Likewise, the MAD for other predictors is calculated, for example, comparing the block at position $(x_0, y_0)$ in $W'$ to the block at position $(x_0 + 1, y_0 + 1)$ in $Y$ etc. The predictor with the lowest MAD is then considered the best one out of the set.

However, a non-linear predictor is only considered best in case its MAD is lower than 0.9 times the MAD of the linear predictor. Otherwise, the linear predictor is considered best, nonetheless. This criterion is used to ensure that only significant improvements over the linear predictor are taken into account. For example, in a region with not much texture, one of the non-linear predictors could have a lower MAD than the linear predictor, because the quantization noise in this predictor has distorted the block in such a way that it resembles better the decoded result. To avoid these situations, the MAD of a non-linear predictor must be lower than 0.9 times the MAD of the linear predictor. The value of 0.9 has been experimentally obtained.

Given the best predictor for a block, a histogram table $T$ is updated, where each entry $T(i, j)$ indicates the number of occurrences of the tuple $(L(M_{SI}) = i, L(M_{NL}) = j)$. This table only covers the statistics of the current frame. After processing all blocks in $W'$, the histogram table is used to update the global statistics:

$$p(L(M_{SI}) = i, L(M_{NL}) = j) = K \cdot p(L(M_{SI}) = i, L(M_{NL}) = j)$$

$$+ (1 - K) \cdot \frac{T(i, j)}{\sum_k T(i, k)},$$ (2)

where the update parameter $K$ is set to 0.8. This value – which has been obtained through experiments – remains fixed for all test sequences. A more detailed study of the update parameter is left as future work, as described in Sect. 5.

The global statistics are used for weighing the predictors in the following frame to be decoded.

### 2.4 The correlation model

Using the weights, a correlation model is defined. This model is used by the turbo decoder. If the model is more accurate, less bits are needed by the turbo decoder for decoding the quantized frame. In addition, the reconstruction process (as described in Sect. 2.5) will be more accurate.

The goal is to model the correlation between the original $X$ and the set of predictors denoted $\{Y_n\}$. This is modeled in the (DCT) transform-domain. For each 4-by-4 block in the original frame, 16 distributions are generated, i.e., one for each coefficient $X_k \ (k = 0 \ldots 15)$. The predictors are transformed, and all coefficients at the same index are grouped. Denote the predictors for $X_k$ as $\{Y_{k,n}\}$.

It is common in DVC to model the correlation between the original and the side information as a Laplace distribution [9]. Hence, with multiple predictors,
in this paper the conditional distribution \( f_{X_k \mid \{Y_{k,n}\}} \) is modeled as a combination of weighted Laplace distributions, i.e.:

\[
f_{X_k \mid \{Y_{k,n}\}}(x \mid \{y_{k,n}\}) = \sum_i w_i \cdot \frac{\alpha}{2} e^{-\alpha |x - y_{k,i}|},
\]

where \( y_{k,i} \) indicates the \( k \)th coefficient of the \( i \)th predictor. The weight \( w_i \) for each predictor is given by \( p(L(MV_{SI}), L(MV_{NL})) \), divided by the number of predictors having the same value for \( L(MV_{NL}) \). The scaling parameter \( \alpha \) is calculated based on the reference residual of the linear predictor, using the techniques proposed in our earlier work [7].

2.5 Coefficient reconstruction

After turbo decoding, the quantization bin \( q'_L \) containing the original value (with very high probability) is known at the decoder. The following step is to choose a value in this quantization bin as the decoded coefficient \( X'_k \). This is done through optimal centroid reconstruction [10]:

\[
X'_k = \frac{\sum_i w_i \int_{q'_L}^{q'_H} x \cdot \frac{\alpha}{2} e^{-\alpha |x - y_{k,i}|} dx}{\sum_i w_i \int_{q'_L}^{q'_H} \frac{\alpha}{2} e^{-\alpha |x - y_{k,i}|} dx},
\]

where \( q'_L \) and \( q'_H \) indicate the low and high border of \( q'_k \), respectively.

3 Results

Tests have been conducted on three different sequences: Foreman, Football and Coastguard. All are in CIF resolution, at a frame rate of 30 frames per second. A GOP of size 8 is used, and only the luma component is coded for comparison with the state-of-the-art DISCOVER codec\(^4\). Our system is also compared to our previous work [7], which applies a better correlation noise model than DISCOVER, but still uses only one predictor per block.

The results indicate improvements over both systems (Fig. 4). The gains are the largest for sequences with complex motion such as Football and Foreman, where the linear predictor does not always provide an accurate prediction. In these cases, using multiple predictors to compensate for inaccuracies shows average Bjøntegaard [11] quality gains up to 0.4 dB over our previous work, and 1.0 dB over DISCOVER (both for Football and Foreman).

For sequences with rather simple motion characteristics, such as Coastguard, less gain is observed. For such sequences, an accurate prediction is already provided by the linear motion predictor, and so using additional predictors provides less gain. Over our previous work, average quality gains of 0.1 dB are reported, while 1.4 dB over DISCOVER.

\(^4\) Executables for the DISCOVER codec are available at http://www.discoverdvc.org/.
Fig. 4. Over our previous work, average quality gains of 0.4 dB are reported for Football and Foreman, and 0.1 dB for Coastguard.
4 Conclusions

The technique proposed in this paper tries to compensate for inaccuracies in the generation of the side information at the decoder. Instead of using only the predictor associated with linear motion, other predictors are taken into account as well. This technique shows good results, achieving average quality gains up to 0.4 dB over our previous work, and 1.4 dB over DISCOVER [2]. These results illustrate the importance of accurate side information and correlation noise estimation in DVC.

5 Future work

Several extensions to this work can be investigated. One possible extension is to compare different techniques for updating the global statistics (used as weights in the following WZ frame to be decoded). For example, instead of using a fixed value for the update parameter $K$, a value for $K$ can be determined online, i.e., during the decoding process. This could enable better tracking of the motion non-linearities in the frame sequence.

The set of predictors could be extended, for example, adding unidirectional predictors for better handling occlusion. Also, instead of using the same weights for all predictors in one WZ frame, it could be interesting to study techniques where the predictor weights are spatially adaptive.
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