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Abstract—Thanks to the cosine-sine decomposition of unitary matrices, an arbitrary quantum circuit, acting on \( w \) qubits, can be decomposed into \( 2^w - 1 \) elementary quantum gates, called controlled \( V \) gates. Thanks to the Birkhoff decomposition of doubly stochastic matrices, an arbitrary (classical) reversible circuit, acting on \( w \) bits, can be decomposed into \( 2^w - 1 \) elementary gates, called controlled NOT gates. The question arises under which conditions these two synthesis methods are applicable for intermediate cases, i.e. computers based on some group, which simultaneously is a subgroup of the unitary group \( U(2^w) \) and a supergroup of the symmetric group \( S_{2^w} \).

It turns out that many groups either belong to a class that might have a cosine-sine-like decomposition but no Birkhoff-like decomposition and a second class that might have both decompositions. For an arbitrary group, in order to find out to which class it belongs, it suffices to evaluate a function \( \Phi(m) \), deduced either from its order (in case of a finite group) or from its dimension (in case of a Lie group). Here \( m = 2^w \) is the degree of the group.

I. INTRODUCTION

We consider a quantum circuit acting on \( w \) qubits (Fig. 1). We call \( w \) the width of the circuit, as the latter has \( w \) input qubits and \( w \) output qubits. The circuit performs a unitary operation, represented by an \( m \times m \) unitary matrix, i.e. a member of the Lie group \( U(m) \). Here \( m \) stands for \( 2^w \) and is called the degree of the circuit.

Each such circuit may be decomposed according to the cosine-sine decomposition: see Fig. 2a. Applying such matrix decomposition again and again leads to the circuit decomposition of Fig. 3a, with \( 2^w - 1 \) control gates. Each box in the figure denotes a controlled 1-qubit transformation, i.e. a \( 2 \times 2 \) unitary matrix. The actual transformation, however, depends on (i.e. is controlled by) the state of the other \( w-1 \) qubits. Therefore, the box, in fact, depicts \( 2^w-1 \) matrices of size \( 2 \times 2 \), each from the Lie group \( U(2) \). Because we denote by \( V \) an arbitrary element of \( U(2) \), a control gate is also called a controlled \( V \) gate. E.g. a controlled \( V \) of width 2, the second qubit being controlled by the first one, is represented by a matrix

\[
\begin{pmatrix}
V'_{11} & V'_{12} & 0 & 0 \\
V'_{21} & V'_{22} & 0 & 0 \\
0 & 0 & V''_{11} & V''_{12} \\
0 & 0 & V''_{21} & V''_{22}
\end{pmatrix},
\]

whereas a controlled \( V \) of width 2, where the first qubit is controlled by the second one, is represented by a matrix

\[
\begin{pmatrix}
V'_{11} & 0 & V'_{12} & 0 \\
0 & V''_{11} & 0 & V''_{12} \\
V'_{21} & 0 & V'_{22} & 0 \\
0 & V''_{21} & 0 & V''_{22}
\end{pmatrix}.
\]

![Fig. 1. A circuit of width \( w \).](image-url)
Thus, in a control gate, only one particular qubit is subject to a unitary transformation. The $2 \times 2$ matrix representation of the applied transformation is either $V'$ or $V''$ or $V'''$ or ... or $V^{2w-1}$, depending on the actual (eigen)state of the other $w-1$ qubits. A control gate thus is a quantum generalization of the classical reversible logic gate known as the controlled NOT, where one particular bit is subject to either of the two $2 \times 2$ matrices

\[
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix},
\]
depending on the actual values of the other $w-1$ bits.

Classical reversible circuits are represented by a particular kind of $m \times m$ unitary matrices: the $m \times m$ permutation matrices. Such matrices may be decomposed in the way described above. However, they may also be decomposed according to the Clos decomposition, based on Birkhoff’s decomposition of doubly stochastic matrices: see Fig. 2b. Applying such matrix decomposition again and again leads to the circuit decomposition of Fig. 3b, with only $2w-1$ control gates. Each box in the figure denotes a controlled 1-bit transformation, i.e. a $2 \times 2$ permutation matrix. The actual matrix depends on the state of the other $w-1$ bits. Therefore the box, in fact, depicts $2^{w-1}$ matrices of size $2 \times 2$, each from the finite group $S_2$. As this group consists of merely two members (the trivial follower and the inverter), the boxes may be regarded as NOT gates, the control gate thus being controlled NOTs.

The question arises whether computing schemes exist which are intermediate to classical and quantum. Such computations are represented by a matrix group $X$, that is simultaneously a subgroup of $U(m)$ and a supergroup of $S_m$:

\[
S_m \subset X \subset U(m).
\]

Such group may exist in three different kinds:

- either a finite group with order $D > m!$,
- or a discrete group with a countable infinity $\mathbb{N}_0$ as order,
- or a Lie group with dimension $d < m^2$.

Each of these possibilities deserves our attention. The larger $X$, the more difficult it is to implement it into hardware, but the more powerful is the resulting computer. Assuming that for a lot of interesting problems the quantum computer, based on the whole group $U(m)$, is ‘overkill’, we have to look for a satisfactory compromise between simplicity (found close to $S_m$) and computational power (found close to $U(m)$). Computers close to $S_m$, we may refer to as ‘reversible plus’, whereas computers close to $U(m)$, we may refer to as ‘quantum light’.

We may tackle this problem in two ways: either bottom-up [1] or top-down [2]. For bottom-up, we start from the symmetric group and add some extra group generators. For top-down, we start from the unitary group and impose some restrictions.

II. COSINE-SINE-LIKE DECOMPOSITION

Thanks to the cosine-sine decomposition of unitary matrices, any unitary computer can be decomposed as in Fig. 2a and thus to the cascade of Fig. 3a. Such decomposition has successfully been applied in quantum circuit synthesis [2] [3] [4] [5] [6] [7]. The question arises whether this is also true for other cases.

We consider $m \times m = 2^w \times 2^w$ matrices. If they form a Lie group $X(m)$ of dimension $d$, then the decomposition according to Fig. 2a (with two boxes from $X(m-1)$ and one box from $X(2)$) is only possible provided

\[
4 \frac{m}{2} + \frac{m}{2} d(2) \geq d(m). \tag{2}
\]

If the $m \times m$ matrices form a finite matrix group $X_m$ of order $D$, then the necessary condition for the decomposition (with two boxes from $X_{m-1}$ and one box from $X_2$) is

\[
\left[ D \left( \frac{m}{2} \right) \right]^4 \{ D(2) \}^{m/2} \geq D(m). \tag{3}
\]

This latter inequality reduces to the former one, by merely setting $d = \log(D)$. Thus, for both finite and infinite groups, we investigate the equation

\[
d(m) = 4 \frac{m}{2} + \frac{m}{2} d(2). \]

Introducing $f(w) = d(2w)$, this becomes the recurrence relation

\[
f(w) = 4 f(w-1) + f(1) 2^{w-1}.
\]

According to Appendix A (with $a = 4$, $b = f(1)/2$, and $c = 2$), its solution is:

\[
f(w) = \frac{f(1)}{2} \left( 4^w - 2^w \right)
\]

or

\[
d(m) = \frac{d(2)}{2} \left( m^2 - m \right).
\]

In order to fulfill inequality (2), the dimension $d(m)$ of the Lie group should grow with the degree $m$, according to $\frac{d(2)}{2} (m^2 - m)$ or slower. The unitary group $U(m)$ with dimension $m^2$ and the special unitary group $SU(m)$ with dimension $m^2 - 1$ fulfill this condition. In order to obey inequality (3), the order $D(m)$ of the finite group should grow with the degree $m$, according to $\sqrt{D(2)} |m^2 - m|$ or slower. The symmetric group $S_m$ with order $m!$ fulfills this condition (as $m!$ grows like $(m/e)^m$, according to Stirling’s formula).
Again applying \( f(w) = d(2^w) \), this becomes the recurrence relation
\[
f(w) = 2f(w-1) + f(1)2^w.
\]
According to Appendix A (with \( a = c = 2 \) and \( b = f(1) \)), its solution is:
\[
f(w) = f(1)(w - \frac{1}{2})2^w
\]
or
\[
d(m) = d(2) \left[ \log_2(m) - \frac{1}{2} \right] m.
\]
In order to fulfil inequality (4), the dimension \( d(m) \) of the Lie group should grow with the degree \( m \), according to \( d(2) \left[ \log_2(m) - 1/2 \right] m \) or slower. The unitary group \( U(m) \) and the special unitary group \( SU(m) \) do not obey this condition. In order to fulfil inequality (5), the order \( D(m) \) of the finite group should grow with the degree \( m \), according to \( [D(2)]^{\log_2(m)-1/2} m \) or slower. The symmetric group \( S_m \) fulfils this condition.

IV. RESULTS

We consider a group of matrices of size \( m \times m \). We define the function \( \Phi(m) \):

- If the group is a Lie group of dimension \( d(m) \), then
  \[
  \Phi(m) = \frac{d(m)}{d(2)}.
  \]
- If the group is a finite group of order \( D(m) \), then
  \[
  \Phi(m) = \frac{\log(D(m))}{\log(D(2))}.
  \]

Table I gives some notorious group examples, ordered by decreasing \( \Phi \). For a group to be decomposable according to the cosine-sine scheme, it is necessary that
\[
\Phi(m) \leq \frac{1}{2} m^2 - \frac{1}{2} m ;
\]
for a group to be decomposable according to the Birkhoff scheme, it is necessary that
\[
\Phi(m) \leq m \log_2(m) - \frac{1}{2} m .
\]

We denote by \( \Phi_1(m) \) and \( \Phi_2(m) \) the right-hand sides of the eqns (6) and (7), respectively. The upper part of the table lists some groups that obey \( \Phi_1(m) \geq \Phi(m) \geq \Phi_2(m) \) and thus may possibly be decomposed according to the cosine-sine scheme; the lower part of the table shows groups that obey \( \Phi_2(m) > \Phi(m) \) and thus may possibly be decomposed according both to the cosine-sine scheme and to the Birkhoff scheme. Fig. 4 shows some \( \Phi(m) \) curves, as well as the two boundaries \( \Phi_1(m) \) and \( \Phi_2(m) \).
Fig. 4. The function $\Phi(m)$ of some well-known groups, i.e. the unitary group $U(m)$, the symmetric group $S_m$, the control groups $S_{2}^{m/2}$ and $U(2)^{m/2}$, the cyclic group $Z_m$, and the Pauli group $P_m$. The two dotted curves show the critical borderline $\Phi_1$ (upper dotted line) and the critical borderline $\Phi_2$ (lower dotted line).

None of the well-known groups in Table I obeys $\Phi(m) > \Phi_1(m)$. Nevertheless such groups exist. Suffice it to give two examples:

- The even $m \times m$ permutation matrices form the alternating group $A_m$ with order $D(m) = m!/2$. Because $D(2) = 1$, we have $\Phi(2) = 1$ and $\Phi(m) = \infty$ for all $m > 2$. We conclude that $\Phi(m) > \Phi_1(m)$. This is no surprise, as the only $2 \times 2$ alternating matrix is the $2 \times 2$ identity matrix. Thus all boxes in Fig. 3 are ‘controlled followers’. Thus both circuits in the figure are $w$- (qu)bit identity circuits and thus cannot synthesize any of the other $m!/2 - 1$ alternating matrices.

- The unitary $m \times m$ matrices with all line sums (i.e. column sums and row sums) equal to 1 form a group with dimension $d(m) = m^2 - 2m + 1$ and thus $\Phi(m) = m^2 - 2m + 1 > \Phi_1(m)$. No matter how hard we try, we can never find a synthesis method leading to a decomposition according to either of the two schemes in Fig. 3.

We stress that, if a group satisfies the necessary condition $\Phi(m) \leq \Phi_1(m)$, it is not proved that an actual decomposition according to Fig. 3a exists, as the condition is not sufficient. In order to find out whether a decomposition is really possible, each case should be investigated separately. In the same way, $\Phi(m) \leq \Phi_2(m)$ is a necessary but by no means a sufficient condition for a Birkhoff-style decomposition (Fig. 3b). We now give some examples of detailed investigations.

All controlled gates with the same controlled (qu)bit form a group. If the controlled gate is a NOT gate, then this group is finite, of the order $2^{w-1}$, isomorphic to $S_{2}^{w-1}$, a subgroup of $S_{2w}$. According to Table I and Fig. 4 the members of this group might be decomposed according either to Fig. 3a or to Fig. 3b. Do such decompositions actually exist? Of course. We even can do much better: such gate is its own decomposition: we do not need to cascade $2^w - 1$ nor $2w - 1$ building-blocks, as a single building-block is sufficient. Fig. 5a gives the ‘decomposition’, in case $w = 4$ and the controlled wire is the third wire. If the controlled gate is a V gate, i.e. a member of $U(2)$, then the controlled V gates acting on the same qubit form a Lie group of dimension $4 \times 2^{w-1} = 2^{w+1}$, isomorphic to $U(2)^{2w-1}$, a subgroup of $U(2^w)$. Again the ‘decomposition’ is trivial, according to Fig. 5a.

A somewhat less trivial example is the cyclic group $Z_m$, a finite group of $m \times m$ permutation matrices, with order $m$. According to Table I and Fig. 4 the members of this group might be decomposed according either to Fig. 3a or to Fig. 3b. Do such decompositions exist? After some investigation, one finds out they do. One can even do better: each of the $m = 2^w$ members of the
group can be decomposed into $w$ control gates, according to the scheme of Fig. 5b. As $\mathbf{Z}_2$ is the same as $\mathbf{S}_2$, the boxes represent NOT gates and thus we have a cascade of $w$ controlled NOTs.

The examples of Fig. 5 have the disadvantage that they do not fulfill our goal (1). They are subgroups of $U(2^w)$, but they are not supergroups of $\mathbf{S}_{2^w}$. Therefore, we construct a strategy creating automatically groups that do satisfy (1). For this purpose, we choose a group of $2 \times 2$ matrices that obeys

$$\mathbf{S}_2 \subset Y \subset \mathbf{U}(2).$$

We construct all possible control gates of logic width $w$ and arbitrary controlled wire. This set does not form a group of its own. We consider it however as a set of generators, generating a group $X$ which indeed automatically satisfies (1). We call $X$ the creation of $Y$ and we consider it as a set of gates.

We construct all possible control gates of logic width $w$ and inverter in a group of order 4:

$$\mathbf{X} = \mathbf{U}(2).$$

They do not fulfill our goal (1). They are subgroups of $\mathbf{X}$. So, whereas the creator is a group of $2 \times 2$ unitary matrices, the creation is a group of $2^w \times 2^w$ unitary matrices. E.g. $\mathbf{S}_{2^w}$ is created by $\mathbf{S}_2$, whereas $\mathbf{U}(2^w)$ is the creation of $\mathbf{U}(2)$. If $Y$ is a finite group, then its creation $X$ is a discrete group; if $Y$ is a Lie group, then its creation $X$ is also a Lie group.

As a first example, we discuss small creators: supergroups of $\mathbf{S}_2$ as small as possible, i.e. creators of order 4. There are only two ways to embed the group of follower and inverter in a group of order 4:

- either in one of two groups isomorphic to the cyclic group $\mathbf{Z}_4$
- or in a group isomorphic to the Klein Vierergruppe $\mathbf{V}$ which is isomorphic to $\mathbf{S}_2 \times \mathbf{S}_2$.

The two former supergroups $\mathbf{X}_2$ are generated by a single matrix:

$$\pm \frac{1}{2} \begin{pmatrix} 1 + i & 1 - i \\ 1 - i & 1 + i \end{pmatrix},$$

i.e. $\pm 1$ times the notorious ‘square root of NOT’ matrix [10] [11] [12] [13]. Each of the two groups, in turn, creates a family of groups $\mathbf{X}_m$ with the following orders [1]:

$$\text{order}(\mathbf{X}_m) = \begin{cases} 4 & \text{if } m = 2, \text{ i.e. if } w = 1 \\ 8 & \text{if } m \geq 4, \text{ i.e. if } w \geq 2. \end{cases}$$

No cascade of a finite number of building-blocks can synthesize an infinite number of different circuits. Thus, for any $w \geq 2$, the two decompositions of Fig. 3 are impossible. This is confirmed by the infinite $\Phi(m)$ of $\mathbf{X}_m$.

The latter supergroup $\mathbf{X}_2$ of order 4 is generated by two matrices:

$$\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \text{ and } \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix}.$$
• a subgroup of the group of all $2 \times 2$ unitary matrices.

The former is isomorphic to the finite group $S_2$ of order 2; the latter is isomorphic to the Lie group $U(2)$ of dimension 4.

From such a group of $2 \times 2$ matrices (called the creator), a group of $2^w \times 2^w$ matrices (called the creation) is deduced. The created group can be of three different kinds:

• either a finite group,
• or a discrete group with a countable infinity as order,
• or a Lie group, i.e. a group with a non-countable infinity as order.

Each creation represents a different computer architecture, with properties intermediate to classical reversible computation and quantum computation. Some of these architectures resemble either reversible computing or quantum computing. Some creations can e.g. be decomposed in a way either similar to the Birkhoff decomposition of classical computers or similar to the cosine-sine decomposition of quantum computers. Other architectures, in particular those represented by groups of order $\aleph_0$, are quite new.

APPENDIX A
A RECURRENCE EQUATION

We investigate the recurrence relation

$$f(w) = a f(w-1) + b c^w .$$

First, we perform the substitution $f(w) = a^w r(w)$, leading to

$$r(w) = r(w-1) + b \left( \frac{c}{a} \right)^w .$$

We solve by adding the equations for $w = 2, 3, \ldots,$ etc.:

$$r(w) = r(1) + b \left[ \left( \frac{c}{a} \right)^2 + \left( \frac{c}{a} \right)^3 + \ldots + \left( \frac{c}{a} \right)^w \right] .$$

Here, we have to distinguish between two cases: either $c = a$ or $c \neq a$.

Case $c \neq a$

By summing we obtain

$$r(w) = r(1) + \frac{bc^2}{a(c-a)} \left[ \left( \frac{c}{a} \right)^{w-1} - 1 \right] .$$

Multiplying by $a^w$ yields

$$f(w) = \frac{1}{a} \left[ f(1) - \frac{bc^2}{c-a} \right] a^w + \frac{bc}{c-a} c^w .$$

Case $c = a$

By summing we obtain

$$r(w) = r(1) + (w-1)b .$$

Multiplying by $a^w$ yields

$$f(w) = b w a^w + \left[ \frac{f(1)}{a} - b \right] a^w .$$

APPENDIX B
A SYNTHESIS STRATEGY

We consider any $m \times m$ unitary matrix with all entries from $\{0, 1, -1\}$, with the restriction that the number of entries equal to $-1$ is even. Such matrix can be decomposed into a product of an $m \times m$ permutation matrix and a diagonal matrix with diagonal elements from $\{1, -1\}$. The permutation matrix can be decomposed according to Fig. 2b [8]. The diagonal matrix can be positioned between the first and the second block of that figure (after the necessary permutation of its diagonal elements, because commuting a diagonal matrix with a permutation matrix rearranges the diagonal entries). Then we let the diagonal matrix get absorbed by the middle matrix. If the diagonal matrix has an even number of $-1$ entries in its upper half (and thus also an even number of $-1$ entries in its lower half), then the middle matrix becomes a member of $\mathbb{X}^2_{2^{w-1}}$, and we have succeeded in finding a decomposition. If, on the contrary, the diagonal matrix has an odd number of $-1$ entries in its upper half (and thus also an odd number of $-1$ entries in its lower half), then the newly generated middle matrix will not be a member of $\mathbb{X}^2_{2^{w-1}}$, because the two different blocks only absorb an odd number of $-1$. In order to resolve this issue, we can add, between the first and the middle matrix, a unity matrix, which can be written as the product of two identical diagonal matrices with all diagonal elements equal to 1, except for the elements on the $2^{w-1}$ th row and the $2^w$ th row, where we choose entries $-1$. Subsequently, we let the right diagonal matrix be absorbed by the middle matrix and the left diagonal matrix be absorbed by the first matrix. By doing so, we turn the first matrix into a member of $\mathbb{S}_2^{2^{w-1}-1}$ of $\mathbb{V}$ and the middle matrix into a member of $\mathbb{X}^2_{2^{w-1}}$. Here $\mathbb{V}$ denotes the Klein group. By applying this procedure $w-1$ times, we succeed in finding a Birkhoff-like decomposition of $\mathbb{X}^2_{2^w}$ into $2w-1$ blocks of $\mathbb{V}^{2^{w-1}}$, since $\mathbb{S}_2 \subset \mathbb{V}$. To be more specific, our original circuit, member of $\mathbb{X}^w_{2^w}$ is decomposed into $2w-1$ blocks: one block from $\mathbb{S}_2^{2^{w-1}-1} \times \mathbb{V}$, one from $\mathbb{S}_2^{2^{w-2}-1} \times \mathbb{V}^{2^{w-2}}$, one block from $\mathbb{S}_2^{2^{w-3}-1} \times \mathbb{V}^{2^{w-3}}$, one block from $\mathbb{S}_2^{2^{w-4}-1} \times \mathbb{V}^{2^{w-4}}$, and $w-1$ blocks from $\mathbb{S}_2^{2^{w-5}}$. 
We consider any $m \times m$ unitary strategy with all entries from $\{0, 1, i, -1, -i\}$, with the restriction that the number of entries equal to $\pm i$ is even. Such matrix can be decomposed into a product of an $m \times m$ permutation matrix and a diagonal matrix with diagonal elements from $\{1, i, -1, -i\}$. We proceed as in Appendix B, decomposing the permutation matrix in the Birkhoff way and positioning the diagonal matrix between the first and the second block (after the necessary rearrangement of its diagonal elements). If the diagonal matrix has an even number of $\pm i$ entries in its upper half (and thus also an even number of $\pm i$ entries in its lower half), it simply gets absorbed by the middle block of Fig. 2b. If, on the contrary, the diagonal matrix has an odd number of $\pm i$ entries in its upper half (and thus also an odd number of $\pm i$ entries in its lower half), then we can add the unity matrix, written as the product of two identical diagonal matrices with all diagonal elements equal to 1, except for the elements on the $2^w - 1$ th row and the $2^w$ th row, where we choose entries $-i$ and $i$ for one matrix and $i$ and $-i$ for the other. One matrix gets absorbed by the middle matrix, the other by the first matrix. As a result, our original circuit, member of $X_{2^w}$, is decomposed into three blocks: one member of $S_{2^w - 1} \times D$, one member of $X_{2^w - 1}$, and one member of $S_{2^w - 1}$. Here $D$ denotes the group generated by

$$\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \text{ and } \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix},$$

i.e. by two of the three Pauli matrices. It is isomorphic to the dihedral group of order 8. If we proceed $w - 1$ times like this, the original circuit, member of $X_{2^w}$, is decomposed into $2^w - 1$ blocks: one block from $S_{2^w - 1} \times D$, one from $S_{2^w - 1} \times D^2$, ..., one from $S_{2^w - 1} \times D^{2^{w - 2}}$, one block from $P_2^{2^w - 1}$, and $w - 1$ blocks from $S_{2^w - 1}$. All these blocks belong to $P_2^{2^w - 1}$, since $S_2 \subset P_2$ as well as $D \subset P_2$.
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