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ABSTRACT
Introduction: Manually analysing the quality of large amounts of written feedback 
comments is time-consuming and demands extensive resources and human effort. 
Therefore, this study aimed to explore whether a state-of-the-art large language model 
(LLM) could be fine-tuned to identify the presence of four literature-derived feedback 
quality criteria (performance, judgment, elaboration and improvement) and the seven 
CanMEDS roles (Medical Expert, Communicator, Collaborator, Leader, Health Advocate, 
Scholar and Professional) in written feedback comments.

Methods: A set of 2,349 labelled feedback comments of five healthcare educational 
programs in Flanders (Belgium) (specialistic medicine, general practice, midwifery, speech 
therapy and occupational therapy) was split into 12,452 sentences to create two datasets 
for the machine learning analysis. The Dutch BERT models BERTje and RobBERT were used 
to train four multiclass-multilabel classification models: two to identify the four feedback 
quality criteria and two to identify the seven CanMEDS roles.

Results: The classification models trained with BERTje and RobBERT to predict the 
presence of the four feedback quality criteria attained macro average F1-scores of 0.73 
and 0.76, respectively. The F1-score of the model predicting the presence of the CanMEDS 
roles trained with BERTje was 0.71 and 0.72 with RobBERT.

Discussion: The results showed that a state-of-the-art LLM is able to identify the presence 
of the four feedback quality criteria and the CanMEDS roles in written feedback comments. 
This implies that the quality analysis of written feedback comments can be automated 
using an LLM, leading to savings of time and resources.
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INTRODUCTION

In healthcare education, the ongoing move to competency-
based education (CBE), milestones, entrustable professional 
activities (EPAs) and mastery learning has challenged 
assessment approaches [1]. Integral to CBE is that 
healthcare professionals observe students’ performance 
on authentic tasks and provide specific feedback across 
a predetermined competency framework [2–4]. This 
implies a higher demand for descriptive, narrative and 
actionable feedback [5, 6]. Consequently, the traditional 
focus on quantitative scoring no longer fits the needs of 
contemporary assessment conceptions [6, 7]. Therefore, 
increased attention is paid to the potential of written 
feedback comments regarding student’s performance 
during clinical placements [8].

High-quality written feedback comments are 
acknowledged as rich and valid data sources to direct and 
support self-regulated learning, remediation and decision-
making during clinical placements [6, 9, 10]. Feedback 
comments are considered of high quality when they meet 
the following four quality criteria: (1) they describe the 
student’s performance on which the feedback is provided 
[11], (2) include a judgment to denote the gap between this 
performance and a standard [11], (3) contain an elaboration 
statement that builds further on the judgment [12] and (4) 
provide strategies on how the student’s performance can 
be improved [8]. Furthermore, in view of CBE, high-quality 
feedback needs to provide a comprehensive overview 
of the student’s competency development to allow for 
valid decision-making [7, 13]. This implies that feedback 
comments need to be aligned with the roles and underlying 
competencies that graduating healthcare professionals 
should adopt and develop [7]. These competencies are 
defined following competency frameworks such as the 
Canadian Medical Education Directions for Specialists 
(CanMEDS) framework, which outlines seven roles that 
together represent a holistically competent physician: 
Medical Expert, Communicator, Collaborator, Leader, 
Health Advocate, Scholar and Professional [14]. The 
latter framework was originally developed to define the 
competence of physicians, but has also been validated in 
the context of other healthcare professions [15].

The literature extensively reports on the criteria for 
high-quality feedback [16, 17]. Nevertheless, it remains 
difficult for feedback providers to apply these quality 
criteria in practice, resulting in an overall low quality of 
written feedback comments [18, 19]. Healthcare students 
report feedback comments as being nonspecific and too 
generic [20]. Previous research reveals a lack of feedback 
skills among feedback providers [21], as they have difficulty 
using feedback forms accurately, face challenges in 

using defined learning outcomes as criteria for assessing 
students’ competencies, and struggle to provide high-
quality feedback even after training [21–23].

Given the lack of high-quality written feedback 
comments in healthcare education, feedback providers 
might benefit from receiving timely and constructive 
feedback on their feedback comments. This could enable 
them to enhance their feedback skills and provide more 
high-quality feedback comments in the future [24]. 
However, human evaluation of the quality of a large 
amount of feedback comments is time-consuming and 
demands extensive resources and human effort [25]. This 
is a growing problem as the expansion of digital tools to 
facilitate feedback delivery has caused an intensification in 
the quantity of written feedback comments. For example, 
ePortfolios are frequently used during clinical placements 
to support students in seeking feedback and teachers and 
clinical mentors in giving feedback [26, 27].

One way to overcome this challenge could be to leverage 
technological advances in the field of artificial intelligence 
(AI), which is a branch of computer science dealing with 
the replication of intelligent behaviour by computers [28]. 
A subfield of AI, known as Natural Language Processing 
(NLP), uses machine learning techniques* (See Appendix 
A for a further description of terms marked with *) to 
make it possible for computers to understand and process 
human language as humans do [29]. In healthcare, NLP 
techniques have been demonstrated to provide near real-
time data analysis of large complex qualitative datasets 
[30]. Comparably, NLP might be helpful to evaluate large 
amounts of written feedback comments in a short amount 
of time [5].

Few studies in the field of healthcare education 
explored NLP techniques to classify feedback quality [25, 
31, 32]. The focus of available studies mainly targeted 
the classification of feedback quality using traditional NLP 
techniques and algorithms* (e.g., random forest, naïve 
bayes, gradient boosted trees, logistic regressions and 
support vector machines). The latter rely on hand-crafted 
features* for model* training, which often require significant 
human labelling* and conceptualisation effort. However, 
more recently, paradigms in the field of NLP steadily 
shifted towards the creation of contextual language 
representations* using deep neural networks*, requiring 
a minimum of human intervention in the classification 
process [33]. These contextual language representations 
result in large language models (LLMs), which can be fine-
tuned* on a limited amount of human-annotated training 
data to perform a specific task. A contemporary application 
that uses such an LLM is the chatbot ChatGPT, with GPT3.5 
as its backbone [34]. To our knowledge, this paper presents 
the first study to explore whether a state-of-the-art LLM 
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can be fine-tuned to identify the presence of the four 
feedback quality criteria and the seven CanMEDS roles in 
written feedback comments. To this end, we pose two 
research questions:

1. To what extent can a state-of-the-art LLM identify 
the presence of feedback quality criteria in written 
feedback comments?

2. To what extent can a state-of-the-art LLM identify the 
presence of the CanMEDS roles in written feedback 
comments?

METHODS

DATA COLLECTION AND LABELLING
The research data consisted of 2,349 written feedback 
comments retrieved from healthcare students’ ePortfolios. 
These feedback comments were collected in June 2021 
in the context of five healthcare educational programs: 
specialistic medicine (postgraduate), general practice 
(postgraduate), midwifery (undergraduate), speech 
therapy (undergraduate) and occupational therapy 
(undergraduate). Feedback comments were qualitative 
free texts entered into an ePortfolio (Medbook) by a teacher 
or clinical mentor who guided the student during the 
clinical placement. In a prior study [35], three researchers 
(SVO, SJA and OJ) manually labelled the written feedback 
comments to investigate their quality, and how these 
feedback comments were aligned with the CanMEDS 
roles. By screening these feedback comments, the 
researchers identified the presence of predefined feedback 
quality criteria (performance, judgment, elaboration 
and improvement) (Appendix B) and the CanMEDS roles 
(Medical Expert, Communicator, Collaborator, Leader, Health 
Advocate, Scholar, Professional) [36]. With an average 
Cohen’s Kappa value of 0.63 for the feedback quality 
criteria and one of 0.53 for the CanMEDS roles, moderate 
to substantial agreement was achieved [37] (see Appendix 
C for the exact Cohen’s Kappa values per label). For the 
present study, these labelled feedback comments served 
as data to fine-tune the LLMs, which will be explained in 
the next sections.

Ethical approval was obtained from the Ethical 
Committee of the Faculty of Psychology and Educational 
Sciences of Ghent University (reference #2021-34) and a 
Data Transfer Agreement was signed to legally document 
the data exchange between the Medbook company and 
Ghent University. The researchers used the CanMEDS 
framework after obtaining permission from the Royal 
College of Physicians and Surgeons of Canada.

DATASET OVERVIEW
The 2,349 labelled feedback comments were subsequently 
split into 12,452 sentences. With these sentences, two 
datasets were created to answer the two research 
questions. The first dataset indicated for each sentence 
whether the four feedback quality criteria were present 
or not. To this purpose, the integers ‘1’ (present) and ‘0’ 
(absent) were used. Similarly, the second dataset indicated 
whether the seven CanMEDS roles were present in the 
sentences or not, using the same binary labels. In view of 
the machine learning analysis, each dataset was randomly 
split into a training, development and test dataset, 
including respectively 70% (n = 8,716), 15% (n = 1,868) 
and 15% (n = 1,868) of the sentences. This data partition 
strategy in a training, development and test dataset is 
the most common approach when performing machine 
learning analyses [29]. The training dataset is used to 
deduce the knowledge required to train and fine-tune the 
LLM to a specific task. The development dataset is used to 
optimise the parameters of the model. The test dataset is 
used as unseen data to evaluate the model.

The table in Appendix D summarises the distribution of 
the labelled feedback quality criteria and CanMEDs roles 
in the training, development and test datasets. As can be 
derived from this table, the datasets were skewed with some 
labels occurring to a larger extent than others. Regarding 
the feedback quality criteria, the elaboration criterion was 
present in considerably fewer sentences compared to the 
other criteria. In terms of the CanMEDS roles, the Medical 
Expert role appeared in many sentences while other roles 
such as Leader, Health Advocate and Professional were 
present in a smaller proportion of the sentences.

MACHINE LEARNING ANALYSIS
The machine learning analysis was conducted in October 
2022. Figure 1 depicts the steps followed throughout the 
analysis phase. In this study, one sentence could receive 
multiple labels (e.g. multiple feedback quality criteria or 
multiple CanMEDS roles). This implied a model being able 
to make multiple predictions* for one sentence. Multiclass-
multilabel classification models are appropriate for this 
purpose. These models can make a prediction for each 
sentence in the form of a binary decision, indicating the 
sentence gets a particular label or not. Four multiclass-
multilabel classification models were trained: two to 
identify the four feedback quality criteria and two to 
identify the seven CanMEDS roles.

MODEL SELECTION
This study focused on the use of an LLM to train the 
four classification models. In view of this, a transformer 
language model was selected. Transformer language 
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models are neural networks that are currently becoming the 
most common architecture to develop and train language 
models. They quickly replaced earlier machine learning 
architectures for completing various NLP tasks [38].

The state-of-the-art transformer language model 
BERT (Bidirectional Encoder Representations From 
Transformers) [39] has been revolutionary for NLP research 
and applications. It has been proven that transformer 
models with an encoder architecture*, such as BERT, are 
particularly suitable for sentence classification [40]. These 
neural architectures are first initialised using large-scale 
unlabelled corpora (pre-training) and subsequently trained 
on labelled data for a specific task (fine-tuning). To pre-
train BERT, Devlin and colleagues [39] used the BookCorpus 
(800 M words) and English Wikipedia (2.500 M words). 
Since BERT was trained on English data, it is hardly directly 
applicable to other languages. A multilingual BERT model 
exists, but language-specific models are expected to result 
in superior performance [41]. Therefore, monolingual 
models with the BERT architecture were developed for 
different languages (e.g., Italian: AlBERTo [42]).

As our research data were written in Dutch, we used two 
Dutch BERT models: BERTje [41] and RobBERT [43], released 
in 2019 and 2020 respectively. The primary distinction 
between these two models is the size of the corpus utilised 
for pre-training. The corpus used to train BERTje was about 
12 GB, compared to a corpus size of 39 GB to train RobBERT 
[43]. Additionally, the BERTje model was pre-trained 
with both Masked Language Modelling* (MLM) and Next 
Sentence Prediction* (NSP) tasks, while pre-training for 
RobBERT remained restricted to the MLM task.

MODEL TRAINING AND OPTIMISATION
To train the four classification models (two with BERTje 
and two with RobBERT), we undertook the following steps 

for each model. The first step was to pre-process the 
data. In the present study, this involved tokenising the 
data. Tokenisation includes breaking down the data into 
tokens* ensuring the data is converted into a format that 
can be processed by the transformer language models. 
Additionally, the neural transformer architecture requires 
that input sentences have the same pre-defined number 
of tokens (n = 512). In order to enforce this, sentences 
were padded and truncated where needed, without 
affecting the language context. With padding, additional 
tokens were added to the sentences until they reached 
the required token length. Truncating works in the other 
direction by truncating long sentences. The second step 
was to define the model’s configuration for fine-tuning. This 
involved selecting different hyperparameters* that were 
improved in different optimisation runs and evaluating 
the results on the development dataset. Five optimisation 
runs were done after which the hyperparameters of the 
best run were selected for the model. In the third step, 
the final classification model was trained with the best 
hyperparameters. The fourth step involved using the final 
model to predict labels in the test dataset.

MODEL EVALUATION
To evaluate the performance of classification models, 
different metrics can be used. We first considered accuracy. 
This metric measures the number of correct predictions as 
a percentage of the predictions that are made. However, 
the accuracy metric is only useful when the labels in the 
dataset are equally distributed. As previously mentioned, 
the dataset used in this study was skewed (see Appendix 
D) which is why it is preferable to use the F1-score as the 
evaluation metric. F1-scores take into account the type of 
error made, in addition to the number of errors made by 
the model [44]. The F1-score reflects the harmonic mean 

Figure 1 Flowchart depicting the workflow of the research method.
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of precision and recall (see formula below) and ranges 
from 0 to 1, where 0 indicates poor performance and 1 
indicates perfect performance on the classification task. 
Precision and recall are the two most common metrics 
accounting for class imbalance. Precision refers to the 
proportion of true positive predictions (correctly identified 
examples belonging to a label) among all predicted 
positive examples (including also falsely identified 
examples). So, precision measures how accurate the 
model is when predicting the presence of a label. Recall 
refers to the proportion of true positive predictions among 
all actual positive examples in the dataset. In this way, 
recall measures the model’s ability to identify all positive 
examples in the dataset. In the F1-score the average of 
precision and recall is calculated by using the following 
formula:

*1 2  *
Precision Recall

F score
Precision Recall

=
+

These three metrics were thus calculated for each label in 
isolation. However, to also get a general overview of the 
overall performance these F1-scores per class were also 
macro-averaged, implying that all classes were treated 
equally and independently of one another.

RESULTS

IDENTIFYING THE PRESENCE OF FEEDBACK 
QUALITY CRITERIA IN WRITTEN FEEDBACK 
COMMENTS
The classification models predicting the presence of the 
four feedback quality criteria trained with BERTje and 
RobBERT achieved macro average F1-scores of 0.73 and 
0.76 respectively. Table 1 summarises the evaluation 
metrics for each of the quality criteria individually.

As can be observed, the F1-scores for the individual 
quality criteria performance, judgment and improvement 
showed values equal to or above 0.85, indicating a 
comparatively good performance on the classification task 
for each model. The performance of the models for the 
prediction of the elaboration criterion was rather low, as 
the value for the F1-score of the model trained with BERTje 
was 0.35 and with RobBERT 0.41.

IDENTIFYING THE PRESENCE OF THE CANMEDS 
ROLES IN WRITTEN FEEDBACK COMMENTS
The macro average F1-score of the classification models 
predicting the presence of the CanMEDS roles achieved a 
value of 0.71 for BERTje and of 0.72 for RobBERT. Table 2 

BERTje ROBBERT

PRECISION RECALL F1-SCORE PRECISION RECALL F1-SCORE

Performance 0.86 0.88 0.87 0.86 0.89 0.87

Judgement 0.83 0.86 0.85 0.85 0.89 0.87

Elaboration 0.40 0.30 0.35 0.40 0.43 0.41

Improvement 0.86 0.88 0.87 0.85 0.89 0.87

Table 1 Performance of the models trained with BERTje and RobBERT predicting the presence of the quality criteria in the feedback 
comments.

BERTje ROBBERT

PRECISION RECALL F1-SCORE PRECISION RECALL F1-SCORE

Medical Expert 0.83 0.86 0.84 0.84 0.85 0.85

Communicator 0.70 0.63 0.66 0.70 0.63 0.66

Collaborator 0.69 0.66 0.67 0.72 0.71 0.71

Scholar 0.77 0.65 0.71 0.74 0.71 0.72

Leader 0.80 0.68 0.74 0.82 0.77 0.79

Health Advocate 0.81 0.70 0.75 0.81 0.67 0.73

Professional 0.69 0.55 0.61 0.67 0.51 0.58

Table 2 Performance of the models trained with BERTje and RobBERT predicting the presence of the CanMEDS roles in the feedback 
comments.
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provides the evaluation metrics for each of the CanMEDS 
roles and reveals that the F1-scores for these individual 
roles varied between 0.58 and 0.85. The F1-scores of the 
role Medical Expert were the highest (0.84 for BERTje and 
0.85 for RobBERT), followed by those of the roles Leader 
(0.74 for BERTje and 0.79 for RobBERT), Health Advocate 
(0.75 for BERTje and 0.73 for RobBERT), Scholar (0.71 for 
BERTje and 0.72 for RobBERT) and Collaborator (0.67 for 
BERTje and 0.71 for RobBERT). For the roles Communicator 
and Professional, the F1-scores were respectively 0.66 and 
0.61 for BERTje and 0.66 and 0.58 for RobBERT.

DISCUSSION

The present study aimed to explore to what extent a 
state-of-the-art LLM could identify the presence of the 
four feedback quality criteria and the seven CanMEDS roles 
in written feedback comments. Therefore, a set of 2,349 
feedback comments of five healthcare educational programs 
was labelled and split into 12,452 sentences. The Dutch 
BERT models BERTje and RobBERT were used to train four 
multiclass-multilabel classification models. The classification 
models predicting the presence of the four quality criteria 
trained with BERTje and RobBERT achieved a macro average 
F1-score of 0.73 and 0.76 respectively. The F1-score of the 
model predicting the presence of the CanMEDS roles trained 
with BERTje showed a value of 0.71 and with RobBERT a value 
of 0.72. This means that a state-of-the-art LLM, such as a 
transformer language model, is relatively apt to identify the 
feedback quality criteria and the CanMEDS roles in written 
feedback comments. In this case, the RobBERT model 
performed slightly better in both identifying the quality 
criteria and the CanMEDS roles, which is in line with previous 
studies on other sentence classification tasks [43].

The number of studies that focus on using NLP 
techniques to classify feedback quality in the context of 
healthcare education is limited [25, 31, 32]. Furthermore, 
these studies only used feedback comments from one 
educational program (anesthesiology [25] and surgery [31, 
32]) to train NLP models. In contrast, this study contributes 
to the existing knowledge about AI-driven feedback 
quality classification by using a dataset consisting of 
feedback comments from different educational programs 
in healthcare. The results of this study indicate that LLMs 
can be used in the context of other healthcare educational 
programs to classify feedback quality.

The prediction of the individual feedback quality criteria 
achieved high F1-scores, except for the elaboration criterion 
(0.35 for BERTje and 0.41 for RobBERT). The suboptimal 
F1-scores for the prediction of this criterion were a result 
of the lower values for precision and recall (respectively 

0.40 and 0.30 for BERTje and 0.40 and 0.43 for RobBERT), 
which means the models did misclassify a number of 
sentences and missed a number of correct classifications. 
In previous work [35] this ambiguity in the prediction of the 
elaboration criterion also emerged in the manual analysis 
(Cohen’s Kappa value of 0.24 in Appendix C). Furthermore, 
the manual labelling of the feedback comments showed 
that the elaboration criterion was only present in a 
limited number of feedback sentences (n = 897; 7.20%). 
Consequently, fewer training data were available for the 
classification models to deduce knowledge from (n = 622; 
7.14%), which might have impacted the ability of the 
models to accurately classify unseen examples.

Similarly, the F1-scores of the classification of the 
CanMEDS roles achieved high values. However, the F1-
scores of the roles Communicator and Professional were 
rather low (respectively 0.66 and 0.61 for BERTje and 0.66 
and 0.58 for RobBERT). Notwithstanding the fact that 
many sentences did contain information related to the 
Communicator role, F1-scores were lower compared to F1-
scores related to other roles. These lower F1-scores can 
be explained by the fact that the models were unable to 
identify the Communicator role in some sentences due to the 
implicit nature of the information, rather than being literal. 
Furthermore, the models identified the Communicator role 
in sentences containing words related to communication 
(e.g., conversation, contact, saying, speaking) while these 
words referred to another role. Specifically, the models 
struggled to distinguish the Communicator role from the 
Collaborator role. The CanMEDS framework differentiates 
between these two roles: the Communicator role refers 
to the healthcare professional’s communication with 
patients and families and the Collaborator role refers to 
the collaboration and communication with colleagues and 
other healthcare professionals [14]. As the sentences not 
always explicitly stated whether the communication was 
with a patient or a colleague, the models have misclassified 
these sentences. In addition, some aspects of the Health 
Advocate role are closely aligned with the Communicator 
role, as the first key competency of the Health Advocate 
role focuses on the ability to respond to the needs of 
individual patients by incorporating disease prevention, 
health promotion and health surveillance into interactions 
with individual patients [14].

Identifying the Professional role in feedback comments 
appears to be difficult for both humans (Cohen’s Kappa 
value of 0.21 in Appendix C) and computers. A first 
explanation for the lower performance of the classification 
models for the Professional role may be the availability of 
fewer training data for this role. This might explain why 
the models struggled to accurately categorise sentences 
reflecting the Professional role. However, this is in contrast 
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to the findings in relation to the roles Leader and Health 
Advocate. For these roles, fewer sentences were available 
but the F1-scores for these roles achieved higher values. A 
second explanation for the low F1-scores of the Professional 
role is that the underlying key and enabling competencies 
of the CanMEDS roles overlap in practice and complement 
each other [45]. Particularly the role Professional overlaps 
with the roles Communicator, Collaborator, Leader and 
Health Advocate [46].

The results of this study are encouraging as they indicate 
the potential of NLP techniques to assist in analysing large 
amounts of written feedback comments. This provides 
opportunities for healthcare education to utilise LLMs in 
practical applications that facilitate feedback provision. 
Therefore, in subsequent work, the two classification 
models trained with RobBERT will be incorporated into an 
intelligent just-in-time feedback support tool that can be 
seamlessly integrated into a digital feedback platform, 
such as an ePortfolio. The feedback tool enables feedback 
providers to evaluate the quality and alignment with the 
CanMEDS roles of their feedback comments at the click of 
a button during the writing process. The outcomes of this 
AI-assisted evaluation will be presented to the feedback 
provider as a detailed report within the feedback platform. 
This report highlights any missing quality criteria and 
CanMEDS roles in the feedback comment. Additionally, 
the tool will offer adaptive tips that pertain to the missing 
quality criteria and CanMEDS roles, allowing feedback 
providers to modify the feedback comment before saving 
it in the feedback platform. In this way, students do not 
have access to the feedback provider’s modifications, 
but only to the final version of the feedback comment. 
In future research, we will investigate the practical 
implementation of such an AI-based feedback tool in 
the clinical learning environment and its impact on the 
quality and alignment with the CanMEDS roles of written 
feedback comments.

The present study reflects some limitations. First, 
the researchers did not collect demographic data 
about feedback providers. Previous research found that 
feedback quality could be associated with the gender of 
the feedback provider [47]. This may have caused bias in 
feedback comments and subsequently in the NLP model 
output. Second, although the research data contained 
feedback comments from different healthcare educational 
programs, the results cannot be generalised to other 
educational programs within healthcare or beyond. 
However, previous research has demonstrated the potential 
for applying NLP techniques on feedback comments from 
other educational programs [48]. A third limitation is that a 
classification model cannot deal with nonliteral language. 
Previous research pointed out feedback providers use a 

hidden code and hedging strategies in their assessment 
language [49, 50]. Future research should investigate how 
NLP techniques could deal with such textual complexity. 
A fourth limitation is related to the quality of the labelled 
data. For the elaboration criterion and the CanMEDS role 
Professional the Cohen’s Kappa values were rather low 
(respectively 0.24 and 0.21), although they did still indicate 
fair agreement. While discrepancies were discussed and 
resolved, it is possible that noise was introduced into the 
data which led to misclassification of the models.

To advance the use of NLP techniques in healthcare 
education, this study explored the utility of an advanced 
machine learning architecture to identify the presence of 
four feedback quality criteria and the seven CanMEDS roles 
in written feedback comments. The results show that LLMs 
can be fine-tuned to perform such classification tasks. This 
indicates that with the use of an LLM, the quality analysis of 
written feedback comments can be automated, leading to 
savings in terms of both time and resources. Future research 
should focus on finding ways to incorporate the evidence on 
the effectiveness of NLP techniques for analysing written 
feedback comments into usable applications.

DATA ACCESSIBILITY STATEMENT

The participants of this study did not give written consent 
for their data to be shared publicly, so due to the sensitive 
nature of the research supporting data is not available.

ADDITIONAL FILES

The additional files for this article can be found as follows:

•	 Appendix A. Glossary. DOI: https://doi.org/10.5334/
pme.1056.s1

•	 Appendix B. Structured categorisation matrix quality 
criteria. DOI: https://doi.org/10.5334/pme.1056.s2

•	 Appendix C. Cohen’s Kappa values for manual labelling. 
DOI: https://doi.org/10.5334/pme.1056.s3

•	 Appendix D. Data distribution regarding the feedback 
quality criteria and CanMEDS roles throughout the 
training, development and test dataset. DOI: https://
doi.org/10.5334/pme.1056.s4

ACKNOWLEDGEMENTS

The authors would like to thank Karel Verbert (Medbook) for 
his commitment to cooperate and his help during the data 
collection phase.

https://doi.org/10.5334/pme.1056.s1
https://doi.org/10.5334/pme.1056.s1
https://doi.org/10.5334/pme.1056.s2
https://doi.org/10.5334/pme.1056.s3
https://doi.org/10.5334/pme.1056.s4
https://doi.org/10.5334/pme.1056.s4


547Van Ostaeyen et al. Perspectives on Medical Education DOI: 10.5334/pme.1056

FUNDING INFORMATION

This work was supported by Research Foundation Flanders 
(FWO, Strategic Basic Research (SBO) under Grant 
S003219N.

COMPETING INTERESTS

The authors have no competing interests to declare.

AUTHOR AFFILIATIONS

Sofie Van Ostaeyen  orcid.org/0000-0003-4435-1462

PhD student in the Department of Educational Sciences at Ghent 

University, Belgium

Loic De Langhe  orcid.org/0000-0001-6844-1070 

PhD student in the Language and Translation Technology Team at 

Ghent University, Belgium

Orphée De Clercq, PhD  orcid.org/0000-0002-6090-5552 

Assistant professor in the Language and Translation Technology 

Team at Ghent University, Belgium

Mieke Embo, PhD  orcid.org/0000-0002-2915-6987 

Post-doctoral researcher in the Department of Educational 

Sciences at Ghent University and in the Expertise Network 

Health and Care at the Artevelde University of Applied Sciences, 

Belgium

Tammy Schellens, PhD  orcid.org/0000-0002-3615-7347 

Full professor in the Department of Educational Sciences at Ghent 

University, Belgium

Martin Valcke, PhD  orcid.org/0000-0001-9544-4197 

Full professor in the Department of Educational Sciences at Ghent 

University, Belgium

REFERENCES

1. Van Melle E, Frank JR, Holmboe ES, et al. A Core 

Components Framework for Evaluating Implementation 

of Competency-Based Medical Education Programs. Acad 

Med. 2019; 94(7): 1002–09. DOI: https://doi.org/10.1097/

ACM.0000000000002743

2. Carraccio C, Wolfsthal SD, Englander R, Ferentz K, Martin C. 

Shifting Paradigms: From Flexner to Competencies. Acad Med. 

2002; 77(5): 361–7. DOI: https://doi.org/10.1097/00001888-

200205000-00003

3. Frank JR, Snell LS, ten Cate O, et al. Competency-based 

medical education: Theory to practice. Med Teach. 2010; 32(8): 

638–45. DOI: https://doi.org/10.3109/0142159X.2010.501190

4. Nousiainen MT, Caverzagie KJ, Ferguson PC, Frank JR, 

ICBME Collaborators. Implementing competency-based 

medical education: What changes in curricular structure and 

processes are needed? Med Teach. 2017; 39(6): 594–8. DOI: 

https://doi.org/10.1080/0142159X.2017.1315077

5. Marcotte L, Egan R, Soleas E, et al. Assessing the quality 

of feedback to general internal medicine residents in a 

competency-based environment. Can Med Educ J. 2019; 

10(4): e32–47. DOI: https://doi.org/10.36834/cmej.57323

6. Tomiak A, Braund H, Egan R, et al. Exploring How the New 

Entrustable Professional Activity Assessment Tools Affect the 

Quality of Feedback Given to Medical Oncology Residents. 

J Cancer Educ. 2020; 35(1): 165–77. DOI: https://doi.

org/10.1007/s13187-018-1456-z

7. Ginsburg S. Hidden in plain sight: the untapped potential 

of written assessment comments. PhD thesis. Maastricht 

University, Maastricht. 2016. DOI: https://doi.org/10.26481/

dis.20160901sg

8. Ginsburg S, Van Der Vleuten CPM, Eva KW. The 

hidden value of narrative comments for assessment: a 

quantitative reliability analysis of qualitative data. Acad 

Med. 2017; 92(11): 1617–21. DOI: https://doi.org/10.1097/

ACM.0000000000001669

9. Lefebvre C, Hiestand B, Glass C, et al. Examining 

the effects of narrative commentary on evaluators’ 

summative assessments of resident performance. 

Eval Heal Prof. 2020; 43(3): 159–61. DOI: https://doi.

org/10.1177/0163278718820415

10. Ginsburg S, Watling CJ, Schumacher DJ, Gingerich A, 

Hatala R. Numbers encapsulate, words elaborate: toward 

the best use of comments for assessment and feedback 

on entrustment ratings. Acad Med. 2021; 96(7): 81–6. DOI: 

https://doi.org/10.1097/ACM.0000000000004089

11. Canavan C, Holtman MC, Richmond M, Katsufrakis PJ. 

The quality of written comments on professional behaviors 

in a developmental multisource feedback program. Acad 

Med. 2010; 85(10): 106–9. DOI: https://doi.org/10.1097/

ACM.0b013e3181ed4cdb

12. Ginsburg S, Regehr G, Lingard L, Eva KW. Reading between 

the lines: faculty interpretations of narrative evaluation 

comments. Med Educ. 2015; 49(3): 296–306. DOI: https://doi.

org/10.1111/medu.12637

13. Cook DA, Brydges R, Ginsburg S, Hatala R. A contemporary 

approach to validity arguments: A practical guide to Kane’s 

framework. Med Educ. 2015; 49(6): 560–75. DOI: https://doi.

org/10.1111/medu.12678

14. Frank JR. CanMEDS: a framework for teaching and assessing 

competencies. In: Sherbino J, Frank JR (eds.), Educational 

design a CanMEDS guide for the health professions. Ottawa: 

Royal College of Physicians and Surgeons; 2011. pp. 17–22.

15. Janssens O, Embo M, Valcke M, Haerens L. An online Delphi 

study to investigate the completeness of the CanMEDS roles 

and the relevance, formulation, and measurability of their 

key competencies within eight healthcare disciplines in 

https://orcid.org/0000-0003-4435-1462
https://orcid.org/0000-0003-4435-1462
https://orcid.org/0000-0001-6844-1070
https://orcid.org/0000-0001-6844-1070
https://orcid.org/0000-0002-6090-5552
https://orcid.org/0000-0002-6090-5552
https://orcid.org/0000-0002-2915-6987
https://orcid.org/0000-0002-2915-6987
https://orcid.org/0000-0002-3615-7347
https://orcid.org/0000-0002-3615-7347
https://orcid.org/0000-0001-9544-4197
https://orcid.org/0000-0001-9544-4197
https://doi.org/10.1097/ACM.0000000000002743
https://doi.org/10.1097/ACM.0000000000002743
https://doi.org/10.1097/00001888-200205000-00003
https://doi.org/10.1097/00001888-200205000-00003
https://doi.org/10.3109/0142159X.2010.501190
https://doi.org/10.1080/0142159X.2017.1315077
https://doi.org/10.36834/cmej.57323
https://doi.org/10.1007/s13187-018-1456-z
https://doi.org/10.1007/s13187-018-1456-z
https://doi.org/10.26481/dis.20160901sg
https://doi.org/10.26481/dis.20160901sg
https://doi.org/10.1097/ACM.0000000000001669
https://doi.org/10.1097/ACM.0000000000001669
https://doi.org/10.1177/0163278718820415
https://doi.org/10.1177/0163278718820415
https://doi.org/10.1097/ACM.0000000000004089
https://doi.org/10.1097/ACM.0b013e3181ed4cdb
https://doi.org/10.1097/ACM.0b013e3181ed4cdb
https://doi.org/10.1111/medu.12637
https://doi.org/10.1111/medu.12637
https://doi.org/10.1111/medu.12678
https://doi.org/10.1111/medu.12678


548Van Ostaeyen et al. Perspectives on Medical Education DOI: 10.5334/pme.1056

Flanders. BMC Med Educ. 2022; 22(260): 1–14. DOI: https://

doi.org/10.1186/s12909-022-03308-8

16. Lefroy J, Watling C, Teunissen PW, Brand P. Guidelines: 

the do’s, don’ts and don’t knows of feedback for clinical 

education. Perspect Med Educ. 2015; 4(6): 284–99. DOI: 

https://doi.org/10.1007/S40037-015-0231-7

17. Gulbas L, Guerin W, Ryder HF. Does what we write matter? 

Determining the features of high-and low-quality summative 

written comments of students on the internal medicine 

clerkship using pile-sort and consensus analysis: a mixed-

methods study. BMC Med Educ. 2016; 16(145): 1–8. DOI: 

https://doi.org/10.1186/s12909-016-0660-y

18. Jackson JL, Kay C, Jackson WC, Frank M. The quality 

of written feedback by attendings of internal medicine 

residents. J Gen Intern Med. 2015; 30(7): 973–78. DOI: 

https://doi.org/10.1007/s11606-015-3237-2

19. Raaum SE, Lappe K, Colbert-Getz JM, Milne CK. Milestone 

implementation’s impact on narrative comments and 

perception of feedback for internal medicine residents: a 

mixed methods study. J Gen Intern Med. 2019; 34(6): 929–

35. DOI: https://doi.org/10.1007/s11606-019-04946-3

20. Branfield Day L, Miles A, Ginsburg S, Melvin L. Resident 

Perceptions of Assessment and Feedback in Competency-

Based Medical Education: A Focus Group Study of 

One Internal Medicine Residency Program. Acad Med. 

2020; 95(11): 1712–17. DOI: https://doi.org/10.1097/

ACM.0000000000003315

21. Nugraheny E, Claramita M, Rahayu G, Kumara A. Feedback 

in the nonshifting context of the midwifery clinical education 

in Indonesia: A mixed methods study. Iran J Nurs Midwifery 

Res. 2016; 21(6): 628–34. DOI: https://doi.org/10.4103/1735-

9066.197671

22. Bing-You R, Varaklis K, Hayes V, et al. The feedback 

tango: An integrative review and analysis of the content 

of the teacher-learner feedback exchange. Acad Med. 

2018; 93(4): 657–63. DOI: https://doi.org/10.1097/

ACM.0000000000001927

23. Christiansen B, Averlid G, Baluyot C, et al. Challenges in 

the assessment of nursing students in clinical placements: 

Exploring perceptions among nurse mentors. Nurs Open. 

2021; 8(3): 1069–76. DOI: https://doi.org/10.1002/nop2.717

24. Sirianni G, Glover Takahashi S, Myers J. Taking stock of what 

is known about faculty development in competency-based 

medical education: A scoping review paper. Med Teach. 

2020; 42(8): 909–15. DOI: https://doi.org/10.1080/014215

9X.2020.1763285

25. Neves SE, Chen MJ, Ku CM, et al. Using machine learning 

to evaluate attending feedback on resident performance. 

Anesth Analg. 2021; 132(2): 545–55. DOI: https://doi.

org/10.1213/ANE.0000000000005265

26. Bleasel J, Burgess A, Weeks R, Haq I. Feedback using an 

ePortfolio for medicine long cases: quality not quantity. BMC 

Med Educ. 2016; 16(278): 1–11. DOI: https://doi.org/10.1186/

s12909-016-0801-3

27. Fu RH, Cho YH, Quattri F, Monrouxe LV. ‘I did not check if the 

teacher gave feedback’: a qualitative analysis of Taiwanese 

postgraduate year 1 trainees’ talk around e-portfolio 

feedback-seeking behaviours. BMJ Open. 2019; 9(1): 1–9. 

DOI: https://doi.org/10.1136/bmjopen-2018-024425

28. Meriam-Webster. Artificial intelligence. https://

www.merriam-webster.com/dictionary/artificial%20

intelligence#:~:text=noun,to%20imitate%20intelligent%20

human%20behavior (accessed 12 January 2023).

29. Jurafsky D, Martin JH. Speech and Language Processing (3rd 

ed.). Upper Saddle River: Prentice Hall; 2023.

30. Yilmaz Y, Jurado Nunez A, Ariaeinejad A, et al. Harnessing 

Natural Language Processing to Support Decisions Around 

Workplace-Based Assessment: Machine Learning Study of 

Competency-Based Medical Education. JMIR Med Educ. 2022; 

8(2): 1–11. DOI: https://doi.org/10.2196/30537

31. Ötleş E, Kendrick DE, Solano QP, et al. Using Natural 

Language Processing to Automatically Assess Feedback 

Quality: Findings from 3 Surgical Residencies. Acad Med. 

2021; 96(10): 1457–60. DOI: https://doi.org/10.1097/

ACM.0000000000004153

32. Solano QP, Hayward L, Chopra Z, et al. Natural Language 

Processing and Assessment of Resident Feedback Quality. J 

Surg Educ. 2021; 78(6): e72–7. DOI: https://doi.org/10.1016/j.

jsurg.2021.05.012

33. Vaswani A, Shazeer N, Parmar N, et al. Attention Is All You 

Need. In: von Luxburg U, Guyon I (Eds.) NIPS’17: Proceedings 

of the 31st International Conference on Neural Information 

Processing Systems, 4–9 Dec 2017, Long Beach, California, 

USA. Red Hook (NY): Curran Associates Inc.; 2017. 47–82.

34. OpenAI. ChatGPT: Optimizing Language Models for Dialogue. 

https://openai.com/blog/chatgpt/ (Accessed 16 March 2023).

35. Van Ostaeyen S, Embo M, Rotsaert T, et al. A Qualitative 

Textual Analysis of Feedback Comments in ePortfolios: 

Quality and Alignment with the CanMEDS Roles. Accepted for 

publication.

36. The Royal College of Physicians and Surgeons of Canada. 

CanMEDS framework. https://www.royalcollege.ca/ca/en/

canmeds/canmeds-framework.html (accessed 3 May 2021). 

DOI: https://doi.org/10.1177/001316446002000104

37. Cohen J. A coefficient of agreement for nominal 

scales. Educ. Psychol. Meas. 1960; 20(1): 37–46. DOI: 

10.1177/001316446002000104

38. Tunstall L, von Werra L, Wolf T. Natural Language Processing 

with Transformers. Revised Edition. Sebastopol: O’Reilly Media 

Inc.; 2022.

39. Devlin J, Chang MW, Lee K, Toutanova K. BERT: Pre-training of 

deep bidirectional transformers for language understanding. 

In: Burstein K, Doran C, Solorio T (eds.), Proceedings of the 2019 

Conference of the North American Chapter of the Association 

https://doi.org/10.1186/s12909-022-03308-8
https://doi.org/10.1186/s12909-022-03308-8
https://doi.org/10.1007/S40037-015-0231-7
https://doi.org/10.1186/s12909-016-0660-y
https://doi.org/10.1007/s11606-015-3237-2
https://doi.org/10.1007/s11606-019-04946-3
https://doi.org/10.1097/ACM.0000000000003315
https://doi.org/10.1097/ACM.0000000000003315
https://doi.org/10.4103/1735-9066.197671
https://doi.org/10.4103/1735-9066.197671
https://doi.org/10.1097/ACM.0000000000001927
https://doi.org/10.1097/ACM.0000000000001927
https://doi.org/10.1002/nop2.717
https://doi.org/10.1080/0142159X.2020.1763285
https://doi.org/10.1080/0142159X.2020.1763285
https://doi.org/10.1213/ANE.0000000000005265
https://doi.org/10.1213/ANE.0000000000005265
https://doi.org/10.1186/s12909-016-0801-3
https://doi.org/10.1186/s12909-016-0801-3
https://doi.org/10.1136/bmjopen-2018-024425
https://www.merriam-webster.com/dictionary/artificial%20intelligence#:~:text=noun,to%20imitate%20intelligent%20human%20behavior
https://www.merriam-webster.com/dictionary/artificial%20intelligence#:~:text=noun,to%20imitate%20intelligent%20human%20behavior
https://www.merriam-webster.com/dictionary/artificial%20intelligence#:~:text=noun,to%20imitate%20intelligent%20human%20behavior
https://www.merriam-webster.com/dictionary/artificial%20intelligence#:~:text=noun,to%20imitate%20intelligent%20human%20behavior
https://doi.org/10.2196/30537
https://doi.org/10.1097/ACM.0000000000004153
https://doi.org/10.1097/ACM.0000000000004153
https://doi.org/10.1016/j.jsurg.2021.05.012
https://doi.org/10.1016/j.jsurg.2021.05.012
https://openai.com/blog/chatgpt/
https://www.royalcollege.ca/ca/en/canmeds/canmeds-framework.html
https://www.royalcollege.ca/ca/en/canmeds/canmeds-framework.html
https://doi.org/10.1177/001316446002000104


549Van Ostaeyen et al. Perspectives on Medical Education DOI: 10.5334/pme.1056

TO CITE THIS ARTICLE:
Van Ostaeyen S, De Langhe L, De Clercq O, Embo M, Schellens T, Valcke M. Automating the Identification of Feedback Quality Criteria and 
the CanMEDS Roles in Written Feedback Comments Using Natural Language Processing. Perspectives on Medical Education. 2023; 12(1): 
540–549. DOI: https://doi.org/10.5334/pme.1056

Submitted: 14 May 2023     Accepted: 03 October 2023     Published: 18 December 2023

COPYRIGHT:
© 2023 The Author(s). This is an open-access article distributed under the terms of the Creative Commons Attribution 4.0 International 
License (CC-BY 4.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source 
are credited. See http://creativecommons.org/licenses/by/4.0/.

Perspectives on Medical Education is a peer-reviewed open access journal published by Ubiquity Press.

for Computational Linguistics: Human Language Technologies, 

2–7 June 2019, Minneapolis, Minnesota, USA. Stroudsburg, PA: 

The Association for Computational Linguistics; 2019. 4171–86.

40. Ludwig S, Mayer C, Hansen C, Eilers K, Brandt S. Automated 

Essay Scoring Using Transformer Models. Psych. 2021; 3(4): 

897–915. DOI: https://doi.org/10.3390/psych3040056

41. de Vries W, van Cranenburgh A, Bisazza A, et al. BERTje: A 

Dutch BERT Model. arXiv; 2019. arXiv:1912.09582.

42. Polignano M, Basile P, de Gemmis M, Semeraro G, Basile V. 

AlBERTo: Italian BERT language understanding model for NLP 

challenging tasks based on tweets. In: Bernardi R, Navigli R, 

Semeraro G (eds.), Proceedings of the Sixth Italian Conference 

on Computational Linguistics, 13–15 Nov 2019, Bari, Italy. 

Aachen: CEUR Workshop Proceedings; 2019.

43. Delobelle P, Winters T, Berendt B. RobBERT: A Dutch 

RoBERTa-based language model. In: Cohn T, He Y, Liu Y (eds.), 

Findings of the Association for Computational Linguistics: 

EMNLP 2020, 16–20 Nov 2020, Online. Stroudsburg, PA: The 

Association for Computational Linguistics; 2020. 3255–65. 

DOI: https://doi.org/10.18653/v1/2020.findings-emnlp.292

44. Sokolova M, Japkowicz N, Szpakowicz S. Beyond Accuracy, 

F-Score and ROC: A Family of Discriminant Measures for 

Performance Evaluation. In: Sattar A, Kang B (eds.), AI 2006: 

Advances in Artificial Intelligence: 19th Australian Joint 

Conference on Artificial Intelligence. 4–8 Dec 2006, Hobart, 

Australia. Heidelberg: Springer Berlin; 2006. 1015–21. DOI: 

https://doi.org/10.1007/11941439_114

45. Whitehead CR, Hodges BD, Austin Z. Dissecting the doctor: 

From character to characteristics in North American medical 

education. Adv Health Sci Educ Theory Pract. 2013; 18(4): 

687–99. DOI: https://doi.org/10.1007/s10459-012-9409-5

46. Warren AE, Allen VM, Bergin F, et al. Understanding, 

teaching and assessing the elements of the CanMEDS 

Professional Role: Canadian Program Directors’ views. Med 

Teach. 2014; 36(5): 390–402. DOI: https://doi.org/10.3109/01

42159X.2014.890281

47. Mooney CJ, Pascoe JM, Blatt AE, et al. Predictors of faculty 

narrative evaluation quality in medical school clerkships. Med 

Educ. 2022; 56(12): 1223–31. DOI: https://doi.org/10.1111/

medu.14911

48. Osakwe I, Chen G, Whitelock-Wainwright A, et al. Towards 

automated content analysis of educational feedback: A 

multi-language study. Comput. Educ: AI. 2022; 3. DOI: 

https://doi.org/10.1016/j.caeai.2022.100059

49. Ginsburg S, Kogan JR, Gingerich A, Lynch M, Watling 

CJ. Taken Out of Context: Hazards in the Interpretation 

of Written Assessment Comments. Acad Med. 

2020; 95(7): 1082–8. DOI: https://doi.org/10.1097/

ACM.0000000000003047

50. Ginsburg S, van der Vleuten C, Eva KW, Lingard L. Hedging 

to save face: A linguistic analysis of written comments on 

in-training evaluation reports. Adv Health Sci Educ Theory 

Pract. 2016; 21(1): 175–88. DOI: https://doi.org/10.1007/

s10459-015-9622-0

https://doi.org/10.5334/pme.1056
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/psych3040056
https://doi.org/10.18653/v1/2020.findings-emnlp.292
https://doi.org/10.1007/11941439_114
https://doi.org/10.1007/s10459-012-9409-5
https://doi.org/10.3109/0142159X.2014.890281
https://doi.org/10.3109/0142159X.2014.890281
https://doi.org/10.1111/medu.14911
https://doi.org/10.1111/medu.14911
https://doi.org/10.1016/j.caeai.2022.100059
https://doi.org/10.1097/ACM.0000000000003047
https://doi.org/10.1097/ACM.0000000000003047
https://doi.org/10.1007/s10459-015-9622-0
https://doi.org/10.1007/s10459-015-9622-0

