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Abstract
There is a surge in interest in the development
of open-domain chatbots, driven by the recent
advancements of large language models. The
“openness” of the dialogue is expected to be
maximized by providing minimal information
to the users about the common ground they can
expect, including the presumed joint activity.
However, evidence suggests that the effect is
the opposite. Asking users to “just chat about
anything” results in a very narrow form of di-
alogue, which we refer to as the open-domain
paradox. In this position paper, we explain
this paradox through the theory of common
ground as the basis for human-like communi-
cation. Furthermore, we question the assump-
tions behind open-domain chatbots and identify
paths forward for enabling common ground in
human-computer dialogue.

1 Introduction

Recent advancements of large language models
(LLMs) have given rise to a surge in interest for the
development of “open-domain” chatbots (Roller
et al., 2020a; Adiwardana et al., 2020; Thoppilan
et al., 2022). Unlike task-oriented dialogue sys-
tems designed for a specific purpose and typically
implemented in a modular fashion, open-domain
chatbots are trained end-to-end on large amounts
of data. Roller et al. (2020a) define their long-term
goal as “building a superhuman open-domain con-
versational agent” that is “preferred on average to
an alternative human speaking partner in open con-
versation”. The more specific purpose of such a
conversational agent is not stated, and thus it is im-
plied that dialogue is a generic problem that can be
abstracted away from the context in which it takes
place.

In current evaluations of open-domain chatbots,
there seems to be a general assumption that the
“openness” of the dialogues can be maximized by
removing as much instructions and context as possi-
ble (e.g., by instructing the user to “just chat about

anything”). While this might seem intuitive at first
in terms of removing the boundaries for “open-
ness”, we argue that this assumption stems from
a misconception and that dialogue as a linguistic
activity cannot be stripped from its context. The
setting in which open-domain chatbots are evalu-
ated does not clearly correspond to any form of
human-human dialogue “in the wild”.

In this position paper, we analyse this misconcep-
tion as the open-domain paradox: The diversity
of the various forms of dialogues found in human-
human interaction does not stem from the “open-
ness” of the dialogue setting, but rather the op-
posite: they stem from the diversity of highly spe-
cific contexts in which dialogue takes place. If this
is true, it means that the current methods for col-
lecting dialogue data and evaluating open-domain
chatbots will only give rise to a very narrow form
of dialogue which does not correspond closely to
human-human dialogues. Thus, they will not tell us
whether these systems are truly “open”. Nor will
they tell us much about how good these systems
actually are at modelling various dialogue phenom-
ena. From the user’s perspective, if the common
ground and the reason for having the interaction is
not clear, there is a risk that the system will not be
perceived as meaningful.

Our contribution has the following goals: First,
we provide a critical review (not an extensive sur-
vey) of SOTA open-domain chatbots, in terms of
how they are defined, trained and evaluated. We
discuss how the lack of common ground has conse-
quences for their limited scope and arguably their
“openness”, compared to human-human dialogue.
Secondly, we provide various research directions
which might help to mitigate this problem and en-
able common ground in human-computer dialogue.

2 What is common ground?

When we initiate a dialogue as humans, we do not
start with a blank slate but we assume some com-
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mon ground between the speakers/interlocutors.
Clark (1996) describes common ground among
humans as “the sum of their mutual, common or
joint knowledge, beliefs and suppositions”. For a
successful and meaningful communication to take
place, and for coordinating joint actions, it is essen-
tial that both parties have a shared understanding
of what this common ground is.

Clark (1996) makes a distinction between com-
munal and personal common ground. Communal
common ground refers to the cultural communities
(e.g., nationality, profession, hobbies, language,
religion, politics) people belong to. In addition,
there could also be cultural communities which
are shaped around shared expertise specific to the
members of that community who may not live in
the same place (e.g., English teachers around the
world), and it is possible to belong to more than one
cultural community at the same time. Clark (1996)
makes a further distinction in communal common
ground between human nature (i.e., same senses,
sense organs, types of sensations), communal lexi-
cons (e.g., there are conventions about word mean-
ings even when two interlocutors speak the same
language), as well as cultural facts, norms and pro-
cedures (which are commonly shared within that
community). Procedures for joint activities are
the underlying notions about common ground for
the community members who know the specific
“scripts” for the procedures about joint activities in
certain contexts (e.g., restaurants, supermarkets vs.
school).

Personal common ground is based on personal
joint experiences with someone (Clark, 1996), and
is further classified into perceptual bases, actional
bases and personal diary. One important aspect of
the personal common ground, apart from shared
memories and commitments, is the linguistic align-
ment whereby human interlocutors align (or adjust)
their language in alliance with their conversational
partners (Pickering and Garrod, 2006), context and
medium of communication (Werry, 1996; Nguyen
et al., 2016). Since childhood, humans learn how to
adjust and tolerate linguistic variation (e.g., across
conversational partners, contexts, mediums) be-
tween different communal and personal common
grounds in their environment.

The theory of common ground also postulates
the principle of least collaborative effort, which
means that people in conversation use their as-
sumed common ground to minimize their collabora-

tive effort to achieve further understanding (Clark,
1996). Thus, a brief word might have a signifi-
cant meaning if the context is highly specific or
the interlocutors know each other well. As another
example, Meylan et al. (2022) showed that conver-
sations between children and their caregivers are
hard to transcribe, since their common ground is
not known to the transcriber.

An important part of common ground is the joint
activity that is assumed, that is, the reason why
the interaction is taking place. This is similar to
Wittgenstein’s (1958) concept of language games
or the notion of activity type developed by Levinson
(1979). A related concept is that of speech events
developed by Goldsmith and Baxter (1996) (not
to be confused with “speech acts”), which refers
to the type of activity that the parties are involved
in. By analysing transcribed speech diaries from
48 university students over a 1-week period, they
developed a taxonomy of 39 speech events:

• Informal/Superficial talk: Small talk, Cur-
rent events talk, Gossip, Joking around, Catch-
ing up, Recapping the day’s events, Getting
to know someone, Sports talk, Morning talk,
Bedtime talk, Reminiscing

• Involving talk: Making up, Love talk, Rela-
tionship talk, Conflict, Serious conversation,
Talking about problems, Breaking bad news,
Complaining

• Goal-directed talk: Group discussion, Per-
suading conversation, Decision-making con-
versation, Giving and getting instructions,
Class information talk, Lecture, Interrogation,
Making plans, Asking a favor, Asking out

This specific taxonomy is likely not generic for
all human-human conversations (i.e., there may be
more events which they did not identify in their
limited study in terms of duration, population and
methodology). Nevertheless, it illustrates the diver-
sity of joint activities in human-human interaction.
Note that even when we engage in more casual
speech events, such as Small talk, there is still a rea-
son for why we are having the interaction (maybe
just to pass time or avoid being rude), and both
interlocutors should be aware of this reason (it is
part of their common ground). The speech event or
joint activity that is assumed puts constraints on the
interpretation space (e.g., which implications can
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be made) and what can be considered to be a co-
herent and meaningful contribution to the activity.
Thus, in Small talk or during Decision-making, we
expect the speakers to bring up certain topics, but
not others. We also do not engage in any speech
event with anyone at any time.

3 Open-domain chatbots

3.1 What does open-domain mean?
The term “chatbot” (and its predecessor “chatter-
bot”) has been used since the early 1990’s to de-
note systems that interact with users in the form
of a written chat, typically without any constraints
(at least as presented to the user) on what the con-
versation should be about (Mauldin, 1994; Wal-
lace, 2009). This early line of work was primarily
done outside of academia, where the focus instead
was on more task-oriented systems. A search in
the DBLP bibliographic database for computer sci-
ences1 reveals that the word “chatbot” was used
in the titles of very few publications until 2015.
After this, the usage of the term has increased
rapidly, and in 2022, it was used in the titles of
almost 300 papers. This development has clearly
been sparked by the development of LLMs and the
end-to-end modelling of dialogue (Vinyals and Le,
2015), which has attracted people from the machine
learning community. To stress the open-ended
nature of these chatbots, the term “open-domain
chatbot” is often used. Adiwardana et al. (2020)
provide the following definition: “Unlike closed-
domain chatbots, which respond to keywords or
intents to accomplish specific tasks, open-domain
chatbots can engage in conversation on any topic”.

Many of the early chatbots were developed to
take part in the Loebner prize competition that was
running between 1990-2019 (Mauldin, 1994). This
competition was partly inspired by the so-called
Turing test, as proposed by Turing (1950) under the
name the Imitation Game, as a test for determining
whether a computer has reached human-level intel-
ligence. It is interesting to note that, as the game
is described by Turing (1950), the testers are not
provided with any information that would allow
them to assume some form of common ground. It
is possible that this original idea by Turing has in-
fluenced the concept of open-domain chatbots and
how they are evaluated. While they are typically
not evaluated according to the original Turing test
(i.e., the testers are not supposed to guess whether

1http://dblp.org

they are interacting with a computer or human), the
context-less setting of the interaction is still similar.

Although earlier chatbots mainly interacted in
written form (due to the limited speech recognition
performance), open-domain chatbots are nowadays
also sometimes built for spoken interaction. One
example of this is the Alexa Prize, which is aca-
demic competition sponsored by industry to create
an open-domain “socialbot” for the Amazon Echo
device (Ram et al., 2018). Users of the device
can interact with the socialbot from a randomly
selected team by just saying “Let’s chat” to their
device. Since the purpose of the socialbot is similar
to that of a typical open-domain chatbot, we also
include it in our discussion.

In some work, “open-domain” seems to be syn-
onymous with more “social” (as opposed to task-
oriented) interaction, and such systems have been
referred to as “social chatbots” (Shum et al., 2018).
Deriu et al. (2020) make a distinction between task-
oriented, conversational and question-answering
chatbots, where conversational chatbots “display
a more unstructured conversation, as their purpose
is to have open-domain dialogues with no specific
task to solve”. These chatbots are built to “emu-
late social interactions” (ibid.). However, it is not
entirely clear how the term “social” should be un-
derstood in this context, as all conversations are
“social” in the sense that they are used for inter-
personal communication. Using the speech event
taxonomy by Goldsmith and Baxter (1996), men-
tioned above, the speech events that are closest to
this notion are perhaps those belonging to infor-
mal/superficial talk, whereas more task-oriented
chatbots or dialogue systems would rather belong
to goal-directed talk. However, as their analysis
shows, the range of speech events in human com-
munication is much more nuanced than this simple
distinction would suggest.

Another problem with the term “open-domain”
is that it is unclear what “domain” refers to. In
one interpretation, it could refer to the joint ac-
tivity or speech event that the interlocutors are
engaged in (e.g., small talk, information seeking,
decision-making, negotiation). In another interpre-
tation it could mean a wide range of factual topics
(e.g., sports, music, travel, math) that are discussed
among the interlocutors. These two notions are to
some extent orthogonal. For example, the factual
topic of travelling could be discussed in the context
of various speech events, such as recapping some-
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one’s travel experience (“Tell me about your trip
to Paris”), asking for travel advise (“What should
I see in Paris?”), or planning a trip (“Let’s plan a
trip to Paris together”).

If a chatbot is truly “open-domain”, we could
perhaps expect it to be able to engage in all com-
binations of speech events and factual topics that
we can expect to find in conversations between
humans. However, it is unclear whether this is
something we could expect from one and the same
agent, since we do not expect this from all human-
human encounters in real-life settings. Instead, we
are selective about what to talk with who and in
which way. For example, we can have a conversa-
tion with a travel agent in real-life about the costs,
insurances, types of sightseeing associated with a
trip to Egypt (factual information) but we do not
expect her/him to to have a conversation about mak-
ing a decision about which souvenir to buy, since
that is (probably) beyond her/his work definition.
Therefore, even human-human conversations are
not that open to cover anything across all contexts.

3.2 Training of chatbots
Current open-domain chatbots are typically imple-
mented in an end-to-end fashion as transformer-
based LLMs, trained to do next-token prediction
on large amounts of text data. For the Meena
chatbot (Adiwardana et al., 2020), (unspecified)
social media conversations were used as training
data. Roller et al. (2020b) built the Blender chatbot
based on the training data collected from Reddit.
More recent chatbots, like LaMDA (Thoppilan
et al., 2022), have been trained using larger, more
general datasets (including both dialogue and other
public web documents). Similarly, GPT-3 (Brown
et al., 2020) is a general-purpose language model
that can be used as a chatbot when prompted in the
right way.

While general language models can be used di-
rectly as chatbots, their responses will reflect ordi-
nary language use, which might not always align
with the desired output in terms of, for example,
truthfulness and toxicity (the so-called “alignment-
problem”). To address this, Thoppilan et al. (2022)
fined-tuned LaMDA to optimize human ratings of
safety and other qualitative metrics. A more sophis-
ticated approach was taken by Ouyang et al. (2022)
with their model InstructGPT, which uses so-
called “reinforcement learning from human feed-
back” (RLHF), where a model of human raters is

used during reinforcement learning to optimize the
model towards the desired criteria.

The RLHF approach was also used when train-
ing the chatbot ChatGPT2. This kind of model
adaptation is interesting from an “open-domain”
perspective, since the behavior of the chatbot be-
comes specific to the instructions given to the hu-
man raters. In the communication around ChatGPT,
there is very little information about what the user
can expect in terms of its capabilities or the purpose
of the interaction besides the fact that it “interacts
in a conversational way”. Only when interacting
with ChatGPT, it becomes clear that its purpose is
to serve as some form of AI assistant or interactive
search engine, answering factual questions, as well
as assisting in writing text and code. However, it
refuses to engage in small talk or give opinions.
For example, when asked “What is your favorite
sport?”, it answers “As a language model, I do not
have personal preferences or feelings, so I cannot
have a favorite sport”. In that respect, ChatGPT
should perhaps not be seen as an open-domain chat-
bot (and it is in fact never advertised with those
words). In comparison to other chatbots, we do not
know much about the evaluation methods and met-
rics around ChatGPT, and there is not a publication
available explaining them to the wider public.

One problem that was identified early on when
training chatbots end-to-end is their lack of coher-
ent responses. When asked about their name or
favorite sport twice (with some turns in-between),
they could give different responses. One way to
address this problem was to give them a persona,
which is a description of the character that the chat-
bot is supposed to represent (Zhang et al., 2018;
Dinan et al., 2020; Roller et al., 2020b). While
the persona gives some background for the crowd-
worker or chatbot that can help to improve their
internal consistency, it is typically not communi-
cated to the interlocutor beforehand, so it does not
really provide any additional common ground.

3.3 Evaluation of chatbots
So far, most of the research on how to evaluate
open-domain chatbots have focussed on which met-
rics to use when evaluating them (Roller et al.,
2020a; Mehri et al., 2022). This includes questions
such as whether to use human or automatic mea-
sures, what questions to ask to raters, and whether
to evaluate dialogues on the turn- or dialogue-level

2https://openai.com/blog/chatgpt/
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(ibid.). For example, in the Alexa Prize, users were
asked at the end of the conversation to rate the in-
teraction on a scale between 1 and 5 (Ram et al.,
2018).

To evaluate the Meena chatbot, Adiwardana et al.
(2020) used the metrics “sensibleness” (whether
the response makes sense in the given context) and
“specificity” (whether the response is specific to the
context or more of a generic nature, like “I don’t
know”). The assessment is done by third party
observers (crowdworkers), who read the chats and
rate them. They showed that a model with lower
perplexity scored higher on those metrics. The
Blender chatbot (Roller et al., 2020b) was evaluated
using ACUTE-Eval method, where two chats are
presented next to each other and a crowdworker
assess their “engagingness” and “humanness”.

For the LaMDA chatbot, Thoppilan et al. (2022)
also assess the “groundedness” of responses, which
is intended to measure whether the model’s output
is in accordance with authoritative external sources.
This should not be confused with the notion of
common ground discussed earlier. They also re-
fer to “role consistency” which refers to a metric
testing whether the agent is performing its tasks
in alignment with what is expected from a similar
role in a real-life situation (i.e., consistency with
the definition of the agent’s role external to the
conversation).

4 Lack of common ground in
“open-domain” dialogue

While the above-mentioned metrics do say some-
thing about the relative merits of chatbots, they
do not tell us much about their “openness”, or the
diversity of the speech events they can engage in.
When doing so, more attention should be given
to the setting in which the chatbots are evaluated.
Since there is no natural setting in which these
open-domain chatbots are used, crowd workers
are typically recruited to interact with them, ei-
ther for data collection or for evaluation purposes.
Although the crowd workers are typically informed
about whether they are interacting with a human
or a computer, the setting is similar to that of the
Turing test mentioned above, in the sense that no
information about the assumed common ground is
provided, and they are often asked to initiate the
interaction with as few instructions as possible.

For the Meena chatbot, “Conversations start with
‘Hi!’ from the chatbot to mark the beginning of the

conversation and crowd workers have no expecta-
tion or instructions about domain or topic of the
conversation” (Adiwardana et al., 2020). For the
LaMDA chatbot, crowd workers were instructed
to “Start a conversation with the chatbot by posing
a question or typing a statement on any topic you
want to talk about” (Thoppilan et al., 2022). For
the Alexa Prize, the users were not provided with
any details on what they could expect. Users were
asked (through commercials) to just say “Let’s chat”
to their smart speaker in order to initiate the interac-
tion, but no other instructions were provided (Ram
et al., 2018).

These forms of generic and minimalistic instruc-
tions are perhaps chosen to provide as little bias as
possible in terms of what topics will be brought up,
and to really stress the “open domain” nature of the
chatbots. However, given what has been discussed
above about the importance of common ground and
a shared understanding of what the speech event
is supposed to be in human-human dialogues, the
setting of open-domain chatbots without any com-
mon ground is quite unnatural. There is also no
physical context or visual cues that could be used
to infer any common ground. It is hard to find
any similar setting for a human-human conversa-
tion. Even if we initiate a small talk with a stranger
when waiting for the bus, we both know that this
is the type of activity we are engaged in, which
will guide us in what might be appropriate to talk
about in that context. The equivalent would rather
be to be randomly connected to a person without
any knowledge about that person or about what the
conversation is supposed to be about. Can we ex-
pect such a setting to give rise to a wide variety of
speech events and topics? If not, how do we know
if these systems would be able to handle them?

To address this question, Doğruöz and Skantze
(2021) annotated a subset of the publicly released
chats from the Meena chatbot (Adiwardana et al.,
2020) based on the closest speech event category
from Goldsmith and Baxter (1996). The results
showed that almost all of them belonged to the
Small talk category, indicating that they were in-
deed very limited in scope in terms of speech
events. Interestingly, the same was found when
annotating the human-human chats that was used
as a reference in the evaluation of the Meena chat-
bot. Those dialogues had been collected by ran-
domly connecting (Google) employees through a
chat based system and asking them to converse
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about anything, to create a similar setting as that
for the human-chatbot interactions. This indicates
that it was not primarily the users’ expected (lack
of) agency of the interlocutor that limited the scope
of the dialogue, but rather the limited instructions
about the context for the interaction.

These findings point to what we have referred
to as the open-domain paradox: A completely
“open” setting for conversation, where it is not pos-
sible to assume any form of common ground, does
not give rise to an “open-domain” dialogue, but
rather a very limited form of dialogue in terms of
both speech events and factual information.

Whether the setting for evaluating open-domain
chatbots actually gives rise to a diversity of speech
events has consequences for our understanding
of their capabilities. In their evaluation of the
Blender chatbot, Roller et al. (2020b) reported that
it was rated on the same level as the human-human
chats taken from the Meena evaluation (Adiwar-
dana et al., 2020). However, in an experiment
by Doğruöz and Skantze (2021), they also tested
whether Blender could handle other speech events
than the small talk that would normally take place
in an “open-domain” type of evaluation. This was
done by giving a human tester the task of inter-
acting with Blender on a set of different speech
events, such as Decision-making or Making plans.
In this evaluation, the chatbot performed much
worse (compared to a human interlocutor). This
shows that the setting for the interaction and the
instructions provided to the testers influence the
outcome of the evaluation.

5 Enabling common ground

While the idea of an “open-domain” setting for
chatbots is quite pervasive in current research, there
are also other trends (and forgotten lessons) point-
ing towards systems where the context is more
specific and where the user can potentially as-
sume some form of common ground. In this sec-
tion, we will discuss those lines of work, and ex-
plore to what extent they could increase the di-
versity of speech events and open a path towards
more human-like (and possibly more meaningful)
human-computer dialogue.

5.1 Repeated interactions
A clear limitation for building some form of com-
mon ground is that most SOTA chatbots can only
handle one-time interactions, which limits the num-

ber of relevant speech events that might be relevant.
If the interlocutors are allowed to have repeated
interactions, they could potentially build common
ground together across chat sessions, and more di-
verse speech events might emerge. One step in this
direction was proposed by Xu et al. (2021), who
collected and modelled long term conversations,
where the speakers learn about each other’s inter-
ests over time and also refer/discuss issues from
past events. The data was collected over 5 chat
sessions (each consisting of 14 utterances) through
which the speakers talked about topics expanding
over days and weeks in order to build a shared his-
tory. Due to privacy concerns, the crowdworkers
were asked to play one of several different roles.
While playing their role, they were also asked to
pay attention to the previous interactions with the
other speakers.

Although we might expect the participants in
subsequent sessions to start with more common
ground, it is not self-evident that the user will con-
tinue to be interested in interacting with the chatbot
over multiple sessions (if they weren’t paid) and
that meaningful speech events will arise, given the
lack of other forms of common ground and reasons
for why these repeated interactions are taking place.
Xu et al. (2021) do not present any analysis of their
data that would help to indicate whether their set-
ting in fact leads to more diversity of speech events.

5.2 Constraining the speech event
As we have discussed, the absence of contextual
cues does not give rise to a variety of speech
events, but rather the opposite. Many speech events,
like decision-making, do not naturally arise with
open-domain chatbots. An alternative would be
to instead implement dialogue systems that tar-
get a larger variety of more specific contexts and
speech events. Examples of this include negoti-
ation (Traum et al., 2003), persuasion (Prakken,
2006), and presentations (Axelsson and Skantze,
2020).

One form of more constrained setting is that of
knowledge-grounded dialogue, where the agent,
or one of the crowdworkers during data collection,
has access to an external knowledge source, such
as Wikipedia (Ghazvininejad et al., 2018; Li et al.,
2022). As discussed in Section 3.2 above, chat-
bots such as ChatGPT, which are restricted in what
kind of speech events they willing to engage in,
can perhaps also be put into this category. It should
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be noted though that ChatGPT is still lacking in
terms of the common ground the user can assume
(e.g., which cultural norms can be expected) and
to what extent the user can trust the factual cor-
rectness of the answers given. The chatbot also
does not adjust its answers according to the user’s
level of knowledge, needs, and preferences. For
example, a human librarian would utilise the pre-
sumed common ground and interact with the user
(e.g., student) to find out the purpose of the request
(e.g., “Why do you need this information?”, “Is
it for a homework?”), and the level of the user’s
knowledge (e.g., “Which grade are you at?”), to
recommend resources that fit with its assumptions
about the user.

Another recent example of a system that im-
plements a specific speech event is CICERO, an
agent that can play the game of Diplomacy on a
human expert level (FAIR et al., 2022). Unlike
other games, like Chess or Go, Diplomacy does
not only rely on the strategy of how to move pieces
on the game board, but also on the verbal interac-
tion between the players, where they need to ne-
gotiate, build trust, persuade, and potentially bluff,
highlighting the joint activity and common ground
clearly. This type of speech event is also not very
likely to take place with an open-domain chatbot.
Thus, a plethora of different speech event-specific
dialogue systems will likely give rise to a larger di-
versity of speech events than what can be expected
from one open-domain chatbot.

5.3 Situated and embodied interaction
One limitation with chatbots is the lack of physi-
cal embodiment or physical situation from which
common ground could be inferred. In absence of
a shared personal history, common ground can to
some extent be inferred from cues like our phys-
ical appearance (e.g., age or how we dress) and
the language/dialect we use. For example, Lau
et al. (2001) asked participants to estimate the pro-
portion of other students who would know certain
landmarks, which they could do very accurately.
The situation in which the interaction takes place
can also serve as a cue for humans to establish the
common ground with other humans and develop
joint actions accordingly.

If we present the user with an animated avatar
instead of an empty chat prompt, it could perhaps
help the user to infer more about their potential
common ground (Kiesler, 2005; Fischer, 2011). In

case of a robot situated in a physical environment,
there should be even more contextual cues. For
example, in an analysis of interactions with a robot
receptionist, Lee and Makatchev (2009) note that
“it seemed that people assumed the robot would
have knowledge about his surroundings [...] or
places relevant to his background or occupation”,
and thus most questions directed towards the robot
were also related to its role and situation. Studies
have also shown that people use the robot’s pre-
sumed origin (Sau-lai Lee et al., 2005) or gender
(Powers et al., 2005) to infer the robot’s knowledge
(and thereby their common ground).

5.4 Scenario-based evaluation
As discussed earlier, Doğruöz and Skantze (2021)
evaluated the Blender chatbot on various speech
events by giving the user (tester) specific instruc-
tions on which speech event to engage in. For
example, for the Decision-making speech event,
the tester could say to the chatbot: “We have 1000
dollars. Let’s decide how we spend it together”. By
providing the tester with a list of different speech
events, it is possible to better understand which of
them the chatbot can handle. If further developed,
we think this could constitute an interesting eval-
uation scheme. To increase the common ground,
both the chatbot and the user should probably be
given a more detailed description of the setting for
the interaction. A potential drawback of this evalu-
ation scheme is that it involves crowdworkers who
would need to role-play (likely without much en-
gagement in the task), rather than naturally arising
speech events, and that there is a limit as to how
detailed the scenario descriptions can be. Thus,
they would still not be very close to the level of
common ground we can expect from human-human
dialogue.

5.5 Simulated worlds
Multi-player text-adventure games (Urbanek et al.,
2019) could also provide interlocutors with some
common ground. For example, Ammanabrolu et al.
(2021) present a model for such agents using LLMs
and reinforcement learning. For these agents, the
context of the game provides common ground in
terms of a textual “setting”, which describes the
reason for why the interaction takes place and of
the characters involved in the interaction.

We can imagine even more open worlds (ideally
multi-modal) in which agents and/or humans inter-
act with each other. In such settings, a larger variety
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of speech events (similar to human-human inter-
actions), can be expected, and an agent acting in
that world will have to be aware of the context and
presumed common ground in order to engage in
those speech events. An interesting step in this di-
rection was presented in Park et al. (2023), where a
large language model (GPT-4) was used to simulate
agents in a virtual world. In this setting, the authors
observed social behaviours “emerging”. Although
they did not use the speech event categorization in
their analysis, it is clear from their examples that
various speech events took place, including Small
talk, Catching up and Making plans; eventually, the
agents started to plan a Valentine’s Day party and
set up dates with one another. Such simulations
could be an interesting setting for studying and
modelling diverse forms of dialogue and speech
events. While this simulation did not include any
human interlocutors, it is easy to see how that could
be added.

6 Conclusion and Discussion

Our goal in this paper was not to survey the latest
literature on chatbots but to question the assump-
tions behind the term “open-domain”, and scruti-
nize to what extent chatbots labelled as such are
truly “open”. We discussed the notion of common
ground in human-human dialogue, and how it is im-
portant for human-like dialogue and a diversity of
speech events and topics. The general assumption
behind SOTA open-domain chatbots is instead to
remove as much context as possible, often present-
ing users with an empty prompt and asking them
to “just chat”. However, both linguistic theory and
evidence suggests that the absence of context does
not give rise to a diversity of speech events, but
rather a very limited form of dialogue. We called
this the open-domain paradox.

To be able to study and model different forms
of dialogue between humans and agents, the dia-
logue needs to be embedded within a highly spe-
cific context, where both the agent and the human
can assume some form of common ground. We
identified a couple of different paths towards this
end in Section 5.

One explanation for the huge interest in the
development of (context-less) open-domain chat-
bots is perhaps that it fits well with the LLM
paradigm (next-token prediction), which uses a lim-
ited prompt with the dialogue history. In a way, it is
an example of a solution that has found its problem.

It is of course possible to include a larger context
in the prompt (i.e., a textual representation of the
common ground that could be expected), but this
clearly has its technical limits. It will be interesting
to see whether there will be a movement towards
other solutions, perhaps using more modular archi-
tectures (as in the example of CICERO).

From the perspective presented here, open-
domain chatbots (as the term is currently used) are
not necessarily more “generic” than task-oriented
dialogue systems, given the limited form of dia-
logue they are typically evaluated against. One
option would be to re-brand open-domain chatbots
as “small talk chatbots” or, as some have suggested,
“social chatbots” (Shum et al., 2018). We do not
think this is appropriate either, since even small-
talk (between humans at least) is dependent on
the presumed common ground between the speak-
ers. We do not exclude the possibility that the type
of dialogue crowdworkers have with open-domain
chatbots (i.e., dialogue without common ground)
can be regarded as a special speech event category,
which we have no existing terminology for yet.

For future work, it might be better to characterize
dialogue systems based on which contexts they are
intended to be used in, and what speech events
are expected to take place. When evaluating such
systems, it is also important that they are used in
the context they were intended for.

As we have discussed, according to the “prin-
ciple of least collaborative effort”, humans use
common ground to make their interactions more
efficient (Clark, 1996). Thus, users of dialogue
systems will likely always prefer to use systems
where their common ground is maximized, rather
than “open-domain” settings. If one would want to
develop a generic “superhuman open-domain con-
versational agent” (Roller et al., 2020a), it would
need to be highly context-aware, in order to serve
across contexts. This route is perhaps not very
realistic, given the incredible richness and diver-
sity of the forms of common ground humans as-
sume and build together. Also, this does not even
exist for human-human dialogues, as we do not
speak about anything with anybody randomly at
any given time, without any common ground. In-
stead of open-domain dialogue systems, it might be
more fruitful to focus on developing a large variety
of highly context-specific dialogue agents.
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A. Seza Doğruöz and Gabriel Skantze. 2021. How
“open” are the conversations with open-domain chat-
bots? a proposal for speech event based evaluation.
In Proceedings of the 22nd Annual Meeting of the
Special Interest Group on Discourse and Dialogue,
pages 392–402, Singapore and Online. Association
for Computational Linguistics.

FAIR, Anton Bakhtin, Noam Brown, Emily Dinan,
Gabriele Farina, Colin Flaherty, Daniel Fried, An-
drew Goff, Jonathan Gray, Hengyuan Hu, Athul Paul
Jacob, Mojtaba Komeili, Karthik Konath, Minae
Kwon, Adam Lerer, Mike Lewis, Alexander H.

Miller, Sasha Mitts, Adithya Renduchintala, Stephen
Roller, Dirk Rowe, Weiyan Shi, Joe Spisak, Alexan-
der Wei, David Wu, Hugh Zhang, and Markus Zijl-
stra. 2022. Human-level play in the game of Diplo-
macy by combining language models with strategic
reasoning. Science, 378(6624):1067–1074.

Kerstin Fischer. 2011. How People Talk with Robots:
Designing Dialog to Reduce User Uncertainty. AI
Magazine, 32(4):31–38.

Marjan Ghazvininejad, Chris Brockett, Ming-Wei
Chang, Bill Dolan, Jianfeng Gao, Wen-tau Yih, and
Michel Galley. 2018. A Knowledge-Grounded Neu-
ral Conversation Model. Proceedings of the AAAI
Conference on Artificial Intelligence, 32(1).

Daena J Goldsmith and Leslie A Baxter. 1996. Consti-
tuting relationships in talk: A taxonomy of speech
events in social and personal relationships. Human
Communication Research, 23(1):87–114.

S. Kiesler. 2005. Fostering common ground in human-
robot interaction. In ROMAN 2005. IEEE Interna-
tional Workshop on Robot and Human Interactive
Communication, 2005., pages 729–734, Nashville,
TN, USA. IEEE.

Ivy Yee-Man Lau, Chi-yue Chiu, and Ying-yi Hong.
2001. I Know What You Know: Assumptions About
Others’ Knowledge and Their Effects on Message
Construction. Social Cognition, 19(6):587–600.

Min Kyung Lee and Maxim Makatchev. 2009. How Do
People Talk with a Robot? An Analysis of Human-
Robot Dialogues in the Real World. In Proceedings
of the 27th International Conference on Human Fac-
tors in Computing Systems (CHI), Boston, MA.

Stephen C. Levinson. 1979. Activity types and lan-
guage. Linguistics, 17(5-6):365–400.

Yu Li, Baolin Peng, Yelong Shen, Yi Mao, Lars Li-
den, Zhou Yu, and Jianfeng Gao. 2022. Knowledge-
Grounded Dialogue Generation with a Unified
Knowledge Representation. In Proceedings of the
2022 Conference of the North American Chapter of
the Association for Computational Linguistics: Hu-
man Language Technologies, pages 206–218, Seattle,
United States. Association for Computational Lin-
guistics.

Michael L Mauldin. 1994. Chatterbots, tinymuds, and
the turing test: Entering the loebner prize competi-
tion. In AAAI, volume 94, pages 16–21.

Shikib Mehri, Jinho Choi, Luis Fernando D’Haro, Jan
Deriu, Maxine Eskenazi, Milica Gasic, Kallirroi
Georgila, Dilek Hakkani-Tur, Zekang Li, Verena
Rieser, Samira Shaikh, David Traum, Yi-Ting Yeh,
Zhou Yu, Yizhe Zhang, and Chen Zhang. 2022. Re-
port from the NSF Future Directions Workshop on
Automatic Evaluation of Dialog: Research Directions
and Challenges. arXiv preprint arXiv:2203.10012.

http://arxiv.org/abs/2001.09977
http://arxiv.org/abs/2001.09977
https://doi.org/10.1145/3383652.3423884
https://doi.org/10.1145/3383652.3423884
https://doi.org/10.1145/3383652.3423884
https://doi.org/https://doi.org/10.1007/s10462-020-09866-x
https://doi.org/https://doi.org/10.1007/s10462-020-09866-x
https://aclanthology.org/2021.sigdial-1.41
https://aclanthology.org/2021.sigdial-1.41
https://aclanthology.org/2021.sigdial-1.41
https://doi.org/10.1126/science.ade9097
https://doi.org/10.1126/science.ade9097
https://doi.org/10.1126/science.ade9097
https://doi.org/10.1609/aimag.v32i4.2377
https://doi.org/10.1609/aimag.v32i4.2377
https://doi.org/10.1609/aaai.v32i1.11977
https://doi.org/10.1609/aaai.v32i1.11977
https://doi.org/10.1109/ROMAN.2005.1513866
https://doi.org/10.1109/ROMAN.2005.1513866
https://doi.org/10.1521/soco.19.6.587.20888
https://doi.org/10.1521/soco.19.6.587.20888
https://doi.org/10.1521/soco.19.6.587.20888
https://doi.org/10.18653/v1/2022.naacl-main.15
https://doi.org/10.18653/v1/2022.naacl-main.15
https://doi.org/10.18653/v1/2022.naacl-main.15


614

Stephan C Meylan, Ruthe Foushee, Nicole H Wong,
Elika Bergelson, and Roger P Levy. 2022. How
adults understand what young children say. arXiv
preprint arXiv:2206.07807.

Dong Nguyen, A Seza Doğruöz, Carolyn P Rosé,
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