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Abstract: 11 

Process intensification in gas-solid fluidization processes can be achieved by working in a 12 

centrifugal rather than a gravitational field. In this regard, the gas-solid vortex unit (GSVU) is an 13 

ideal candidate for heterogeneously catalyzed processes. A four-way coupled CFD-DEM model 14 

describing the hydrodynamics in the GSVU with an unprecedented level of detail is validated using 15 

2D particle image velocimetry (PIV) experimental data on both azimuthal and radial particle 16 

velocity components. It captures high and low velocity regions, both qualitatively and 17 

quantitatively. Gas-solid slip velocities several times higher than those obtainable in a gravitational 18 

field are achieved, greatly enhancing heat and mass transfer rates. Furthermore, the gas-phase 19 

residence time distribution in the GSVU is shown to be narrow. This developed model presents a 20 

powerful tool for a better understanding and a detailed design aimed at enhancing the non-reactive 21 

and reactive process intensification capabilities of the gas-solid vortex technology. 22 

Keywords: process intensification, CFD-DEM, model validation, fluidization, vortex  23 
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1. INTRODUCTION 24 

Nowadays, heterogeneously catalyzed processes are omni-present in the chemical industry. 25 

Fluidized bed reactor technology allows for efficient heat and mass transfer and convenient 26 

catalyst regeneration.  A fluidized bed reactor (FBR) is used, amongst others, in fluid catalytic 27 

cracking [1], methanation [2], Fischer-Tropsch synthesis [3] and several polymerization processes 28 

[4-6]. FBRs are also used in physical processes including drying [7-9] and particle coating [10, 29 

11]. Nevertheless, mass and heat transfer can still be improved, e.g. when operating in a bubbling 30 

flow regime observed at a fairly low gas inlet velocity. Gas bubbles can flow through the bed by-31 

passing the solid particles. Upon increasing the gas inlet velocity, turbulent fluidization is 32 

observed, elongating the bubbles and increasing the gas-solid contact [12]. However, when the 33 

gas-solid slip velocity exceeds the terminal free falling velocity of the particles, particles are 34 

entrained with the gas-flow. 35 

Gas-solid slip velocities can be increased without leading to particle entrainment by operating 36 

in a centrifugal rather than a gravitational force field. This is known to contribute to process 37 

intensification (PI), since it allows for larger flows to be handled in smaller and more energy-38 

efficient reactors. Two categories of centrifugal FBRs can be distinguished. In a rotating unit, a 39 

so-called rotating fluidized bed (RFB), momentum is supplied to the solids via a rotating axis 40 

powered by a motor [13]. The rotational speed of the motor acts as an additional degree of freedom 41 

such that a stable bed can be achieved in a wide range of operating conditions. These RFBs show 42 

great potential in drying operations [14]. In a static unit, momentum is transferred to the solids by 43 

introducing the process gas via tangentially inclined inlet slots. Since the static geometry does not 44 

induce any mechanical vibrations, the latter option is inherently simpler and safer [15]. The static 45 

geometry is referred to as a RFB in a static geometry (RFB-SG) or a gas-solid vortex unit (GSVU) 46 
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[16]. A GSVU can potentially be used for reactive processes like fluid catalytic cracking [17], 47 

oxidative coupling of methane (OCM) [18], gas separation by adsorption [19] and biomass 48 

pyrolysis [20]. In view of process intensification, several other measures can be taken to improve 49 

interfacial heat and mass transfer in FBRs [21, 22]. In a gravitational FBR, the use of internals 50 

such as membranes and baffles or mechanical agitators such as impellers aid in redistributing the 51 

gas flow and disrupting bubble formation [23, 24]. Gas pulsation or the use of multiple gas 52 

injectors allows to obtain a dynamically structured bed to increase the local level of micro-mixing 53 

[22]. Furthermore, other PI techniques such as induction or microwave heating can be 54 

implemented to supply heat to the system [25, 26]. Next to supplying heat to the solid material, an 55 

external electromagnetic field can be used to create particle chains via dipole-dipole interactions 56 

and alter the fluidization characteristics, stabilizing bubbling beds [27]. Additional momentum 57 

could be transferred to the particles via mechanical vibration of the FBR [28]. 58 

In order to speed up the reactor design of intensified geometries, digital twins can be employed. 59 

When adequate numerical models are combined with a thorough validation study based on 60 

experimental data, these digital twins can be both more cost and time effective compared to an 61 

extensive experimental campaign. Two main approaches are used when it comes to gas-solid two-62 

phase flow: Eulerian-Eulerian and Eulerian-Lagrangian modeling. In the former, the gas and solid 63 

phase are treated as interpenetrating fluids and the Navier-Stokes equations are solved for both 64 

phases. Solving the Navier-Stokes equations for the solid phase implies that fluid-like properties 65 

are attributed to the solid phase. In this regard, the kinetic theory for granular flow, derived from 66 

a Chapman-Enskog expansion [29], is used. A main advantage of Eulerian-Eulerian modeling is 67 

the fairly low computational cost, whereas a main disadvantage is the inability to describe some 68 

of the essential properties of the particulate phase such as its discrete character. Previous numerical 69 



 

 

5 

studies of the GSVU predominantly opted for the Eulerian-Eulerian framework. Niyogi et al. and 70 

Vandewalle et al. both performed a hydrodynamic parameter study of the GSVU [18, 30]. The 71 

intensification potential of the GSVU for interfacial heat transfer was numerically investigated by 72 

de Broqueville et al. [31]. In Eulerian-Lagrangian models, the discrete character of the solid phase 73 

is retained by tracking the trajectories of individual particles or clusters of particles and explicitly 74 

accounting for collisions between particles or clusters. CFD-DEM is an Eulerian-Lagrangian 75 

approach that combines computational fluid dynamics (CFD) with the discrete element method 76 

(DEM) [32, 33]. This method is computationally more expensive than the Eulerian-Eulerian 77 

approach since each particle is tracked individually. However, as more high-performance 78 

computing facilities become available CFD-DEM becomes an interesting tool for the numerical 79 

study and design of production  units involving gas-solid flow [34]. A study by Verma et al. opted 80 

for coarse-grained DEM models to investigate particle segregation in the GSVU [35]. The coarse-81 

grained DEM method groups discrete particles into a parcel that is tracked in the unit [36, 37]. De 82 

Wilde et al. illustrated some of the advantages of the more detailed CFD-DEM modeling approach 83 

without including an experimental validation study in the centrifugal field [38].  84 

In this work, for the first time, a CFD-DEM framework applicable in the GSVU is validated in 85 

the centrifugal field via 2D particle image velocimetry (PIV) measurements on radial and 86 

azimuthal particle velocity components. This study uses experimental data gathered by Quiroga et 87 

al. [39]. Following the validation study, the model is applied to investigate the GSVU flow field 88 

in regions inaccessible for PIV measurements. Additionally, the potential to conduct OCM or 89 

biomass pyrolysis in the GSVU is assessed based on its ability to intensify heat and mass transfer. 90 
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2. MODEL DESCRIPTION  91 

2.1. GAS-PHASE GOVERNING EQUATIONS 92 

All CFD-DEM simulation results discussed in this work are performed with an in-house 93 

modified version of the open-source code CFDEMcoupling [40]. The modified version of 94 

CFDEMcoupling couples the open-source CFD solver OpenFOAM-8 [41] with the DEM solver 95 

LIGGGHTS 3.8 [42]. Based on the classification of Zhou et al., a ‘Model A’ approach is adopted 96 

in this work [43]. The gas phase continuity equation is given by:  97 

 𝜕𝜀𝑔𝜌𝑔

𝜕𝑡
+ ∇⃗⃗ ⋅ (𝜀𝑔𝜌𝑔𝑢⃗ 𝑔) = 0 (1) 

with 𝜀𝑔 the gas-phase volume fraction. 98 

The gas-phase momentum equation is given by:  99 

𝜕𝜀𝑔𝜌𝑔𝑢⃗ 𝑔

𝜕𝑡
+ ∇⃗⃗ ⋅ (𝜀𝑔𝜌𝑔𝑢⃗ 𝑔𝑢⃗ 𝑔) + K𝑔𝑠(𝑢⃗ 𝑔 − 𝑢⃗ 𝑠) = 𝜀𝑔𝜌𝑔𝑔 − 𝜀𝑔∇⃗⃗ 𝑝 + ∇⃗⃗ ⋅ (𝜀𝑔𝜏𝑔̿)  (2) 

where 𝜏𝑔̿ is the gas-phase stress tensor, given by:  100 

𝜏𝑔̿ = (𝜇𝑔 + 𝜇𝑔,𝑡) [(∇⃗⃗ 𝑢⃗ 𝑔 + ∇⃗⃗ 𝑢⃗ 𝑔
𝑇
) −

2

3
(∇⃗⃗ ∙ 𝑢⃗ 𝑔)𝐼]̿ (3) 

With  𝜇𝑔,𝑡 the turbulent contribution to the dynamic viscosity 𝜇𝑔, calculated using the shear 101 

stress transport (SST) 𝑘-𝜔 turbulence model [44]. The SST k-𝜔 turbulence model was found to be 102 

very suitable in swirling flow applications as observed in a GSVU [18, 45, 46]. Applying the SST 103 

𝑘-𝜔 model includes the use of the 𝑘-𝜔 turbulence model in the viscous boundary layer near the 104 

chamber walls, while the 𝑘-𝜀 turbulence model is applied in the freestream region. The 105 

contribution of each of both turbulence models to the SST 𝑘-𝜔 model is calculated via a blending 106 

function.  107 
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K𝑔𝑠 represents the momentum exchange coefficient between the gas and solid phase calculated 108 

using:  109 

K𝑔𝑠 =
|∑ 𝐹 𝑑,𝑠
𝑁
𝑠=1 |

|𝑢⃗ 𝑔 − 𝑢⃗ 𝑠|𝑉𝑐𝑒𝑙𝑙
 (4) 

The momentum exchange coefficient comprises of a summation of the drag force, 𝐹 𝑑 acting on 110 

every particle 𝑠 in the CFD cell. The pressure gradient force, 𝐹 𝑝, and viscous forces, 𝐹 𝜇, acting on 111 

the particles are accounted for in the second and third term of the right-hand side of Eq. (2) based 112 

on the ‘Model A’ formulation [43]. These are not included in the momentum exchange term, K𝑔𝑠, 113 

but are accounted for in the solid governing equation. For the drag force, Gidaspow’s correlation 114 

is employed, combining the Ergun equation [47] in regions where the solid phase volume fraction 115 

𝜀𝑠 is equal or higher than 0.2, with the Wen and Yu equation [48] in regions where the solids 116 

volume fraction is lower than 0.2. The mathematical formulation of the forces is listed in Table 1.  117 

Table 1: Gas-particle interaction forces. 118 

Drag force  

𝐹 𝑑 = 𝛽𝑔𝑠(𝑢⃗ 𝑔 − 𝑢⃗ 𝑠)𝑉𝑠  

𝛽𝑔𝑠 =
3

4
𝐶𝑑

(1−𝜀𝑔)𝜌𝑔|𝑢⃗⃗ 𝑔−𝑢⃗⃗ 𝑠|

𝑑𝑠
𝜀𝑔
−2.65, with  𝜀𝑠 < 0.2 

𝐶𝑑 =
24

𝑅𝑒𝑠
[1 + 0.15(𝑅𝑒𝑠)

0.687] 𝑅𝑒𝑠 < 1000 

𝐶𝑑 = 0.44 𝑅𝑒𝑠 ≥ 1000 

𝛽𝑔𝑠 = 150
(1 − 𝜀𝑔)𝜇𝑔

𝜀𝑔𝑑𝑠2
+ 1.75

𝜌𝑔|𝑢⃗ 𝑔 − 𝑢⃗ 𝑠|

𝑑𝑠
 𝜀𝑠 ≥ 0.2 

Pressure gradient force  

𝐹 𝑝 = −𝑉𝑠∇⃗⃗ p 

Viscous force  

𝐹 𝜇 = −𝑉𝑠∇⃗⃗ 𝜏𝑔̿  
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2.2. SOLID GOVERNING EQUATIONS 119 

In Lagrangian particle tracking, Newton’s law of motion is used to describe the motion of 120 

individual particles. For a particle 𝑖 with mass 𝑚𝑖, this reads as: 121 

𝑚𝑖
𝑑𝑢⃗ 𝑖
𝑑𝑡

=∑𝐹 𝑖𝑗
𝑐

𝑗

+ 𝐹 𝑖
𝑠𝑔
+ 𝐹 𝑖

𝑔𝑟𝑎𝑣
 (5) 

Herein, 𝐹 𝑖𝑗
𝑐  is the contact force acting on particle 𝑖, exerted by particle 𝑗 or by one of the walls 122 

of the domain. 𝐹 𝑖
𝑠𝑔

 is the total particle-gas interaction force on particle 𝑖, i.e. a summation of the 123 

drag force, pressure gradient force and viscous force, listed in Table 1. 𝐹 𝑖
𝑔𝑟𝑎𝑣

 represents the 124 

gravitational force. The contact force between two particles 𝑖 and 𝑗 is calculated based on the non-125 

linear Hertz contact model shown in Eq. (6) [49]. 126 

𝐹 𝑖𝑗
𝑐 = (𝑘𝑛𝛿⃗⃗ 𝑛,𝑖𝑗 − 𝛾𝑛𝑢⃗⃗ 𝑝,𝑛𝑖𝑗)⏟            

𝑂

𝑛𝑜𝑟𝑚𝑎𝑙 𝑓𝑜𝑟𝑐𝑒 𝐹⃗⃗ 𝑛

+ (𝑘𝑡𝛿⃗⃗ 𝑡,𝑖𝑗 − 𝛾𝑡𝑢⃗⃗ 𝑝,𝑡𝑖𝑗)⏟            
𝑂

𝑡𝑎𝑛𝑔𝑒𝑛𝑡𝑖𝑎𝑙 𝑓𝑜𝑟𝑐𝑒 𝐹⃗⃗ 𝑡
 

 
(6) 

|𝐹 𝑡| ≤  𝜇|𝐹 𝑛| (7) 

The normal contact force, 𝐹 𝑛, and tangential contact force, 𝐹 𝑡, each consist of two terms. The 127 

normal contact force comprises of a spring force and a damping force, while the tangential force 128 

comprises of a shear and damping force. The tangential contact force is corrected to fulfill the 129 

Coulomb criterion depicted in Eq. (7) where 𝜇 is the friction factor. 130 

In Eq. (6), 𝑘𝑛 and 𝑘𝑡 are the normal spring and tangential shear coefficients respectively. 𝛿 𝑛,𝑖𝑗 131 

is defined as the overlap distance of two particles while 𝛿 𝑡,𝑖𝑗 corresponds to the tangential 132 

displacement between two spherical particles. The tangential displacement is calculated by 133 

integrating the relative tangential velocity component of two particles, 𝑢⃗ 𝑝,𝑡𝑖𝑗, at the contact point 134 

over time. 𝑢⃗ 𝑝,𝑛𝑖𝑗 is the normal component of the relative velocity between two particles. 𝛾𝑛 and 𝛾𝑡 135 
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are the normal and tangential damping coefficients respectively. 𝑘𝑛, 𝑘𝑡, 𝛾𝑛 and 𝛾𝑡 are calculated 136 

from the material properties, according to Eqs. (8) to (13). Herein, 𝑌 is the Young modulus, 𝐺 the 137 

shear modulus, 𝜈 the Poisson ratio and 𝑒 the coefficient of restitution. 138 

𝑘𝑛 =
4

3
𝑌𝑒𝑓𝑓√𝑅𝑒𝑓𝑓𝛿𝑛,𝑖𝑗 ; 𝑘𝑡 = 8𝐺𝑒𝑓𝑓√𝑅𝑒𝑓𝑓𝛿𝑛,𝑖𝑗 (8) 

𝛾𝑛 = −2√
5

6
𝛽√𝑆𝑛𝑚𝑒𝑓𝑓  ≥ 0 ; 𝛾𝑡 = −2√

5

6
𝛽√𝑆𝑡𝑚𝑒𝑓𝑓  ≥ 0 (9) 

𝑆𝑛 = 2𝑌𝑒𝑓𝑓√𝑅𝑒𝑓𝑓𝛿𝑛,𝑖𝑗 ; 𝑆𝑡 = 8𝐺𝑒𝑓𝑓√𝑅𝑒𝑓𝑓𝛿𝑛,𝑖𝑗 (10) 

𝛽 =  
𝑙𝑛(𝑒)

√𝑙𝑛2(𝑒) + 𝜋2
 (11) 

1

𝑅𝑒𝑓𝑓
=
1

𝑅𝑖
+
1

𝑅𝑗
 ;  

1

𝑚𝑒𝑓𝑓
=
1

𝑚𝑖
+
1

𝑚𝑗
 ;  

1

𝑌𝑒𝑓𝑓
=
1 − 𝜈𝑖

2

𝑌𝑖
+
1 − 𝜈𝑗

2

𝑌𝑗
 (12) 

1

𝐺𝑒𝑓𝑓
=
2(2 − 𝜈𝑖)(1 + 𝜈𝑖)

𝑌𝑖
+
2(2 − 𝜈𝑗)(1 + 𝜈𝑗)

𝑌𝑗
 (13) 

3. MODEL VALIDATION 139 

3.1. EXPERIMENTAL GSVU SET-UP AND SIMULATION PROCEDURE 140 

The geometry and experimental procedures are described in detail in previous work [39, 50]. 141 

Therefore, only a brief description is given here. Figure 1a shows a schematic view of the 142 

experimental GSVU geometry. The setup consists of a horizontally placed cylindrical chamber 143 

having a height (𝐿𝑅) of 15 mm and a diameter (𝐷𝑅) of 80 mm. Eight inclined inlet slots with a 144 

width (𝐼𝑜) of 1 mm are used to feed the process gas. The inclination angle (𝛾) between the slots 145 

and the tangent of the chamber is 10 degrees. Solids are fed via the top plate of the chamber using 146 

a dedicated feeding line (not shown on the figure). The design of the GSVU is modular, allowing 147 
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for easy replacement of the central chamber. Geometric characteristics such as the number, width 148 

and inclination of the gas injection slots and the design of the bottom plate can be easily adapted. 149 

The simulated geometry, shown in Figure 1b, does not account for the central gas outlet section, 150 

equipped with a cyclone, to limit the computational load. Since the influence of the outlet on the 151 

bed and gas-phase hydrodynamics inside the chamber is limited, a constant pressure boundary 152 

condition of 106 kPa is applied at the outlet. The simulated chamber thus spans a range of radial 153 

positions from 15 to 40 mm. 154 

Driven by the gas to solid momentum transfer, the particles inside the central chamber start to 155 

rotate. The gas injection velocity is regulated by the size and number of the inlet slots and its 156 

volumetric flow rate, while the radial and azimuthal gas injection velocity components are 157 

determined by the inclination angle. 158 

The GSVU bottom plate in the experimental setup is made of polycarbonate glass to provide 159 

optical access to the particle bed for PIV measurements. Particle azimuthal and radial velocity data 160 

near the unit’s bottom plate is measured. Other parts of the GSVU are made of steel. In these 161 

experiments, aluminum particles with a diameter of 500 micron are loaded in the chamber. As PIV 162 

is a non-intrusive, visual technique, only the aluminum particles near the optically accessible 163 

bottom wall are observed. More information regarding the PIV setup and its accuracy can be found 164 

in previous work [39]. The 2D PIV experimental data, providing both azimuthal and radial particle 165 

velocity components, is used for validation of the CFD-DEM model developed in this work. 166 

The experimental GSVU set-up is meshed for use in numerical simulations via the commercial 167 

meshing software Pointwise [51]. The mesh consists of 425 920 hexahedral cells, with mesh 168 

refining close to the walls and near the inlet slots, as shown in Figure 1c. A mesh independence 169 

study is provided in the Supporting Information. 170 
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 171 

Figure 1: Global view of the GSVU geometry with exhaust section (a), the simulated GSVU geometry 172 
(b) and a top view of ¼ of the structured grid with indication of the radial and azimuthal coordinate 173 
system (c). 174 

In CFD-DEM, cell sizes often are at least eight times a single particle volume. Accurate 175 

modeling of the gas velocity and pressure fields inside the GSVU requires sufficient resolution, 176 

resulting in cell volumes ranging from one fourth to four times the particle volume in the 177 

considered mesh. Rather than assigning the complete particle volume to the grid cell in which the 178 

center of the particle resides, as typically done in CFD-DEM studies, a more sophisticated manner 179 

is needed to capture accurate particle volume fraction profiles. In the presented GSVU simulations, 180 

each particle is divided in 29 non-overlapping equivolumetric parts. Accounting for the position 181 

of the centroids of these parts, the total particle volume is distributed over a number of grid cells.  182 

All relevant geometrical and operating conditions are listed in Table 2. During each CFD 183 

timestep, 20 DEM timesteps are performed to accurately resolve the collision behavior between 184 

particles. The CFD and DEM timesteps are chosen to have a maximum Courant value of 0.4 while 185 

also remaining under 5% of the characteristic collision time for the considered particle type. The 186 

pressure implicit split operator (PISO) algorithm is used for pressure-velocity coupling [52]. The 187 

simulation proceeds along the following steps. First, the gas velocity field is initialized with a gas-188 

only simulation for a simulated time of 0.01 s. Next, all particles are introduced in the chamber 189 
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uniformly distributed between a radial position of 30 and 39 mm, with an azimuthal velocity of 5 190 

m/s. After 0.5 seconds of simulated time, a stable bed is obtained and time-averaged data is 191 

gathered from 1.5 to 3.0 seconds of simulated time. 192 

Table 2: Overview of geometrical details, operating conditions and numerical settings. 193 
 194 

3.2. VALIDATION STUDY 195 

The model described above can only be used for reactor design after a thorough validation study. 196 

The results of such a study focusing on the determination of minimum fluidization velocities in 197 

Geometry details  

Diameter 80 mm 

Height 15 mm 

Number of inlet slots 8 

Slot width 1 mm 

Inclination angle 10 ° 

Gas properties  

Composition air 

Temperature 293 K 

Outlet pressure 106 kPa 

Inlet flow rate 40 Nm³/h 

Density Ideal gas law 

Particle properties  

Material Aluminum 

Density 2700 kg/m³ 

Diameter 500 µm 

Solids loading 10.7 g 

Number of particles 60 513 

Temperature 293 K 

Collision model Hertzian 

Young modulus 5 MPa 

Poisson ratio 0.45 

Particle-particle restitution coefficient 0.97 

Particle-wall restitution coefficient 0.2-0.6 

Particle-particle friction coefficient 1.0 

Particle-wall friction coefficient 0.6 

Solution settings  

CFD timestep 8 ∙ 10-7 s 

DEM timestep 4 ∙ 10-8 s 

Spatial discretization Second-order 

Temporal discretization Euler (first order) 
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the gravitational field is provided in the Supporting Information. In this section, a second 198 

validation study performed within the GSVU geometry is presented. Herein, experimental and 199 

simulated local particle velocity fields near the transparent bottom plate are compared. This section 200 

focuses on the direct comparison between experimental and simulation results. The solid and gas 201 

phase hydrodynamics are discussed next. 202 

Except for the density and diameter, the intrinsic material properties of the particles are not 203 

known. Consequently, the particle-wall and inter-particle friction factors and restitution 204 

coefficients have unidentified values. However, these parameters partly determine the particle-205 

wall and inter-particle collision characteristics. Therefore, these parameter values are tuned to 206 

increase the model performance in the GSVU. In a first set of CFD-DEM simulations, the friction 207 

factors are varied based on reported literature values [53]. It was concluded that a friction factor 208 

of 1.0 for inter-particle interactions and a friction factor of 0.6 for particle-side wall and particle-209 

bottom plate interactions give rise to the best results. In a next step, the particle-particle restitution 210 

coefficient is set at 0.97. This value is based on preliminary CFD-DEM simulations to predict 211 

accurate bed expansion in the GSVU. The particle-side wall and particle-bottom plate restitution 212 

coefficients are varied between a value of 0.2 and 0.6, with steps of 0.1. This range is supported 213 

by restitution coefficients proposed by Blawucki et al. [54] and Constantinides et al. [55] for 214 

aluminum alloys. The choice to opt for a lower value of the particle-wall restitution coefficient 215 

compared to the inter-particle restitution coefficient stems from the difference in relative impact 216 

velocity. At higher impact velocities, the restitution coefficient typically has a lower value, as 217 

shown by Seifried et al [56]. In what follows, simulation results will be referred to by using the 218 

applied value for the particle-wall restitution coefficient 𝑒. The presented results are limited to the 219 

simulations with values for 𝑒 of 0.2, 0.3 and 0.4. When the restitution coefficient further increases 220 
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to 0.6, the same trends hold as when the particle-wall restitution coefficient increases from 0.2 to 221 

0.4. As the difference between simulation results and experimental data further increases, these 222 

results are not presented. 223 

Figure 2 shows 2D plots of the time-averaged azimuthal particle velocity for restitution 224 

coefficient values of 0.2, 0.3 and 0.4 alongside the experimental data. Reported CFD-DEM particle 225 

velocity data is gathered by averaging the time-averaged particle velocity between a reactor height 226 

of 0 and 1 mm, similarly to the penetration range of PIV measurements. Radial positions are 227 

limited between a value of 35 and 40 mm since this is the region in which the particle bed is 228 

located. In all 2D plots presented in this work, gas inlet slots are located at azimuthal coordinates 229 

of 0, 45 and 90 degrees, as previously shown in Figure 1b. The overall conclusion for Figure 2 is 230 

that the CFD-DEM calculated velocity fields capture the regions of high and low azimuthal 231 

velocity accurately and that the simulation results describe the experimental data better when the 232 

particle-wall restitution coefficient lowers. The latter is supported by the value of the minimum 233 

and maximum azimuthal particle velocity, also presented in Figure 2. The regions of high 234 

azimuthal velocity are located in zones of intense momentum transfer between gas and particles, 235 

i.e. after passing an inlet slot. 236 
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 237 

Figure 2: Time-averaged 2D azimuthal particle velocity fields at the bottom of the chamber, obtained 238 
via CFD-DEM simulations (a-c) and experimentally captured via PIV (d). 239 

A 2D plot of the calculated time-averaged radial particle velocity component for all three 240 

restitution coefficient values of 0.2, 0.3 and 0.4 alongside the experimental data is shown in Figure 241 

3. Again, the zones with high and low radial velocity components are described well in a qualitative 242 

manner.  Particles move radially inwards after passing an inlet slot due to the radial component of 243 

the gas inlet velocity of which the magnitude is determined by the inclination angle of the slots. 244 

Contrary to the results for azimuthal particle velocity presented in Figure 2, Figure 3 shows that 245 
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the CFD-DEM calculated fields for the radial velocity components describe the experimental data 246 

better when the particle-wall restitution coefficient increases. 247 

 248 

Figure 3: Time-averaged 2D radial particle velocity fields at the bottom of the chamber, obtained via 249 
CFD-DEM simulations (a-c) and experimentally captured via PIV (d). 250 

The presented 2D plots provide qualitative information on global trends. A more quantitative 251 

analysis is made with the use of parity diagrams. Figure 4 shows parity diagrams for both the 252 

azimuthal and radial particle velocity components based on the data presented in Figure 2 and 253 

Figure 3. In the parity diagrams for azimuthal velocity components (Figure 4 a-c), the top and 254 

bottom red lines indicate where the simulated and experimentally measured azimuthal particle 255 
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velocity components differ by 0.5 m/s. The top and bottom red lines in the parity diagrams for the 256 

radial particle velocity (Figure 4 d-f) indicate a difference of 0.1 m/s. The performance of the CFD-257 

DEM simulations performed with varying restitution coefficients is compared based on different 258 

metrics. The mean absolute error (MAE) and root mean square error (RMSE) are added in the 259 

parity diagrams in the top left corner. As already mentioned when discussing Figure 2, the 260 

descriptive performance for the azimuthal particle velocity components improves upon lowering 261 

the value of the particle-wall restitution coefficient. The inverse observation is made for the radial 262 

velocity components, as already mentioned when discussing Figure 3. This conclusion is also 263 

supported by the MAE and RMSE values. However, for all values of the particle-wall restitution 264 

coefficient the lowest and highest azimuthal particle velocity components are overestimated by the 265 

model. An overprediction of the lowest azimuthal velocities was already reported by Vandewalle 266 

et al. [18] making use of an Eulerian-Eulerian model. In Figure 4a-c, it is observed that a decrease 267 

of the restitution coefficient brings the calculated azimuthal particle velocity component closer to 268 

the experimental values in the region of 1.5 m/s to 3.0 m/s. The value of the restitution coefficient 269 

mainly influences the positive values of the radial particle velocity component. Simulated radial 270 

particle velocity components above 0.1 m/s come closer to the experimentally determined values 271 

for an increase in particle-wall restitution coefficient. 272 
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 273 
Figure 4: Parity diagrams for time-averaged azimuthal particle velocity (a-c) and radial particle 274 
velocity (d-f) components for a particle-wall restitution coefficient of 0.2 (a, d), 0.3 (b, e) and 0.4 (c, 275 
f). 276 

In Figure 5, the time-averaged simulated particle velocity components in between two 277 

consecutive inlet slots are sampled as a function of the relative azimuthal coordinate between two 278 

inlet slots at two radial positions. The azimuthal and radial particle velocity components at radial 279 

positions of 37 and 39 mm are shown along with the experimental data, including experimental 280 

error bars. These radial positions are selected because they are located in two distinctly different 281 

regions. At a radial position of 37 mm bulk bed behavior is observed. At 39 mm, the influence of 282 

the side wall and gas inlet slot on the velocity values can be analyzed. From Figure 5, it can be 283 

concluded that, considering the experimental uncertainty on the PIV measurements, the CFD-284 

DEM model performs well quantitatively. An overprediction of the azimuthal particle velocity 285 
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component for all values of the particle-wall restitution coefficients is observed when approaching 286 

an inlet slot, i.e. at a relative azimuthal coordinate of 0.9 and 0.8 at a radial position of 37 and 39 287 

mm respectively, as shown on Figure 5a and b. However, the location of the maximum azimuthal 288 

particle velocity component is very well-predicted. The location shifts from a relative azimuthal 289 

coordinate of 0.2, i.e. near an inlet slot, for a radial position of 39 mm to a central position of 0.4 290 

for a radial position of 37 mm. 291 

 292 
Figure 5: Time-averaged azimuthal (a-b) and radial (c-d) particle velocity component profiles at 293 
radial positions r = 37 mm (a, c) and r = 39 mm (b, d) for different particle-wall restitution 294 
coefficients. 295 

From Figure 5c and d, it is concluded that in the middle of two inlet slots, at a radial position of 296 

37 mm, the CFD-DEM model slightly underpredicts the radial particle velocity component for all 297 

particle-wall restitution coefficient values used. However, this underestimation is minimal. 298 

Moreover, the change in radial velocity when approaching an inlet slot is accurately captured. Both 299 
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the central flattening and the sudden drop in radial particle velocity at a relative azimuthal 300 

coordinate of 0.8 are correctly described. At a radial position of 39 mm, the spike and sudden 301 

decrease in radial particle velocity component at relative azimuthal coordinates between 0.8 and 302 

0.95 are captured by the CFD-DEM model.  303 

From Figures 2 to 5, it can be concluded that adequate quantitative predictions of both azimuthal 304 

and radial particle velocity components are obtained for a particle-wall restitution coefficient of 305 

0.3. In the remaining part of this work, results obtained using this value are presented. 306 

4. RESULTS AND DISCUSSION 307 

4.1. SOLID PHASE HYDRODYNAMICS 308 

Now that the model is validated, it can be used to evaluate some hydrodynamic features that 309 

cannot easily be measured experimentally. This includes a more elaborate analysis of the particle 310 

packing in the bed, which is closely related the particle velocity fields mentioned in the validation 311 

study above.  312 

In Figure 2, it was shown that the highest azimuthal particle velocity components are observed 313 

downstream of an inlet slot due to intense momentum transfer from gas to particles. The particle 314 

azimuthal velocity decreases when particles approach an inlet slot. The latter is accompanied by 315 

particle build-up as will be discussed later in this section. It was shown in Figure 5a and b that the 316 

position of maximal particle azimuthal velocity shifts towards a position further downstream of 317 

the inlet slot when the radial position lowers. The magnitude of this shift is related to the inclination 318 

angle of the gas inlet slots. With an increase in inclination angle, the shift becomes less pronounced 319 

and simultaneously, the azimuthal momentum transfer from gas to particles decreases. 320 
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As observed in Figure 3, downstream of an inlet slot, the particles move radially inwards due to 321 

the momentum transfer from the gas phase injected in the chamber with an inclination angle of 322 

10°. Due to the relatively high radial component of the gas injection velocity, the radially oriented 323 

drag force dominates the centrifugal force at an inlet slot. For azimuthal positions between two 324 

consecutive inlet slots, the centrifugal force dominates the drag force and particles move radially 325 

outward. When approaching the next inlet slot, particles build up and are forced radially inward.  326 

Although the centrifugal forces largely outweigh the gravitational force on individual particles, 327 

the effect of gravity on bed thickness cannot be neglected, as observed in Figure 6. Bed thickness 328 

increases when closing in to the bottom plate. Along the azimuthal coordinate, high variations in 329 

bed thickness and particle volume fractions are observed as well. These phenomena are discussed 330 

in this section. 331 

 332 

Figure 6: Snapshot of a slice (a) and global overview (b) of the particle bed. Particles are colored 333 
based on mean particle volume fraction in the grid cell. 334 

Figure 7a-c displays 2D plots of the time-averaged particle volume fraction at three different 335 

reactor heights: at the bottom and top plate and at mid-height of the chamber. The axial profiles of 336 

particle volume fraction at radial positions of 37 and 39 mm at three different relative azimuthal 337 
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coordinates are shown in Figure 7d. From the 2D plots in Figure 7, it is concluded that the particle 338 

bed is less dense near the top (14 mm) and bottom (1 mm) plate compared to what is observed at 339 

mid-height (7.5 mm). However, the total bed thickness, i.e. how far the particle bed reaches 340 

radially inwards, is largest near the bottom plate and decreases along the chamber height. The 341 

lower particle volume fraction at the bottom plate stems from non-ideal particle packing close to 342 

a flat plate. On average, more gas-phase momentum is thus transferred to a single particle, diluting 343 

the bed close to the bottom plate. 344 

The latter is confirmed by the axial profiles of the particle volume fraction shown in Figure 7d. 345 

Near the wall, the bed is more uniform along the chamber height due to the considerably more 346 

intense momentum transfer from gas to particles. When approaching an inlet slot, build-up of 347 

particles near the wall is clearly observed by the profiles for increasing relative azimuthal 348 

coordinate. There are considerable particle volume fraction gradients near the bottom and top plate 349 

due to gas by-pass and bed dilution. The highest particle volume fractions are found at a height of 350 

approximately 3 mm. Next, the particle volume fraction decreases monotonously with increasing 351 

height for all three relative azimuthal coordinates. At a radial position of 37 mm, the overall 352 

maximum in particle volume fraction is calculated at an inlet slot, i.e. at a relative azimuthal 353 

coordinate of 0. 354 
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 355 

Figure 7: Time-averaged particle volume fraction at axial reactor heights of 1 (a), 7.5 (b) and 14 (c) 356 
mm. The axial particle volume fraction profile is shown at radial positions of 37 and 39 mm at 3 357 
different relative azimuthal coordinates (d). Sampling locations of the three azimuthal coordinates 358 
are indicated at each axial height. 359 

The maximum particle volume fraction in the bulk of the bed (i.e. at 37 mm) is located around 360 

3 mm above the bottom plate. Therefore, in Figure 8, profiles of the particle volume fraction, at 361 

radial positions of 37 and 39 mm, are shown at reactor heights of 3, 7.5 and 12 mm as a function 362 

of the relative azimuthal coordinate. Similar profiles are obtained at the different reactor heights. 363 

The minima and maxima in particle volume fraction are located at almost the same relative 364 

azimuthal coordinate for each reactor height. Only the minimum value at a radial position of 37 365 
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mm shifts to higher relative azimuthal coordinates for an increase in chamber height. It is clear 366 

that the variation in particle volume fraction between different chamber heights closer to the wall 367 

is found to be smaller as compared to the bulk of the bed. 368 

 369 
Figure 8: Particle volume fractions at three different axial positions (3, 7.5 and 12 mm reactor 370 
height) at both a radial position of 37 mm (a) and 39 mm (b) 371 

One of the strong suits of CFD-DEM is its ability to track individual particle positions. Figure 9 372 

shows the position of a single particle over the considered simulated time. Clearly, particle 373 

movement in the bed is turbulent, highlighted via the large oscillations in both the axial and radial 374 

position. Individual particles move from the outer edge of the bed to the inner edge of the bed 375 

around twice per second at these conditions, accompanied by micro-mixing in between these 376 

macro movements. Particle movement along the axial height of the unit is, due to the absence of 377 

an axial component in the gas inlet flow, less turbulent. However, individual particles are still 378 

found to move from the bottom to the top of the unit and vice versa, albeit at a lower frequency. 379 

In view of the highly exothermal OCM process, this intense intra-bed particle mixing is highly 380 

beneficial for operation in the GSVU. Hot catalyst particles can be transported from one edge of 381 

the bed to the other, creating a pseudo-isothermal fluidized bed due to thermal back-mixing. When 382 

process gas is injected at a sufficiently low temperature, autothermal OCM operation of the GSVU 383 
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becomes possible. Herein, heat generated due to the OCM process is used to heat the process gas. 384 

However, the possibility for autothermal operation strongly depends on the operation conditions 385 

and the associated bifurcation curves showing zones of extinction and ignition of the particle bed. 386 

Under optimal operating conditions, no external heating or cooling would be necessary for OCM 387 

in the GSVU. 388 

 389 

Figure 9: Single particle position over the considered simulated time: (a) axial position and (b) radial 390 
position relative to the side wall of the GSVU. 391 

 392 

Several measures can be taken to reduce the effect of gravity on bed thickness or to realize a 393 

more uniform particle volume fraction along the azimuthal coordinate. For example, a chamber 394 

with a higher number of inlet slots while maintaining the same gas superficial inlet velocity could 395 

be used. This increases the gas volumetric flow rate. If the gas volumetric flow rate must not be 396 

increased, the number of inlet slots can be increased while reducing the slot width to maintain a 397 

similar gas superficial inlet velocity. A third option is decreasing the slot width for a given number 398 

of inlet slots and gas volumetric flow rate, increasing the gas superficial inlet velocity. Intelligent 399 

design of the shape of the inlet slot could also improve bed uniformity, a measure of which the 400 
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impact will be noticeable on individual particles near the inlet slots, for which detailed CFD-DEM 401 

are deemed necessary. Assessing the impact of several measures will be part of future work. 402 

4.2. GAS-PHASE HYDRODYNAMICS 403 

The above discussion handles the flow characteristics of the particle bed since the particle 404 

velocity fields are essential for the validation of the CFD-DEM model used in this work. However, 405 

high heat and mass transfer rates in the GSVU are primarily related to high gas-solid slip velocities. 406 

Figure 10 shows two different sets of time-averaged gas velocity streamlines inside the GSVU. In 407 

Figure 10a, the blue and red streamlines correspond to gas flowing in the bottom and top half of 408 

the GSVU respectively showing that axial mixing in the gas-phase is very low. Vortex generation 409 

is suppressed due to momentum transfer from gas to particles. As streamlines extend from inflow 410 

to outflow, the rotation of gas in the lower part of the chamber is lowest. This confirms that total 411 

momentum transfer from gas to particles decreases with chamber height, as discussed above. In 412 

the second set, the streamlines are colored based on the time-averaged gas velocity magnitude. 413 

Figure 10b shows that, upon entering the chamber, the gas velocity is reduced by over 90% due to 414 

momentum transfer to the particles. 415 
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 416 
Figure 10: Streamlines of time-averaged gas velocity (a) colored by reactor height where blue and 417 
red represent the bottom and top half of the reactor unit respectively and (b) colored by mean gas 418 
velocity magnitude. 419 

Most of the gas has left the chamber before reaching the azimuthal position of the next inlet slot. 420 

The limited gas rotation in the chamber results in a small average residence time and a narrow 421 

residence time distribution. Figure 11 displays the residence time distribution at two radial 422 

positions in non-dimensional time. A scalar transport equation is solved on the frozen time-423 

averaged gas velocity field while monitoring the average tracer concentration at two different 424 

cylindrical surfaces over time. The cylindrical surface at a radial position of 32.5 mm corresponds 425 

to a position downstream of the particle bed. A residence time distribution corresponding to a 426 

Péclet number of 10 and 47 is obtained downstream of the bed and at the outlet of the chamber 427 

respectively, highlighting that the distribution is indeed narrow. The narrow low-mean residence 428 

time distribution makes the GSVU an ideal reactor technology for processes in which secondary 429 

reactions are undesired, e.g. biomass pyrolysis [20, 50] and OCM [18]. More information 430 

regarding the determination of this residence time distribution is provided in the Supporting 431 

Information. 432 
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 433 
Figure 11: Gas-phase residence time distribution of a tracer at two radial positions (r = 32.5 mm and 434 
at the outlet, i.e. r = 15 mm). Mean residence times as well as Péclet numbers determined based on 435 
the non-dimensional residence time distribution are indicated. 436 

Figure 12 displays the simulated gas-solid slip velocities in both the azimuthal and radial 437 

directions obtained at mid-height of the chamber for three different radial positions. The azimuthal 438 

slip velocity is highest close to the circumferential wall and lowers with a decrease in radial 439 

position. This decrease in gas-solid slip velocity is induced by the gas transferring almost all of its 440 

azimuthal momentum to the particles. The inverse holds for the radial gas-solid slip velocity, 441 

although the variation between different radial positions is lower. This behavior can be explained 442 

using Figure 10. Upon further penetrating the bed, the radial gas velocity component becomes 443 

more dominant. Maximal slip velocities are obtained downstream of an inlet slot, quickly lowering 444 

due to the gas-particle contact and associated momentum transfer. Due to particle slowdown and 445 

the jet-like inlet slots, high slip velocities are realized as well when approaching an inlet slot.  446 

In gravitational fluidized beds, the maximum obtainable gas-solid slip velocity, i.e., before 447 

entrainment occurs, is equal to the terminal free falling velocity of the particle. The aluminum 448 

particles considered here have a theoretical free falling velocity of 3.4 m/s [39]. Clearly, this value 449 

is largely exceeded at several positions in the GSVU bed. In the high slip velocity regions, over 7 450 
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times the maximum gravitational slip velocity is realized. Heat and mass transfer rates will thus 451 

largely exceed those obtainable in a gravitational fluidized bed at several positions in the GSVU. 452 

 453 
Figure 12: Gas-solid azimuthal (a) and radial (b) gas-solid slip velocities at a chamber height of 7.5 454 
mm. 455 

5. CONCLUSIONS 456 

An in-house developed CFD-DEM model is validated in a rotating fluidized bed in a static 457 

geometry, i.e. a so-called gas-solid vortex unit, designed in view of intensifying heterogeneously 458 

catalyzed gas-solid processes. 2D particle image velocimetry data on local radial particle and 459 

azimuthal velocity are used for model validation inside the GSVU geometry. This data is obtained 460 

via optical access through the unit’s bottom plate. Thorough validation is performed over the 461 

complete 2D bottom plane of the particle bed, showing good qualitative and quantitative 462 

performance of the CFD-DEM model. Distinct zones of high and low azimuthal and radial particle 463 



 

 

30 

velocities are captured accurately. Only a small overprediction on the azimuthal velocity and a 464 

minor underprediction of the radial particle velocity in the bulk of the bed is observed. 465 

Furthermore, the flow characteristics of the gas and solid phase are discussed in regions 466 

inaccessible to non-intrusive measurement techniques. This includes the particle volume fraction 467 

profiles at different zones of the reactor as well as gas velocities. It is shown that a narrow low-468 

averaged gas-phase residence time distribution is obtained in the GSVU. For process 469 

intensification purposes, the azimuthal and radial gas-solid slip velocities are determined at mid-470 

height of the reactor chamber. These gas-solid slip velocities greatly exceed the maximum slip 471 

velocity of the aluminum particles achievable in the gravitational field in different zones, up to 472 

over a factor 7. A challenge that remains is minimizing the effect of gravity on the bed thickness, 473 

but our simulations help to come up with a series of solutions to resolve this.  This makes the 474 

GSVU a perfect candidate for the intensification of numerous processes. The CFD-DEM model 475 

validated in this work can provide a powerful tool to further design the GSVU and enhance its 476 

process intensifying potential.  477 
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NOMENCLATURE 478 

ROMAN 479 

d Diameter 𝑚 

e Restitution coefficient − 

F Force 𝑁 

g Gravitational constant 𝑚 𝑠−2 
G Shear modulus 𝑃𝑎 

I Unit tensor − 

k Spring constant 𝑁 𝑚−1 

K Momentum exchange coefficient 𝑘𝑔 𝑚−3 𝑠−1 
m Mass 𝑘𝑔 

p Pressure 𝑃𝑎 

R Radius 𝑚 

Re Reynolds number − 

t Time 𝑠 
u Velocity 𝑚 𝑠−1 
V Volume 𝑚3 

Y Young modulus 𝑃𝑎 

GREEK 480 

𝛾 Inclination ° 
𝛾 Damping factor − 

𝛿 Overlap 𝑚 

𝜀  Volume fraction − 

𝜃 Azimuthal angle 𝑟𝑎𝑑 

𝜃 Residence time 𝑠 
𝜇 Dynamic viscosity 𝑃𝑎 𝑠 
𝜇 Friction factor − 

𝜌  Density 𝑘𝑔 𝑚−3 

𝜏 Stress 𝑃𝑎 

SUB/SUPERSCRIPTS 481 

  

c Contact 

cell CFD cell 

d Drag 

eff Effective 
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g Gas phase 

grav Gravitational 

gs Gas-solid 

i Index 

j Index 

mean Averaged 

n Normal 

o Slot opening 

p Pressure 

R Reactor 

s Solid 

t Tangential 

t Turbulent 

w Wall 

𝜇 Viscous 

ACRONYMS 482 

CFD Computational Fluid Dynamics 

DEM Discrete Element Method 

FBR Fluidized bed reactor 

GSVU Gas-solid vortex unit 

OCM Oxidative Coupling of Methane 

PI Process Intensification 

PIV Particle Image Velocimetry 

RFB Rotating Fluidized Bed 

RFB-SG Rotating Fluidized Bed in a Static Geometry 

 483 

  484 
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